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Abstract

A Fuchsian system of rank 8 in 3 variables with 4 parameters is found. The singular locus
consists of six planes and a cubic surface. The restriction of the system onto the intersection of
two singular planes is an ordinary differential equation of order four with three singular points.
A middle convolution of this equation turns out to be the tensor product of two Gauss hyperge-
ometric equations, and another middle convolution sends this equation to the Dotsenko-Fateev
equation. Local solutions of these ordinary differential equations are found. Their coefficients
are sums of products of the Gamma functions. These sums can be expressed as special values
of the generalized hypergeometric series 4F3 at 1.
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Introduction

In Part I, we find a Fuchsian system Z3(A) of rank 8 in 3 variables (¢, f,, t3) with 4 param-
eters A = (A, A1, A, Az). The singular locus consists of six planes and a cubic surface (the
Fricke surface):

r=+1 (i=1,2,3), 1-0—-06-1+2nt=0.

In general, we can have ordinary differential equations as we like, we have only to give
polynomials to coeflicients, but to have a system in more than 2 variables of finite and non-
zero rank, the coefficients must satisfy the integrability condition (a system of non-linear
differential equations). Very few examples are known (most of them belong to the so-called
hypergeometric family). Our system Z3(A), which is not hypergeometric, is an important
example.

The restriction of the system onto the plane, say 3 = 1, is a system Z,(A) of rank 6 in 2
variables. Its singular locus consists of

r==+1, (=12 f = by,

which is equal to that of the well-known Appell’s hypergeometric system F.

In the future, we would like to study these systems; power series solutions, integral rep-
resentations of the solutions, etc.

To understand these systems we begin with studying its several restrictions. The restric-
tion of the system onto the diagonal #; = #, = f3 is an ordinary differential equation Zxg of
order 8.

The restriction of the system Z,(A) onto the line, say, ©, = 1 is an ordinary differential
equation Z(A) of order 4 with three singular points #; = =1 and co. This equation Z(A) has
not been studied so far, to the authors knowledge.

While studying local solutions of Z(A), which are fully presented in Part II, we find a
power-series solution to Z(A) at r = 1, which is very similar to the product of two Gauss hy-
pergeometric series. This leads to the discovery that a middle convolution sends the equation
Z(A) to the tensor product of two Gauss hypergeometric equations, with special parameters.
We also find that another middle convolution sends Z(A) to the Dotsenko-Fateev equation.

In Part II, we study local solutions for the ordinary differential equation Z(A) and for
several related ones around their singular points. We see the relation between Z(A) and the
tensor product of two specific Gauss hypergeometric equations. At a singular point of Z(A),
say t = 1, the coeflicients of the holomorphic solution to Z(A) satisfy a 3-term difference
equation Rcy(A). On the other hand, 4F3(x; 1), special values at the unit argument of the ter-
minating generalized hypergeometric series 4 F3, satisfy a linear difference equation of order
2, if the parameters are carefully chosen. Comparing the invariant of this difference equation
with that of Rco(A), we find solutions of Rcg(A) expressed in terms of 4F3(x; 1). From the
observation that the special values 4F3(x; 1) appear as the coefficients of the product of two
Gauss hypergeometric series, we notice that its product has relevance to the holomorphic
solution to Z(A) at t = 1, which leads to the discovery stated above.

For most local solutions of the ordinary differential equations related to Z(A), we can
make use of middle convolutions connecting the equation and the tensor product of two
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Gauss equations to get explicit expressions for the solutions. But in these cases also, we
present a way to get them by using the difference equations for 4F3(x; 1), because this
method gives various expressions.

The coefficients of hypergeometric-type series are products of the Gamma functions.
However for our equation Z(A) and the related ones including the Dotsenko-Fateev equa-
tion, the coefficients of local solutions are sums of products of the Gamma functions. These
sums can be expressed as special values 4F3(x; 1).

Solutions of the ordinary differential equations we studied in this paper admit Euler inte-
gral representations, which will be discussed elsewhere.

Part I. A Fuchsian system of rank 8 in 3 variables
and its restrictions

In §1, we find a Fuchsian system Z3(A) of rank 8 in 3 variables (¢, t,, #3) with 4 parameters
A = (Ao, A1, A, A3).

In §2, the restriction Zxg(A) of the system Z3(A) onto the diagonal #; = 1, = t3 is studied.

In §3, the restriction of the system Z3(A) onto the plane 73 = 1 is studied and the system
Z>(A) is found. The restriction of the system Z,(A) onto the diagonal #; = ¢, is also studied.

In §4, the restriction of the system Z,(A) onto the line #, = 1 is studied and the system
Z(A) is found. This is an ordinary differential equation of order 4 with three singular points
t; = =1 and co.

§5 gives a relation between Z(A) and the tensor product of two specific Gauss hypergeo-
metric equations.

§6 gives a relation between Z(A) and the Dotsenko-Fateev equation.

§7 illustrates the relation among the differential equations appeared above.

In §8, a Pfaffian form of Z3(A) is presented.

§9 studies the tensor products of two Gauss hypergeometric equations.

1. A Fuchsian system of rank 8 in 3 variables Z3(A)

We treat ideals of the ring of differential operators Clay, ..., t,...,0/0t,...]. We often
call a set of generators of an ideal simply as a system, which sometimes also means the
corresponding system of differential equations, after introducing an unknown, say F, u, . ...

In 2017, Don Zagier showed us a system generated by the differential operator
(1- t%)(?“ + 2(2‘3 - l‘1[2)612 +(1- [%)(922 + Llol‘]&] + aot2(92

and those obtained by a succession of the cyclic permutation 1 — 2 — 3 — 1 with a
parameter ag, where d; = 9/0t,,01, = 0% /01,01, etc. This system in 3 variables (¢, 1, t3) is
Fuchsian of rank 8, and is highly reducible. Hoping to have less reducible system of rank §,
we considered a bit general system with more parameters and got the following result.

Theorem 1.1. The system generated by the operator
Ey = (1—1)01 +2(t3 — 11)d12 + (1 — )00 + a31110; + axnhd; + aztz03 + az

and those obtained by a succession of the cyclic permutation 1 — 2 — 3 — 1 with constants
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a;j (i=1,2,3, j=0,1,2,3) is of rank 8 if and only if
ajy =axn =az =0, ap=a;3=ay = a3 =az = axn (= a).
Seta; = ajg, ay = axy, a3 = azg. Then the operators E|, E, and E3 are given as

Ey = (1 =)0 + 2(t — 1t3)03 + (1 — 13)833 + agt20; + apt303 + ay,
E,=(1- 15)633 + 2(t, — t311)031 + (1 — [%)811 + agt303 + apt101 + as,
E;=(1- l‘%)an + 2(t5 — t11p)012 + (1 — l‘%)azz + agt101 + aptrds + as,
with parameters a = (ag, ai, a», a3). We often use parameters A = (Ag, A1, A;, A3) related to
a by

ap=240-3, a;i=A?— (Ao - 1) =123,

and name the system as Z3(A).
By using b; = (a; +ax + a3)/2 —a; (i = 1,2, 3) as parameters, F as unknown, and writing
Fi =0,F, Fy = 01»F, etc, this system can be also written as

(17 = DF 11 = (13 — 11)F1p + (1 — 1311)F13 — (ty — 1t3)Fa3 + apt Fy + by F,
(&5 = DFp = (t) — 13)Fa3 + (13 — 1112)Fay — (1 — 131))F31 + aotaF + by F,
(55 — DF33 = (ty — 1301)F3) + (1) — 0213)F3p — (13 — 1) F 15 + aot3F3 + b3F.

Proposition 1.2. The system Z3(A) is Fuchsian, and the singular locus in the finite space
consists of six planes and a cubic surface:
=+l (i=1,2,3), 1 -8 -6 -1 +2t; = 0.
The local exponents along the divisors are given as

ti==+1: 0,1,2,3,4,5 1/2+A,;,
the cubic surface : 0,1, 2,3, Ag, Ag+ 1, Ag+2, Ap + 3,
ti=o00: 1-Ag+xA;, 1 —Ag£A;, 2-Ag+Aj, 2—-Ag+ A
(i, j. k} = {1,2,3}).

The local exponents along a divisor are defined as those of the ordinary differential equation
obtained by restricting the system onto a curve intersecting the divisor transversely at an
ordinary point of the divisor.

The singularities are known from the matrix 1-form w in the next subsection. If we restrict
the system onto a generic line #, =constant, 3 =constant, we get an ordinary differential
equation of order 8 in ¢ := #; with polynomial coefficients:

2 2 2_2_2 4 d°F
@+ 1)@ =D -t —t; — 15 + 202131) P(I)W +---=0,
where P(t) is of degree 16, the number of apparent singular points, the local exponents
at each points are 0,1,2,3,4,5,6 and 8. Though we omit the explicit expression of the
coefficients of the ordinary equation above, we find the local exponents at the singular points
as in the proposition.
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Remark 1.3 (SymMmETRY). The system Z3(A) is invariant under

(t1, 1, 13) = (111, 820, 8313), & = 1, g1683 =1,
Aj_>_AJ (j:1,2,3),

(t1, 12,13, A1,A2,A3) = (to(1)s Lo 2)s Lo 3)s Ac1), Ac(2)s Ar3))s

where o is a permutation of {1, 2, 3}.

1.1. Outline of the poof of Theorem 1.1. Several integrable systems of partial differ-
ential equations with many variables are known; for example Appell-Lauricella’s hypergeo-
metric system F4 in n variables. The rank of F4 is known to be 2". The form of the equations
tells immediately the rank does not exceed 2". But it would be quite difficult to prove that
the rank is exactly 2" by manipulating the differential equations; this is proved by finding 2"
linearly independent hypergeometric series at a singular point.

In our case, no local solutions are known; so, we are forced to check honestly the integra-
bility condition. We transform the system Z3(A) into a Pfaffian form of size 8, and show the
integrability.

Let F' be the unknown, F;; i the partial derivative of F by #;,1;,.. ., , and set

e ="(F,F,Fy,F3,F15, Fi3,F23,DF33), D:=-1+1+06+1 - 2tht.

A computation shows that the derivatives F;; x can be written as linear combinations of F,
F\, Fy, F3, F1», Fi3, F3 and F»3, and thus we get a Pfaffian system of the form

de = we,

where w is an 8x8-matrix 1-form given in §8.1. The integrability condition of the system is
written as

dw = w A w,

and, by computation, we get Theorem 1.1.

2. Restriction of Z3(A) onto the diagonal ¢#; = ¢, = 3

Let F (11, 12, t3) be a solution of Z3(A). The function F(t, ¢, t) satisfies a Fuchsian ordinary
differential equation. In this section, its singular points and the exponents are described.
Proofs are omitted.

2.1. Zag(A). For generic parameters A = (A, . ..,As3) the function F(t,1,1) satisfies an
ordinary differential equation Zxg(A) of order 8 with regular singular points at —1, —1/2, 1, o0
and apparent singular points at —2 and other 8 points. The local exponents are given as

t=-1: 0, 1,
0, 1, 2, 3, A(), A0+1,A0+2, A0+3,

t=1: 0,2A0,A0—%,A0+%,A0+%,A0+%,Ao+%,A0+%,
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1=o00: 13 -3Ap £ A £ A) £ A),
r=-2: 0,1,3,4,5,6, 8, 9,
t =other 8 points: 0, 1, 2, 3,4, 5, 6, 8.

2.2. Zas(A). If A3 = A, then F(t,t,1) satisfies an ordinary differential equation Z,¢ of
order 6 with regular singular points at —1,—1/2, 1, co and apparent singular points at —2 and
other 4 points. The local exponents are given as

t=-1: 0,1, 1A, 1 +A,,

t=-1: 0, 1,2, Ag, Ag+ 1, Ag +2,

r=1: 0, 2Ag, Ag— 3, Ao+ 3, Ao+ 3, Ag + 3,
f=o00: 13 =340 £ Ay £247), 1(3 =340 £ A)),
t=-2: 0,1,3,4,5,6,

t =other4 points : 0, 1, 2, 3, 4, 6.

2.3. Za(A). If A3 = A, = A then F(t,1,1) satisfies an ordinary differential equation
Za4 of order 4 with regular singular points at —1, —1/2, 1, co and only one apparent singular
point at —2. The local exponents are given as

t=-1: 0,1, 1A,

100, 1, A, A + 1,

t=1: 0,240, Ap—1, Ao+ 3.

t=oc0: 1(3-3Ap+3A)), 33340 = A)),
t=-2: 0,1,3, 4

3. Restriction of Z3(A) onto the plane /3 = 1 and Z,(A)

3.1. Equation Z;(A). The restriction Z3(A)|;,=; of Z3(A) onto the plane 3 = 1 is, by
definition, generated by the operators P, where

P(t1,1,01,02) + (13 = DO, 0; := 9/0%;

belongs to Z3(A) for some operator Q = Q(t, t2, 13,01, 02, 03). We find two such operators
P, and P, as follows. Since

Es=(1 =111 +2(1 = 1112)d12 + (1 = B5)022 + ag(t101 + 1202) + a3 + 2(t3 — 1)d1a,
we cut off the last term, and define P; as
Py = (1 =)0 +2(1 — 112)012 + (1 — 5022 + ag(t101 + 105) + as.
We next express E; and E, as

Ei =G+ (t3 = DRy +2(t) — 12)023 + ap0s,
Ey =Gy + (3 — )Ry + 2(t; — 11)013 + ap0s,

where
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Gi = (1 -5)dn +aghdy + a1, Ry = —20053 — (1 + 13)933 + apds;
G, and R, are given by exchanging 1 and 2 in G| and Ry, respectively. Differentiate these:

Ei1 =G+ (3= DRy + 2023 + 2(t) — 1)0123 + a3,
Eyp = Gop + (13 — 1)Ryo + 2013 + 2(t — 11)0123 + ap03,

where £ | := 0,E1,Gy, := 0,G, etc, for example,
Gi1 = (1 = £5)d12 + 2012 + a10).
We have

E, - E,
Ei1+Es

G — Gy + 2(t) — 1)(023 + 013),
G114+ Goo + (2+ap)(03 + 013)

modulo (3 — 1), and so
2ty = )(Ery + Exp) — 2+ ao)(Ey — E2) =2(1 — 12)(G1y + Gop) — (2 + ap)(Gy — Go).
Now we define the second operator P, by the right hand-side of this identity:

Py = 2(t — (1 = 5)0122 + agt2012 + a101 + (1 = £7)d112 + aot1012 + @205}

—2 + ap)l(1 = ) + aphrdr + ay — (1 = 11)d11 — apt1 01 — az).

Though we have no rigorous proof that P; and P, generate the ideal Zs(a)|,,=1, we study the
system Z,(A) in (¢, t,) generated by P, and P».

Theorem 3.1. The system Z,(A) := (Py, Py) is of rank 6. The singular locus in P' x P! is
given by

ti=+l,00@(=1,2), t=0n.

Proposition 3.2. The local exponents along the divisors above are given as

n==1: 0,1,2 3, 1A,
nh=x1: 0,1,2, 3, 1+A,,
Hh=rn: 0, 1, 2A¢, 2A0 + 1, Ag = A3z,

ti=o0: 1-ApxAj,2-Ag+xA;, 1-Ag+A;3 i, jy =11, 2.

If we restrict the system Z,(A) further onto a generic line #, =constant, we get an ordinary
differential equation of order 6 in ¢ := #; with polynomial coefficients:
6
(t+ 1t - 1)t - t2)4P(t)C;—t§ +o =0,
where P(¢) is of degree 6, the number of apparent singular points, whose local exponents are
0,1,2,3,4 and 6. Though we omit the explicit expression of the coefficients of the ordinary
equation above, we find the local exponents at the singular points as in the proposition.

Remark 3.3. Any set of six independent solutions defines a map from (#;, f;)-space into
the five dimensional projective space, whose image is regarded as a surface. We remark that
the operator P; implies that the second jet-space of the surface is always degenerate; the
system Z,(A) is not general in this sense among those systems of rank 6.
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3.2. Outline of the proof of Theorem 3.1. Using unknown F, we rewrite the system in
Pfaffian form relative to a frame

es = "(F,F1,Fa,(t; — )Fy1, (6 — )F1a, (1 — ) F112).

This time, by using P; = 0 and P, = 0, and their higher-order derivatives, we can see that
the derivatives Fj; «, i, j,k = 1,2, can be written in terms of F, Fy, F», Fy1, Fi2 and Fyjs.
Thus, we get a Pfaffian form wg such that deg = wgeg. It is a straightforward computation
to see that the integrability condition dwg = we A we holds. The 6x6-matrix 1-form wg is
listed in §8.2.

3.3. Restriction of Z,(A) onto the diagonal 7, = #,. Change the coordinates from (¢, #,)
to (t,s) by t; = 1,1, = t + 5. Then the operator P; becomes

6]1 - t2811 + Clolal +az+ s {—Sazz - 21‘((912 — 822) + aoaz — 21‘822} .

Thus the restriction of Z,(A) onto the diagonal s = 0 is the ordinary differential equation

(1 - A)Fy1 + aptFy + asF =0, F, = dF/dt.

The local exponents at f = —1, 1 and oo are
1 1
0, AO_E; 0, A()—E and 1-Aj+ Az,

respectively.

4. Restriction of Z,(A) onto the line 7/, = 1 and Z(A)

4.1. Equation Z(A). Express P; and P, as

Py
P,

Q1+ 2(1 — 11)012 + apd,
0> + 2(ty — Dfagdrz + (1 — 0112 + apt1 812 + a202} — (2 + ag)apds
Q> + 2ao(t; — 1812 — 2(7 — (1 — D112 + {2a2(1y — 1) = (2 + ag)ao}d>

mod (1 — 1,), where

01 = (1 - )y + apt10; + as,
0> = 2(ty — Da1dy — 2 + aglfar — (1 = 1)011 — apt1 0y — az}.

Differentiate P, and we have

P11 :=01P1 = Qi1 —2012 - 2(t1 — 1)0112 + apdr2
Q1,1 + (ap — 2)012 — 2(t1 — 10112,

where Q1 := 0101,0112 := 01012. Set

Psy:=Py—(t; = DP1 = Qo — (tF = 1011 + (] — D)(@g +2)d12 + {2ax(t; — 1) = (2 + ag)ao}0a,

and differentiate:

P31 = 021 —2401 — (T% - 1011,

+ 2t1(ap + 2)015 + (l% — D(ag + 2)0112 + 2a,0; + {2ax(t; — 1) — (2 + ag)ap}0qs.

By using Pj, Pz and Pj;, express 02,012 and 011, in terms of Q, Q1. Substitute these
expressions into P3;, and we get an ordinary differential operator Z(a) of order four.
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Proposition 4.1. The equation Z(a) is irreducible.

Proof. If Z(a) factors as Z,Z,, then the local exponents of Z, at r = £1 and oo are subsets
of those of Z(a). Riemann relation says that the sum of the local exponents of Z, is an
integer. The Riemann scheme of Z(a) below shows that this can not happen if Z, is of order
1 or 3. Assume that the order of Z; is 2, and let k be the number of apparent singular points.
Then Riemann relation says that the sum of the local exponents of Z; is equal to 1 + k. On
the other hand the Riemann scheme shows that the sum is greater than 3 + k. |
This assures that Z(a) is the restriction of Z,(a) onto t, = 1.

Theorem 4.2. The restriction Z(a) of Z,(a) onto the line t, = 1 is given by
Z(a) := pod* + p10° + p20” + p30 + pa,
where 0 = d/dt,t = t1, and

Po 200+ DXt - 1),

141 —4(1 + 1)(t = {2 + ag) + (ap — )1},

pr = 2(t- 1){(a(2) —2ay +6ayg+2+ap +asz) + (3aé +4ay — 4+ 2ap)t
+ (a% —4ap+2 —ay — a3)t?},

ps = (—4aj —8ag + 4apa) + 4a; — 2ag + 4)(az + a3))
+ (—2a(3) - 6aé —4aga; — 4a; + Haz + ax)t + 2ap(ag + ax + a3)t%,
ps = 2mast+ (a; —ax —az)ap + 2)2 - 2mas.

This equation has one accessory parameter; the local exponents do not change if we add a
constant to py.

We denote the operator Z(a) with parameters (Ao, A1, Az, A3) by Z(A), the explicit form
of which will be given in §10. The Riemann scheme of Z(A) is given as

t=1 t=-1 t=o00

0 1-A1 1-Ag+A,
Ag—-1 0 1-Ap-4A
Ao+1 1 1-Ag+A;
240 $+A; 1-Ag—A;

REMARK 4.3 (SYMMETRY). Z(A) is invariant under
A;j—>-A; (j=1,2,3) and A; & Aj.

Remark 4.4. The Dotsenko-Fateev equation (§6.1) appears as the restriction on a divisor
of the Appell’s equation F4 in two variables (see [5]).

4.2. A small change Z(A) of Z(A). To increase symmetry, we introduce an operator Z(A)

asl

Z(A) = Ad((r - 1)_A°+%)Z(A) =(t— 1)—A0+% o Z(A) o (t — I)AO_%,

1
1Equivalent to changing the unknown z of the equation Z(A) to a new unknown w by z = (1 — 1) 2w
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(Ad stands for addition which will be recalled in §5.1.) 2 We further change the variable ¢,
used for Z(A) and Z(A) etc, into the new variable

-1
-

In x-coordinate, the differential operator Z(A) changes into >

X

(D) Z(A) = X*(x = D?0* + m(0)& + ma()0 + mzy(x)d + ma(x), 0 :=d/dx,
where
m; =4(x—DxQ2x-1),
1
m =5 (4A43x — 447 — 4ATx — 4A327 + 4A3x — 4A37 + 4A3x + 5827 — 58x +9),

1
my = 5 (247 = 247 - 443x + 247 — 4A%x + 243 + 10x - 5),

e

The local exponents do not change if we add a constant to m3; the constant term of mj is
called the accessory parameter.

REMARK 4.5 (SYMMETRY). Z(A) is invariant under
Aj—-A; (j=0,1,2,3) and A; «— A3
and

(x,A9,A1) «— (1 = x,A1,Ayp).

The Riemann scheme of Z(A) is given as

x=0 x=1 x=o0
1-A) 3-A1 3+4A
0 0 1-4
1 1 144
%-I—A() %-I-A] %—A3

4.3. Invariants of ordinary differential operators. For a differential operator L = py0*
+ p10® + p20® + p30 + pa, the operator

L'=8opy~&op +dopr—dops+ps,  d=d/dx
is called the adjoint operator.
Proposition 4.6. The equation Z(A) is self-adjoint.

To explain the meaning of this proposition, we recall some differential invariants of ordi-
nary differential operators. An ordinary differential operator

64 + Q183 + anz + an + Q4

2Strictly speaking, Z(A) = $@—1D7Ad(( - 1)~40+3)Z(A).
3The equations Z(A) and Z(A) rewritten in the new variable x will be denoted by the same notation.
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is transformed into the operator of the form
(2) 0"+ q20° + 430 + qu

which has no third-order term, by multiplying a non-zero function to the dependent variable.
The coefficients g; are given as

3,3
6]2=Q2—§Q1—§Q%,

1 1 .,
6]3=Q3—§Q1Q2+§Q?—Q1,
3,

! 1 2 1 ’ 3 2y 3 7\2 1 17
44 =Qa = 7103+ 72010 — 5220, ZQ2Q1+3—2Q1Q1+E(Q1) - 29"

It is known ([7]) that, for an appropriate choice of the dependent variable and the coordinate
y = y(x), the operator (2) can be transformed further into an operator

(3) O + 130 + 14, d=d/dy.

Though r3 and r4 are not unique, the forms

1
— —qy | d®*
2B 1002 T 5%
are unique and are called the fundamental invariants of the operator (2).
By an easy calculation, we see that the adjoint operator of (2) is

, . 1, 9
03 := r3dy® = (q3 — gb)dx®, 04 := (r4 - §r3)dy®4 = (q4 ~ 5493~ 2

o+ q282 + (g5 — 3)0 + qs + 45 — 4.
Hence, we have:

Lemma 4.7. The operator (2) is self-adjoint if and only if 65 = 0.

Remark 4.8. The property that 8; = 0 is rephrased geometrically as follows: Let zi, ...,
74 be linearly independent solutions of the equation and let us consider z = [zj,...,24] as
a curve in the projective space P?. Then, we can see that, when 6; = 0, the curve formed
by the tangent vectors to this curve z, which lies in the 5-dimensional projective space of all
lines in P?, is degenerate in the sense that it lives in a 4-dimensional hyperplane.

5. Z(A) is related to the tensor product of two Gauss equations

In §10.4, we study local solutions of Z(A) at x = 0 and find that they are closely related
to the product of two specific Gauss hypergeometric series. In this section we show that an
addition and a middle convolution connect Z(A) with the tensor product of the two Gauss
equations. We begin with introducing two important operations for differential operators.

Detailed study of the tensor product of two Gauss equations in general is made in the last
section of Part 1.

5.1. Definition and fundamental properties of addition and middle convolution.
For a differential operator P in x and a function f in x, the addition by f is defined as

Ad(f)P:=foPof,
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which is already appeared in §4.2; multiplying a non-zero function f to the dependent vari-
able to get a new one.

For a differential operator P in x and a complex number y, the middle convolution mc, P
with parameter u is defined symbolically (cf. Definition 2.3 in [6]) as
_d
=

Actual procedure is as follows: Write the operator P in the form

Z pl-jxi@j.

Set r = max{i — j, p;;j # 0}, and multiply 4" to P from the left, then substitute

me P :=0"oPod, 0

X0 =00-1)---0-i+1), 0=x0

to express " P as a linear combination of {§'d/}. Then replace @ by 6 — u, and finally divide
the operator by d from the left as many times as possible to obtain mc,P. Fundamental
properties:

_ — -1 —0n_ —
MCyy = MCy © MCyr,  MC_y = MC,,", mc,6 =6 —u, mc,d=20.

5.2. A middle convolution connects Z(A) with the tensor product of two Gauss equa-
tions. Recall the Gauss equation:

b
E(a ;x) =x(x= 1D +{a+b+ Dx—c)d+ab.
¢
Let us consider the tensor product

K=KA)=KA_, ,A_y ,1-Ap,A____,A__,,,1-Ap)

of the two Gauss equations

where

. E0Ap + €1A| + &2Ar + £3A5 + 1
A80»8|,82,83 - ) gj==+.

It is, by definition, the differential equation satisfied by the product of the solutions of the
two Gauss equations4, and is given as follows (see §9):

K(A) = X(x = 120" + ki (0)0” + ka(x)0” + k3(x)0 + ky(x), 0 = d/dx,
where
ki = (1 — x)x*(4Aox — 4A¢ — 10x + 5),
ka = x(6A5x* — 11AGx + 5A% — 24A0x” + 33A0x — 9A¢

— Afx — AJx* + AJx — A3x* + Ajx +25x% = 25x + 4),

4Do not confuse this and the product of two operators
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ks = %(—8A8x2 + 12A7x — 4A7 + 36A5x* — 39A5x + 6A;
+4AgATx + 4A0A5X7 — 4A0ATX + 4AgASX — 4AgASx — 56A0x°
+4240x — 240 — 3ATx — 6A3x% + 3A5x — 6A3x* + 3A3x + 30x% — 15x),
ky = %(ZAgx — 245 — 8Ax + 5A] — 2A3AT - 2A%A3x
+2A3A5 — 2A5Ax + 2A5A5 + 12A5x — 4A7 + AgAT + 4A0A5x
— AgAJ + 4ApA3x — AgA3 — BAgx + Ag + 2A3A5x — 2A5x — 2A3x + 2X).
To increase symmetry, we make a change (addition) as:
L(A) = Ad(x ™)K (A) = x4 o K(A) o x™,
which can be expressed as
L(A) = ¥ (x = 10" + 0,(x)3 + 6,(x)0” + 63(0)0 + L4(x), 3 =d/dx

where
{ =5(x—-1Dx2x - 1),
Oy = Alx — A2 — Alx — A3x* + ASx — ASx® + Alx +25x% — 25x + 4,
3
= —5(—A§+A% +2A3x — A] + 2A3x - A} - 10x +5),
ly = (A2 = D(A2 + D(A3 — D)(A3 + D).

The constant term €3 of £3(x) = £31x+ {39 is the accessory parameter. The Riemann scheme
of L(A) is given as

x=0 x=1 x=0 x=0 x=1 x=
x Ay 0 0 A, pxJ 0 0 A___
AO _Al A—++— AO Al A——++
x=0 x= X =00 x=0 x= X =00
0 0 —Ao —Ar + 1 —Ao —-A 1+ A2
=xM! Ay A “Ag+Az+1 ;=] 0 0 1-A;
Ag+1 A —Ag—Az+1 1 1 1+ A;
2A¢ 1 —Apg+Ay+1 Ao A 1-A,

REMARK 5.1 (SYMMETRY). L is invariant under
Aj—-A; (j=0,1,2,3) and A; «— A3
and

(x,A9,A1) «— (1 = x,A1,Ayp).

This operator L is connected with the operator Z(A), introduced in §4.2, by the middle
convolution as follows.

Theorem 5.2. mc_%Z(A) = L(A).

We first express the operator Z(A) defined in §4.2 (1) as a polynomial in = x4, and
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1 1 1 1
(9+5—Az)(0+§+A2)(0+§—A3)(9+§+A3)

5
—(0+1)(26* + 40+ AT — AJ — A3 — A} + 30

Z(A)

3 3
+O+ = + A B+ = — Ag)d~.
2 2
Then, replacing 6 by 6 + 1/2, we have
me1pZ(A) = @+1-A)0+1+A)0+ 1 —A3)(0+ 1 +As)
3
—(0 + E)(292 +66 + AT — AJ — A3 — A3 +5)0
+(O+2+ Ag) O+ 2 — Ag)d,

which turns out to be L(A). This expression leads to

Corollary 5.3. Assume A, is a positive integer. A, = m + 1 for m > 0, (or a negative
integer Ay = —m—1, m > 0; namely, A, is a non-zero integer). Then, the equation L(A)u = 0
has a polynomial solution of degree m.

Proof. For an integer k, we see that

LAX* = ppd + g 7 + madf

where
pe = ((k+ 17 = A3)((k + 1)? - A3),
Gt = —kQk+ D +k-2+a), a=(A]-Aj-A3-A3+5)/2,
nea = k(k= 1)K - Ap),

and g¢; = r, = r; = 0. This implies that the operator L(A) sends the space of polynomials of
degree smaller than or equal to m, into itself. Since p,, = 0 by assumption, the image is a
proper subspace; hence, there exists a polynomial solution. |

Letu= ;" apx* be such a solution. Then, we see

An-1Pm-1 T Amqm-1 = 0,
Am-2Pm-2 t Am-19m-2 + Qulm-—2 = 0,
arpi + ak+1qx + ags2re = 0,

: b
appo +apqo + axrp = 0.

If A5 ¢ Z, for a given value a,,, the other a; are uniquely determined as follows. Let M be a
lower triple-triangular matrix defined as
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Pm—-1
dm-2  Pm-2
M "m-3  4m-3 Pm-3
- Ym-4  Ydm-4 Pm-4 ’
ry q0 Po
and a = "(ay-1,dm-2,...,ap) be a column vector. Then, the linear equations above are

written as
Ma = "(=amGm-1, —Amrm-,0,...,0).

Hence, multiplying the inverse of M yields the solution a; note that, since A3 ¢ Z, the
determinant of M is non-vanishing. First few terms of a are given as

—mm* +m -2+ )

am = I, ap-1 =
m? —A%

’

m(m = 1) {2m = D)(m? + m = 2a)((m = 1 + m = 3 + @) - (m* - A})(m? - A2)]
2Q2m + 1)((m — 12 — AD)(m? — A2)

am-2 =

6. Relation between Z(A) and the Dotsenko-Fateev equation

6.1. The Dotsenko-Fateev equation. The Dotsenko-Fateev operator ([2]) is an operator
of order 3 defined as

S =S8(a,b,c,g)=x>(x— 1)+ 50>+ 20+ 53, 0:=dJdx
where
s1 = —(—=1 + x)x(3ax + 3bx + 6¢cx + 2gx — 3a — 3¢ — g),
s2 = 2a%x* + 4abx® + 12acx® + 3agx® + 2b°x* + 12bex? + 3bgx* + 12¢°x* + 8cgx®
+ ¢?x* — 4a’x — dabx — 16acx — 4agx + ax® — 8bcx — 2bgx + bx* — 12¢%x — 8cgx
+6cx> — g*x + gx* + 2d° + 4ac + ag — 2ax + 2¢* + cg — 6¢cx — gx + a + c,
s3=—ca+2+2b+2c+g)2ax+2bx+4cx+2gx—2a—-2c—g+2x-1).

The constant term of s3 is the accessory parameter. The Riemann scheme is

x=0 x=1 X =00
0 0 -2c
a+c+1 b+c+1 —-a-b-2c—-g-1

2a+2c+g+2 2b+2c+g+2 2a-2b—-2c—-—g-2

Remark 6.1 (SymmeTtry). The adjoint operator of S(a,b,c,g) is given by S with the
change:
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(a,b,c,g) > (-1 —-a,-1-b,-1—-c,—g).

6.2. A middle convolution and an addition send Z(A) to the Dotsenko-Fateev equa-
tion. The equation Z(A) = x*(x — 1)?0* + - - - has the Riemann scheme

x=0 x=1 x=o0
0 0 1-4
1 1 1+4
L-ao b= d-a
%"‘AO %-I-A] %+A3

Proposition 6.2. A middle convolution with parameter —% —A, sends Z(A) to the equation
defined by >

O(A) = mc_i

14, (Z(A) = P(x = 1’ + ¢1(00 + ¢2(0)0 + g3(x)
of order 3, where
q1 = (2A; +3)(x — Dx(2x — 1),
@ = Alx — AL — Alx + 5A2x% — 5A%x + A2 + 124507 — 124,x + 24,
—ASX® + Adx + X% = Tx + 1,
1
g3 = 524 + 1>(Ag — AT +2A3x — A3 +4Ayx - 24, — 2A%x + A+ 2x - 1),
The Riemann scheme of Q(A) is

=0 x=1 X =00
0 0 1+2A,

—AO—AZ -A| — A, 1+A2—A3
Apg— Ay Al — Ay 1+A; +A;

X

The coefficients are determined by the local exponents except g3g, where g3(x) = g31x +
q30, which is the accessory parameter.

REMARK 6.3 (SYMMETRY). Q(A) is invariant under
Aj—>-A; (j=0,1,3) and (x,A9,A1) «— (1 —x,A;,Ap).

Moreover, the change (x,Ap,A1,42,A3) — (i,A3,A1,A2,A0) takes Q(A) into
Ad(x'?42)0(A).

RemMArk 6.4. The symmetry of Q(A) under x — 1/x and its Riemann scheme determine
the accessory parameter as above, and so characterize the equation Q(A).

Proposition 6.5. The operator R(A) defined by
R(A) := Ad(x"*2(x — 1)M*42)0(A)

51t is known (cf. [6]) that if we choose the parameter ¢ of a middle convolution as
i+ 1 = one of the local exponents of Z(A) at oo,

say, u = % -A-1= —% — A,, the resulting equation is of order 3; for generic parameter it is of order 4.
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has an expression:
R(A) = R(Ag, A1, Ay, A3) = xX*(x — 1)20° + ri(0)0* + r2(x)d + r3(x),
where
rr = (1 —x)x(3Agx —3Ag + 3A1x + 2A,x — Ay — 6x + 3),
1y = 3A3x% — SA%x + 2A% + 6A0A X7 — 6AA X + 4AgArx*
— 6A0Arx + 24042 — 9Agx® + 12A0x — 3Ag + 3ATx7 — Afx + 4A,Arx?
—2A1A2x — 9A1X* + 6A1x + ATX® — A3x — 6Arx + 6Asx — Ay — A3

+A§x+7x2—7x+1,
1
r3 = —E(ZA()X— ZAO + 2A1x— 2x + 1)(A0 +A1 +A2 —A3 — 1)(A0 +A1 +A2 +A3 — 1)

The Riemann scheme of R(A) is

x=0 x=1 X =00
0 0 1-Ap—A;
2A¢ 2A, 1-Ag—A; — Ay - As(°
A()+A2 A1+A2 1—A0—A1—A2+A3
and the constant term of rs is the accessory parameter.

Proposition 6.6. Change the parameters {Ag, A1, Az, Az} to {a, b, c, g} by

2a +2c+g+2 2b+2c+g+2 -g 2a+2b+g+2
B 2 T 2 T BT 2 '
Then R(Ay, A1, Ay, Az) exactly coincides with the Dotsenko-Fateev equation S(a, b, c, g).

0 1 Ay 3

REMARK 6.7 (SYMMETRY). R(A) is invariant only under

Aj—>-A; (j=3) and (x,Ap, A1) «— (1 —x,A1,Ap).

7. Table of related differential equations

Though the equations Z(A), K(A) and R(A) have origin in the Zagier system Z3(A), the
hypergeometric equations and the Dotsenko-Fateev equation, respectively, the equations
Z(A), L(A) and Q(A) are more accessible. They are related as in the table below:

Z3(A) E\, E»
rest(;3=1) | 1 ®

Z>(A) K(A)=E,®E,
rest(p=1) | i Ad,

Z(A) L(A)
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Ady ! ! me
Z4)  ~ Z(A) in x=1!
3 MC_1_a,
Q(A)
\ Ad;
R(A) = S(a,b,c,g) : DF

Here E;| and E, are Gauss hypergeometric equations:

A A A____JA__,
E =E x|, E.=E x|
1 ( 1 -A x) ’ ( 1 -Ap x)

The additions Ad; are given as
Ad; = Ad(x™), Ady = Ad(( — 1)),  Ads = Ad(x 2 (x — 1)M1H42)

are used just for cosmetic changes. Since a middle convolution is additive and invertible,
from

mey ;,2)= Q. AdQ) =R AG(K) =L mey(L)=Z,
we have
Q=mc_y_ ,,(2) = (mc_%_Az o mc%)(L) = mc_u, (L),

and

R = Ad3(Q) = (Ad; 0 me_,) (L) = (Ad; 0 mc_y, o Ady) (K),
and conversely,

K = (Ady" o mey, o Ad3') (R).

Relation of the system of parameters: a., A., A++++ and (a, b, c, g):

ap=2A0—-3, a;=A7—(Ag— 1), i=1,2,3,

Ag()’gl,gz’ES = (8()A0 + 81A1 + 82A2 + 83A3 + 1)/2, gj= +,
A+—++ -1 A—+++ -1 A+++— -1
— R b =, = =-2A .
“ 2 2 ¢ 2 9 2
2a+2c+g+2 2b+2c+g+2 -g 2a+2b+g+2
M= AT AEg AET—
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8. Explicit expressions of matrix 1-forms

8.1. 8 x 8-matrix form w = M,dt; + M,dt, + M3dts. In §1.1 the system Zz(a) is trans-
formed into the Pfaffian form de = we with the frame
e="(F,F1,Fy, F3,F5, F13,F33,DF 33), D =-1+1 +1 +15 - 2t1115.
We express in this subsection the 8 X 8-matrix 1-form w = Mdt, + M,dt, + M3dt;. We use

parameters

by = (—a +ax+az)/2, by = (a1 —ax +az)/2, bz = (a1 + ax — az)/2.

0 1 0 0 0 0 0 0
b oty —(n-t3) —(—h) bi—h
(-1 (#-1) 0 0 (#-1) (-1 (-1 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
M, = 0 pl52 pl53 pl54 pl55 1 p157 (th—t311)
(#-HD  (#-DD  (#-DD  (H-1)D (-1 @-np  @-Hp |’
0 p162 p163 pl64 1 p166 pl67  —(tih—13)
(#-HD  (#-DD  (#-1D (-1 #-HD  #-DD  (H-DD
0 0 0 0 0 0 0 5
ml181 ml182 m183 m184 m185 m186 ml187 m188
(#3-1)D D #B-DD  (-DD (13-1) (13-1) #-1)D  (#-1D
pl52 = —by(tita — 13) + b3t1 (1113 — 1),

pl153 = bi(t; = 1) = (by + ba)ti(tat3 — 11),

pl54 = bi(tats — 1) — bits(ti13 — 1),

pI55 = —ag(t; = D(nats — 1) + (hta = 13)(1113 — 1),

p157T = =(1 +ag)tats — t1)(1113 — 1),

pl62 = o3 0 pl52 = =bs(t113 — 1) + bati (1112 — 13),

pl63 = o0 plS4 =Dbi(nts — 1) —bin(tih — 13),

pléd = o0y30pl53 = bl(l‘g — 1) = (by + by)ti(trt; — 11),

pl66 = o230 pl55 = pl55 = —ag(r] — Dtz — 1) + (hity — B3)(113 — 1),
plo7 = o0 plS5T =—(1 +ap)tats — 1)(t112 — 13),

where we use the permutation 03: (023 © P)(1, 2, 3, b1, b2, b3) = P(t1, 13,1, by, b3, by).

ml181 = —bybs(t; — )(tats — 1) + bi(by + b3) (1112 — ) (1113 — 1),

ml82 = by(1-18)+by(l -1),

ml83 = aghita(titr — 13) (1113 — ) — aohs(tits — ta)(tats — 1) + byt3(17 — 1)(5 — 1),
mi84 = aob\13(1113 — )(hi1y — 13) — aoha(t11y — 13)(iat3 — 1y) + bty (17 — 1)(#5 — 1),

ml85 = ao(l2 - t3l1) + b3(lz - 1311) + bz(l‘zl% - [3[1),
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ml86 = ay(ts —titr) + b3(t%l3 —hh) + byt — t11r),
ml87 = a(tats — t1)(t1t3 — L)(tity — 13) — (ag + by + b3)ty(tat3 — 1)D + by (7 — 1)D
+(f - )65 - )5 - 1),
mi88 = ag(—tif5 +20at3 — (31 + 15 — 1) + 2(£5 — D(tatz — 1y).
Note that m181, m182, m187 and m188 are o3-invariant, and o3 o m183 = m184, o3 o
ml185 = m186.
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
by aot —(tin-t3) -t  —(2B—h)
-1 0 3-1) 0 -1 -1 -1 0
0 0 0 0 0 0 1 0
M, = 0 p252 p253 p254 p255 p256 1 —(ht3—1)
@-DD  @-1)D  @B-DD  (Z-DD  (Z-1D B-1 (2-1D
0 0 0 0 0 0 0 5
0 p272 p273 p274 1 p276 p277 —(thith—13)
(#-bDD  (Z-DD  (B-DD (#Z-1 (Z-HD  (B-DD (BZ-1D
m281 m282 m283 m284 m285 m286 m287 m288
(B-HD  (Z-DD D (Z-1HD -1 (Z-DD Z-1 (B3-1D
p252 = oo pl53, p272 = o0 pl63,
p253 = o0 pl52, p273 = o0 pl62,
p254 012 0 pl54, p274 o120 pl64,
p255 o1 0 pl55, p276 o0 pl67,
p256 o1 0 pl57 = pl157, p277 = o0 pl66 = p255,
m281 012 oml8l, m285 = o5 0ml85,
m282 012 o m183, m286 = o 0oml87,
m283 012 oml82, m287 = o1, 0ml86,
m284 = o, oml84, m288 = o, oml88,
where (0712 o P)(t1, 12,13, b1, by, b3) = P(t2, 11,13, ba, by, b3).
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
bs ) hih—t3 —(hnn—t) =(bir-t)
#-1) 0 0 (#-1 B-1) B-1) (#Z-1) 0
My=| 0 0 0 0 0 0 0 5
0 p362 p363 p364 365 P366 1 —(at3—1)
(Z-HDD  (Z-DD  (BZ-DD  B-DD  (HB-DD Z-1 (3-1D
0 p372 p373 p374 p375 | p377 —(1113-1p)
@-HD  @E-)D  @E-DD  E-DD (-1 Z-DD  (5-1D
m381 m382 m383 m384 m385 m386 m387 m388
(#B-HD  (#-DD  (Z-DD D (B-1D (B-1) (Z-1 (Z-1D
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p362 = o130 plod, p372 = o130 pli4,
p363 = o130 pl63, p373 = o130 pl53,
p364 = o30pl62, p374 = o130 pl52,
p365 = o130 pl67 = pl67, p375 = o30pl5T,
p366 = o030 pl66, p377 = o130 pl55 = p366,
m381 = o3 0ml81, m385 = o3 0ml87,
m382 = o3 0ml84, m386 = o3 0ml86,
m383 = o3 0ml83, m387 = o3 0ml85,
m384 = o30ml82, m388 = o3 0ml88,

where (07130)P(11, 12, 13, b1, b, b3) = P(t3, 12, 11, b3, b2, by).
Remark 8.1. All the poles of the entries of M; are simple.

8.2. 6 x 6-matrix form wg = Nidt| + Nodt;. In §3.1 the system Z,(A) is transformed into
the Pfaffian form deg = wgeg with the frame

es = "(F,F1,Fa,(t; — )Fy1, (6 — )F1a, (1 — 1)’ F112).

We express in this subsection the 6 X 6-matrix 1-form wg = Nidt; + Nodt,.

0 1 0 0 0 0
0 0 0 = 0 0
1—1
0 0 0 0 L 0
1—62
Ny =] -bQ2+ay) nl42 —(b1+b3)(11—1») nl44 nl4s 1-2n1+1]
-1 -1 -1 B-D(-t)  G-D(ti-1)  E-D(t—1)
1 1
0 0 0 0 P s
nl6l nl62 nl63 nl64 nl65 nl66
-1 #B-D(t-t)  (BF-D-n)  (@-D-n)  EG-D-n)  G-Dt—h)
nld2 = —ay(t; + o) — ait; + (by — b3)(t) — 1),
nl4d = £4+2t -3 +a)28 -1t - 1),
nl45 = 26 - 1) —ay(t; - 2611, + 1),
nl6l = (2 + (10)b1 — (b] + bz)(bl + b3),
n162 = —ap(b; + ba)ti(t; — t2) + ag(2 + ap)ty (t — t2) — apha(£2 — 21112 + 1) + 2by(13 — 1)
+2b3(t) — 1)?,
n163 = —aghsty(t; — t2) + 2b3(t) — 1) + 2b1(1 = 21112 + 1) + agh (1 — t112),
nl6d = 226 +ag(l —12) +2bst)(t; — t2) + by(1 = 2t1t, + £3) — by (1 — 13),
nl65 = 2-26+ay(3ti —dtity — 15+ 2) + al(l — i) + b3(t; — 13) + by (] + 15 — 2),

nl66 = =201 +4tity — 2 +ap(th + 112 — 2),
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0 0 1 0 0 0
0 0 0 0 = 0
11—
bi+b> agti. agh, ~(11-1) 2(1-1115) 0
-1 -1 -1 B-D(t-t)  G-Dt—h)
N, = -1 -1
2 0 0 0 s 0 =
b1(2+ag) n252 (b1+by)(n—tr)  —(2+ag)(ti-1) 1255 ~(-1)
-1 -1 -1 E-D(n-t)  G-Dt—-h) (B3=1)(t1-1)
n261 262 263 n264 265 —2(5-D+ag2—1]-13)
B-1 B-D(n-n)  @B-Dh-n)  @G-D-n)  G-D(t—1) (B-1)(t1-12)
n252 = (2 + ao)a0t1 + (bz + b3)(l1 - [2),
n255 = —6-2t+3+ayti -6+ 1-tt),
n261 = (2 + ao)aob1 + (bl + b3)(b1 + bz),
n262 = (2+ag)ajt(t) — o) + aohiti(t; — t2) + agha(1 = 2111 + £7)
+a0b3(2t% =-3hth + l%) +2by(1 — l‘%),
n263 = agbsti(t; — t2) = 2bi(1 = £3) + aoh\ (63 + 1] — 1 — t112),
n264 = (Qag+al+b; +b3)(1 1) - (by+b3)(1 - 1),
n265 = ay(t; —2tita + 1) + agti(t; — 1) = 2bstr(t; — 1) + 2b1(1 — t11).

RemaARrk 8.2. All the poles of the entries of NV; are simple.

Interested readers may refer to our list of data in Maple format © for the matrix 1-forms
in this section as well as related ordinary differential equations in Sections 1-3.
9. Tensor product of two Gauss equations
Consider two differential equations
2 =81z and 7 =Sz (2 :=dz/dx),

with dependent variables z; and z,. If S| # S5, the product w = z; 2, satisfies the fourth-order
differential equation Ky, 5,w = 0, where

K, 5, := 0"+ f30° + 0> + fid + fo, (0 := d/dx)

and
515
o= “5,s, Ja =281 + $2),
. 18] = 555} + 5(515) = 8752
1 - Sl _ S2 5
S 2 KW 2
fo = =S/ =Sy +(S1-S)*+ G = &)

S1=5

IfS i =5=Sw= z% satisfies the third-order equation Ksw = 0, where

6http://www.math.kobe-uAac .jp/OpenXM/Math/Z12data/z12.html
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“4) Ky =0’ —489-25'.
For two Gauss equations
ci—(aj+bj+ 1)x aib;
Y+pyi+qy; =0, pj=—"——L— , g =——1—, (j=1.2
Y +piy;+qy; Pj =) L (J )
we let
yj=az, A= 9P DO,
Then, z; satisfies the equation
’” 1 2 1 ’
Zj =8z, Sj:—CIj‘*'ZPj"‘EPj,
with the Riemann scheme
x=0 x=1 X =00

ci/2 (aj+bj—c;+1)/2 (a;-b;—1)/2
1—Cj/2 (Cj—aj—bj+1)/2 (bj—aj—l)/Z

From the equation Kj, s, satisfied by z;z,, we get the differential equation
K = K(ay, by, c1, a2, b2, ¢2) = Ad(112)Ks, s,

satisfied by y1y, = (4142)z122. Though we omit the explicit form of K, if (ay,b1,c1) #
(az, by, cy), it is of order four and has generically two apparent singular points say {x, x»}
other than {0, 1, oo}, and the Riemann scheme is given as

x=0 x=1 X =00 x=0 x=1 X =00
0 0 aj X 0 0 a)
1—61 cl—al—bl b] 1—6‘2 Cz—az—bz b2
x=0 x=1 X=00 X=X X=X
0 0 a) + ap 0 0
= 1-c; ci—a;—b; a + by 1 1
1-c cr—ay — by by +ap 2 2
2—C1—Cz cl+02—a1—b1—a2—b2 b1+b2 4 4

Note that though the Gauss equations have no accessory parameters, K has one. The two
apparent singular points {x;, x,} are the roots of the following quadratic form:

App(x) :=(ay + az — by — by)(a) — ar — by + by)x>
+ 2(2a1b1 - 2a2b2 + (1 —-da) — bl)Cl - (1 —ay — bg)Cz)x+ (Cl - C2)(C] + ) — 2)

If for example, ¢; = ¢;, then App is divisible by x, and so we set x, = 0, and if the other
parameters remain generic, the Riemann scheme becomes

x=0 x=1 X=00 X=X
0 0 a) + ap 0
1—c¢ Cl—al—b1 Cl1+b2 1
2—rc ci—ax—b; by +ap 2
2—261 26‘1—(11—[71—612—[92 b1+b2 4
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9.1. Tensor product without apparent singularities. There are several choices of pa-
rameters that the tensor product has no apparent singularities, that is the cases App reduces
to constant times

X2, (x - 1)2, 1, and x-1, x, x(x-—1),
corresponding to
{x1,x} = 0,1,00, and {x;, 12} = {0, 00}, {1, 00}, {0, 1},

respectively. Thanks to the symmetry of the Gauss equations on the three singular points,
we consider only two cases: x> and x(x — 1). The first case occurs only when

(L) {c1 = ¢2, a1 = Qazby — ascy + bicy — bacy)/(2by — ¢2)},  or
(12) {C1 =2- Cy, A1 = (2a2b2 — apCy — b]CQ - szz + 2191 + 2C2 — 2)/(2b1 +cy — 2)},

and the second case,

2.1) f{c1 =cp, aj = =by +2¢co —ay — by}, or (thisis used below)
(22) {Cl =Cy, a1 = ay — b] + bz}, or
23) {c1=2-cy,a1=-b; —2c,+2+a,+by}, or

(24) {C1 =2- Cr, A = —dap — b] - bz + 2}

For the first case, two of the local exponents at x = 0 differ by 2, and for the second case,
two of the local exponents at x = 0 and at x = 1 differ by 1. Thanks to the adjoint symmetry
(cf. §4.3)

G(,By) «—= G(l —a,1 -B,2-7)
of the Gauss equation7, we study only two cases (1.1) and (2.1); in these cases we have
cp=cy=:c.
For each case, in the following, we consider the renormalized equation (addition by x“~!)
L:=Ad(x"")K)=x""oKox!c.
After cancelling the common factor (denoted also by L), it is of the form
{ Ha=17%0"+--- incase (1.1),

|l Re-12*+--- incase (2.1).

9.2. Tensor product without apparent singularities Case 1. In this subsection we as-
sume

ar = (2axby — axea + bicy — bacy)[(2by — ¢2), ¢ = 2,
and study the middle convolution of L. The local exponents of L are given as follows:

x=0: [0,2,¢c0—1,—cr + 1],

7Adjoint equation of G(a,B,y) 1S G(1 —a, 1 =B,2 — ).
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x=1: [0,¢1 —ar—=bi,co—ay—by,c1 —ay —by +ca—ax — bal,

x=o0: [aj+ax—cr+1l,a1+by—co+1,by+by—cr+1,by +ar —cy + 1],
where a; = Qaxbr — axco + bica — baca)/(2by — ¢3) and ¢; = ¢, should be assumed. We
follow the recipe of making the middle convolution: we consider L6 := d* o L, and express
it in terms of (xd,)" o (0,)/ with constant coefficients and replace xd, by xd, — m, where m is

a constant (parameter of middle convolution). The resulting operator M6 is of order 6, with
parameter m, written as

M6 = cmed® + cms® + cmad* + cmzd® + cmad® + emy 8 + emy,
where
cmg = by — )’ xX3(x=1)°,
cms = xz(x — 1)2(2b1 — cz)(4xb% — 8xbicy + 4xarby + 44xb,
—12xbym + 4Xb2b1 + 4C§X + 4a,brx — 4cobyx — dcrarx — 22¢x
+6xmcy — 20b1 + 6bym + 10c, — 3mcy),
cmy = x(x—1DPy(x), cmz=P3(x), cmp=Pyx), cm =(m-1)P(x),
cmyg = m—1D(m—=2)by+by—cr+1—-—m)by+a,—cr+1—m)
X(=2bym + mcy + 2by — co — by + c% + 2a>b1 — 2cray + 2a2b7 — ¢2by)
X(—Zblm +mcy +2by — ¢y — bicy + C% — Ccaay + 2byby — 2¢2by + 2612[92),
where Pi(x) denotes symbolically a polynomial of degree k in x. The local exponents of
0% o L are
x=0: [0,1,2,2, ¢—-1, —cp + 1],
x=1: [0,1,2,c0 —ax —by,cy —ay —by,cr —ay — by +c2 —a; — by,
X =00 : [1,2,1+b1 +b2—62,1+b1 +a2—cz,1+a1 +a2—cz,1+a1 +b2—C2],
and those of M6 are

x=0: [0,1,2, m+2, ¢co—1+m, 1 —cy+m]j,

x=1: [0,1,2, m+c,—a—byym+ci—a—b,m+cy—a,—by+cr—a, —by],

x=o00: [-m+1, -m+2, -m+1+b+by—cy, -m+1+by+a,—c,
-m+1+a +ay—cy, -m+1+a;+by—cy].

The difference is
[0’ 0$ 0’ m,m, m]a [O’ 07 O’ m,m, m]7 [_m9 -m,—m,—m, —m, _m]
Though L would be generically irreducible, since the local exponents at x = 0 are

[0,2,c — 1,—c, + 1], the resulting M6 might be reducible (cf. [6]). In fact M6 breaks
as

M6 =Y oM5, M5=us® +usd*+uz0° + ur0* + u10 + uo,

where Y is a first order operator, and uy, . . ., us are polynomials in x and the parameters, and
us is given as
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us = (2by — c2)*x*(x — 1)*(by — 2 + by)(by — c2 + a)(x + (m — 1)),

where
_ 2b1 —C
(b1 —c2 + by)(by — 2+ a2)’

A=

This shows that M5 has one apparent singularity at p := —(m — 1)A. The local exponents of
MS5 are

x=0: [0,1,2, co—-1+m, —co +1+m],

x=1: [0,1,—b2+cz+m—a2,c1—a1—b1+m,cl—a1—b1+02—a2—b2+m],

x=o00o: [l-mby+by—cr+1—-—mb +ar—cy+1—m,a;+by,—cr+1-—m,
ay+a; —cp +1—mj,

x=p: [0,1,2, 3,5].

9.2.1. When M6 is divisible from the left by a first-order operator. Note first that the
operator L = x*(x — 1)30* + - - - can be written as

L=2x0100,0)+ {10 - 1) + x}0:(0,8), 6= x0.
Since
PP =0+ 1)O0+2), PAO—1)+x}={(0+1)AJ+ 1)+ 1}9,
L6 = §*L is written in terms of 6 and 9:
L6=@+1)0+2)01(6,0) +{(0+ 1)(10 + 1) + 1}00,(6, 9).
So M6 can be obtained from L6 by replacing 8 by 6 — m:
M6=0+1-m)(@+2—-mQO1(0—m,0)+{(@+1—-m)A0+ 1)+ 1}00:(0 — m, D).

On the other hand we have the following formulae:

@+1—-—m)0+2—m) :(6+1—m+ )(9+2—m— ) for any constant u,

X+ u X+ u

X
— ||+ - ——|.
x+(m—-1)A x+(@m—1)A
Applying these by putting u = (m — 1), we see that M6 can be divisible from the left by

@+1-m)0+1)+1 =(6’+l—m+

X
x+(m-DHa

9.2.2. When M5 has no apparent singular point. Further to forget the singularity p,
we assume, for example, by = ¢, — by. Then we also have a; = ¢, — ap, namely, the two
Gauss are equal up to a Euler transformation: F(a, b, c;x) = (1 - x)c‘“‘bF (c—a,c—Db,c;x).
But M5 remains to be an equation of order 5 (see §9.3.1 for an analogous phenomenon),
with the local exponents

Y=0+1-m+

x=0: [0,1,2,co—-1+m,—cr +1+m],
x=1: [0, 1, myby+ar—cr+m,co — by + m—as],
x=o00: [2-m, 1=-m, 1—m, 1 —by+a,—m,1 —a,+ b, —mj,
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and is reducible of type [14]%. We have [1] = —x(x = D)*(x(x = D3 — (m — 6)x — 2), and

xz(x - 1)2[4] = xz(x - 1)284 + m383 + mzﬁz +m 0" + my,

where
ms = —xQ2x—1)(x—-1)2m-)5),
my = 20byx + 2a0b2x> + 2charx + 3 + 25x% — xzb% — 24mx* — xzai + 6m*x°
—2cox —4arbyx — c% +2c, —4dm + m? — 24x — 6m*x + 24mx,
m = (-3+ 2m)(—2m2x +m® = 3m + 6mx — cyby + xa% —Caay + 2 —2axbyx + 2a:b;
+coy + xb% - 5x),
my = —(=1+my(a—1+m—by)ar+1-m-by).

The local exponents are
x=0: 0,1, co—1+m, —co+1+m],
x=1: [0, 1, —ay+cr—by+m, —co + by +a, +mj,
x=o0: [l=m, 1—-m, —ax+1—-m+by, ap+1—m—bs].
9.3. Tensor product without apparent singularities Case 2. In this section we assume
a1:—b1+c1+cz—a2—b2, C] =C =:c¢C,

and study the middle convolution of L. This case happens to connect Gauss equations and
the equation Z(A), because the above assumption exactly fits the parameter change (see
§5.2):

ag=A_ ., bi=A_, am=A___, bh=A_,, c=1-A,.

The middle convolution M L4(m) of L with parameter m is now computed without multiply-
ing 0 from the left, and we get

MLA(m) := xX*(x = D)?0* + mtzd® + mt0* + me,0 + méy,

where
mt; = —x2x—-1)(x-1)2m-75),
mly = 3+2bixby + 2byxas +25x% — 24x + 2¢ — ¢ — dm + 2xb} + 2carx’
+2¢byx* — 2asbyx — 2¢x + 27 x — 2x%b% — x*ak — x*b3 — 2¢*x°
—4cbyx + 6m?x% = 24mx* — 6m*x + 24mx + m* — 2x°b1by — 2x°byasr + 4x%b;c,
mly = (=3 +2m)(m® — 2m*x — 3m + 6mx + 2 + 2¢*x + 2by xar + 2b1xby + ¢ — ¢ + axb,
—5x - bf + 2xb% —2carx + 2bic — 2¢cbyx — bya, — b1by — 4chix + xb% + xa%),
mty = (bi—1+m+by—c)by+1-m+by—c)b1+1—-c—m+a)(bj—1-c+m+ay).

The local exponents of M L4(m) are

8An operator P decomposes (is reducible) for example of type [14] means P can be written as P; o P,, where
P, is of order 1 and P, is of order 4. [4] part means P,. The decomposition is not necessarily an irreducible
decomposition, which is not unique.



FucHsIAN DIFFERENTIAL EQUATIONS 181

x=0: [0,1,c=1+m,1-c+m],
x=1: [0,1,bp —c+m+az,—by —ar +c+ m],
x=o00: [-by+1+c—by—-mb+1+by—c—m,—-b+1+c—m—ay,
1+b;—c—m+as].
Recall that L(A) = Ad(x~*°)(K(A)). Since ¢ — 1 = —A,, our L just agrees with L(A). The
middle convolution ML4(m) of L = L(A) is given by
mly; = —-2x2x-1)(x—-1)(-2+(m—-1/2)),
mly = 29/2x* —29/2x —3(m —1/2) + 9/4 — 6x(m — 1/2)* + 18x(m — 1/2)
+6x%(m — 1/2)* — 18x*(m — 1/2) + (m — 1/2)* — A2 + xA% + xA% — xA?
+xA3 - x*A% - szg,
mt; = —=1/2(-1+m—-1/2))(10x +8(m —1/2) =5 + 8x(m — 1/2)2 —16x(m —1/2)
—4(m — 1/2)* + 2A% + 2A% + 2A% — 2A% — 4xA3 - 4xA)),
mly = 1/16QQAy —1+2(m—1/2))(—2A;, — 1 +2(m — 1/2)) (=245 — 1 + 2(m — 1/2))
X(2A3 — 1 +2(m — 1/2)).
Thus we rediscovered Theorem 5.2: ML4(1/2) = Z(A).

9.3.1. Ks, s, when A; = 0. The quadratic form App giving the two apparent singularities
of K and K, s, reduces to —4A,A3x(x — 1); note that

ArAz
x(x=1)

S1 =S =-

The coefficients of K, 5, = 8* + f3dx® + - - are given as
fio=Qx=D/(x(=1 +x)),
S = (A AP+ A2 — AP+ A2x + AZx — A2+ X2 — x4+ 1)/ (-1 + x)?),
2 3 0 1 2 3 0
1= (22430 - 2A%0° + 5AJXT - SATXT + 3A3x7 + 3A%x7 - 9Alx + Alx
2 3 0 1 2 3 0 1
— ASx — ASx + 2x° + 4A% = 3x7 + 9x — 4)/(2x (1 + %)),
fo = QAJAX — 4ASATXY + 2A5A5x7 — 2A5x" - 2A5x% + 6AY
- 6A%x3 + 4A§x3 + 4A§x3 - ISA%x2 + 3A%x2 - 3A% 2 - 3A§x2 +2x* + 13A%x
— Afx + ASx + AJx — 4x® — 4A% + 1557 — 13x + 4)/(2x* (=1 + 0)Y).
When A, = 0, K, 5, decomposes of type [13]:
[1]1 =0+ 2x - 1D/(x(=1 + x)),
[3] = & + (—A3x* + Adx — Alx + Adx — A + x> — x + DI/ (x*(—=1 + x)?)
—(=2A3x° +3A5x% — 3A%x% + 3A3x% — 5A%x + Alx — ASx + 2X°
+2A% = 3x% + 5x = 2)/ (2 (=1 + x)).

When A} = Ay = 0 ((a1,b1,c¢1) = (az, b>, 7)), the 3rd order operator [3] above is nothing
but the equation (4): Kg = 9°> — 450 — 25".
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Part I1. Local solutions of ordinary differential equations
related to the Dotsenko-Fateev equation

In Part I, we found a Fuchsian system of rank 8 in 3 variables with 4 parameters, and an
ordinary differential equation Z(A) of order 4 with three singular points by restricting the
system on a projective line. In Part II, we study the ordinary differential equation Z(A) and
several related ones, around their singular points.

In §10, we study a linear difference equation Rco(A) of order 2, which is the recurrence
relation satisfied by the coeflicients of a power series solution to Z(A) at x = 0.

§10.1 introduces the invariant of such a difference equation.

§10.3 introduces special values 4F3(x; 1) of terminating generalized hypergeometric se-
ries 4F at 1 satisfying a linear difference equation Rc® of order 2.

In §10.4, by studying the invariant of this difference equation and that of Rcy(A), we
find solutions of Rc(A) expressed in terms of 4F3(x; 1). This expression is very near to the
product of two Gauss hypergeometric series. This observation leads to the discovery: A
middle convolution sends Z(A) to the product of two Gauss hypergeometric equation.

In §10.5 and 6, invariants of the difference equations are used to get local solutions of
Z(A)at x = 0,1 and oo.

In §10.7, Riemann-Liouville transformation is recalled.

In §10.8 and 9, we get local solutions of Z(A) at x = 0, 1 and co by using middle convo-
lution.

In §11, we study a linear difference equation Rci(A) of order 2, which is the recurrence
relation satisfied by the coefficients of a solution to Z(A) at x = 0 with exponents Ay + 1/2.

§11.2 introduces special values 4F3(x; 1) of non-terminating generalized hypergeometric
series 4F3 at 1 satisfying a linear difference equations of order 2.

§11.3 studies the difference equation RcV satisfied by this special values.

In §11.4, by studying the invariant of this difference equation and that of Rc;(A), we find
solutions of Rcj(A) expressed in terms of non-terminating 4 F3(x; 1).

§12 and 13 give a set of local solutions of Q(A) and the Dotsenko-Fateev equation.

10. Local solutions of Z(A) at x = 0 with exponent 0 and 24, and those at infinity
The explicit form of the differential equation in question is given as
Z(A) = pod* + p10° + pr0® + p30 + pa, 0 =d]dx,
where
po = (x 1)
p1 = —2x%(x — 1)(2A0x — 2A¢ — S5x + 3),
p2 = X(pnx” + paix + pao),
pn = 6AL— A} — A - 244 + 25,
par = —11A5 — A + A3 + A + 3640 — 59/2,
P20 = (1049 —9)(240 - 3)/4,
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pP3 = P32x2 + p31X + P30,
p2 = —(2A0 - 3)(2A7 — A3 — A} — 6A¢ +5),
pa1 = (Ag — 1)(6A] +2A% — 2A7 — 2A3 — 164, + 11),
pao = —((240 - 3)(240 - 1)°)/4,
P4 = Pa1X + Pao,
par = (Ag— 1+ A3)(Ag—1-A3)(Ag— 1 +A2)(Ag — 1 - Ar),
pao = —(2Ag — 1*(A] + AT — A3 — A3 — 24, + 1)/4,

its Riemann scheme is given as

x=0 «x=1 X =00
0 1-A1 1-Ag+A,
Ao-1 0 1-Ag—-A,

Ag+1 1 1-Ag+A;

240 $+A; 1-Ap-A;

In this section we give the two local solutions around the point x = 0, whose exponents

are 0 and 2Ay. The other local solutions around x = 0, whose exponents are Ay + 1/2, will
be given in the next section. The coefficients of the power series satisfy a 3-term recurrence
relation (a homogeneous linear difference equation of order 2), say Rco(A).
On the other hand, under some condition, special values of the terminating generalized
hypergeometric series 4F3 at 1 satisfy a linear difference equation of order 2. By making
use of this fact, we solve the equation Rcy(A) in terms of the special values of 4F5 at 1. The
result suggests a relation between Z(A) and the tensor product of two Gauss hypergeometric
differential equations: they are connected by a middle convolution. This method will be
applied to other equations at other singular points.

The local exponents of the equation Z(A) at x = 0 are

0, 1, 1/2+Ay, 1/2-Ap;

the holomorphic solution of Z(A) at x = 0 corresponds to the solution of Z(A) with local
exponent 1/2 — Ay, so the solution of Z(A) at x = 0 with exponent 24 corresponds to the
solution of Z(A) with exponent 1/2 + Ap, which can be obtained from that with exponent
1/2 — Ap by changing the sign of Ay.

But for the other exponents Ay + 1/2 of Z(A) at x = 0 ({0, 1} for Z(A)), we need to make
use of non-terminating series 4F3. These are studied in the next section.

10.1. Invariants of linear difference equations. In this subsection, we introduce the
invariants of linear difference equations following [3]. Let us consider a homogeneous linear
difference equation of order 2

P:Cy=pi(m)Cyy + p2(n)Cyr,
where p; and p, are rational functions in n. The quantity

_ ppin+ 1)
pan+ 1)
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is called the invariant of the difference equation P. Consider another such equation
Q : D, = 6]1(”)an1 + q2(n)Dn72-

The two equations are said to be essentially the same if there is a homogeneous linear
difference equation of order 1:

An—1) = u(n)A(n), w(n) : arational function in n
and a solution A(n) so that
{Cu} = 2Dy},
where {C,} is the set of solutions of P, and {D,,} that of solutions of Q.

Proposition 10.1. The two equations P and Q are essentially the same if and only if the
two invariants agree.

In fact, substituting
Cp=Am)D,, Cy1=An-1)D, 1, Cypz=An-2)D, >,
into P and equalizing with Q, we have

6]1(n)=’u(n) q2(n)
pi(n) T pan)

= u(mu(n = 1),

and, by eliminating p,

pimpi(n=1) _ qi(mgi(n - 1)
p2(n) q2(n) '

On the other hand if we assume the last identity, we can trace back the argument up to
C, = A(n)D,.

Corollary 10.2. For two essentially the same equations P and Q, the spaces of solutions
{C,,} and {D,} are related as
1 [[;T(n+v;+1)

ol = o TTarmsn P

q1(n)
pi(n)

@i _ T+ w)
p T’

where the rational function is factorized as

w : independent of n.
10.2. Recurrence relation Rcy(A) for the coefficients of a holomorphic solution of Z(A)
atx = 0. Let
FO0%; 0= Y G Co=1
n=0
be the (normalized) power series solution to Z(A) at x = 0. Substituting this expression

into Z(A), we see that the coefficients C, satisfy the following recurrence relation Rcy(A)
(C_1=0,Cyp=1):
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(21— Ag) = 11 {20 — 4Agn + A% + A} — A3 = A2 + 1 = 2(n - Ag)]
Reo(A): n(n —2A0)(2n — 240 — 1)2n — 240 + 1)
4(l’l—Ao—A2— Dn—-Ap+A,—1)(n—-Ag—A3—-1)(n—-Ag+A3—-1)
n(n —2A0)(2n — 240 — 1)2n—2A¢ + 1)

Thus we see that the invariant of Rcy(A) is given as

n—1

Cho.

- {4(n — Ao)* - 1} {(2n2 —4Aon + AL+ A2 - A2 - AL+ 1)2 —4(n - A0)2}
41’!(}’1 - 2A0)(I’l - A() - Az)(n - A() + Az)(ﬂ - Ao - A3)(n - Ao + A3)

Hy(n;A) =

RemMark 10.3 (SYMMETRY). Rcy(A) is invariant under

Aj il —Aj(j=1,2,3) and A2<—>A3.

10.3. 3-term relation for the special values (at 1) of balanced terminating hypergeo-
metric series 4F3. We consider the special value (at 1) of the generalized hypergeometric
series:

JFs(as 1) = o (@o)k(an)(@)i(@s) 1 o - (ao,a1,ag,a3)
’ b BOBBe kY B1.B2,B3

Here we assume « is a non-positive integer (the series terminates), and also assume it is

balanced:
Br+B+B—ay—a—ay—az =1.
Set
e = (1,0,0, 0)’ . (O, 1,0, 0)’ - (1, 1,0,0).
1,0,0 0,1,0 1,1,0
We have

Proposition 10.4 ([1] (§3.7), see also [8]).

(5) sF3(a 1) = U(asFs(a+ e3 1) + V2 (@)sF3(a + e D,
(6) sF3(0 1) = UP(@)sFs(o + €23 1) + V3 ()4 F3(a + e 1),
where
(7
UO(q) = — (B —61/1)(,31+ﬁ2—0/2—a/3)’ VOla) = —011(,32—61/2)(,32—0/3)’
(e Bi(Bs—ao—1) O = e By a0 - 1)
3)
UO) = = (B2 — o) (Br + B2 —az — 0l3), VO (o) = —%0 B —a2) (B1 - C¥3)_
2 (%) BBz —ar —1) 2 (@) Bif2 (B3 —ay — 1)
Perform a change o — « + e, in (5), and we have
)

aF3(a+ep;l) = UEO)(OL +ep)Fi(a+2e +exl)+ Vfo)(a +en)iFi(a+2ep; ),

and a change o — a + ey in (6) to get
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(10) 4F3(a+ep;1) = UP(a + esFs(a+en; 1) + Vi0(a + €))sF3(a + 2e; + e 1).
Eliminating 4F3(c + 2e; + e3; 1) and 4F3(a + eg; 1) from (5), (9) and (10), we eventually
get
Lemma 10.5.
sF3(c 1) = ¢ Fa(a+ e 1) + ¢ (s Fa(a + 2en; 1),
where
UV (a + e)

(@) = UY()UP(a + e)) + VO () + 5
Ul (a+ep)

’

U@V (a+en)VV(a + e))

©0)
g, () =
2 U+ enn)

If we change « into

—n,a; —n, az,as) — nep+ &, where & = (O,al,az,as)
B1—n,Br—n,pB3 ’ B1,B2, B3

in the lemma above, we get

(n; &) ::(

Proposition 10.6.
—-n,a| —n,a, a3 .
B1—n,Br—n,pB3

satisfies the homogeneous linear difference equation

D(n; &) Z:4F3( 1) with L1 +ﬁ2+,83—a'1—az—a/3:1

(11) RP@&): D, = ¢V ;8D + ¢ (1; &)D,».

The invariant of the difference equation Rc¥ (&) is

O . Ay 0 . A
n;, & n+l;&
HO(m &) = I (O)"' ( !
gy (n+ 15 &)
RemARK 10.7 (SyMMETRY). RcQ(&) is invariant under
(12) ay <& a3 and ﬁl (—)ﬁz.

10.4. Local solutions at zero I: solving Rcy(A).

Proposition 10.8. The two invariants Hy(n; A) and HY (n; &) of the difference equations
Rco(A) and RV (&) agree, as functions in n, if and only if

09 a]7a27a3) _ ( 0’ AOa A—+—+9A—++— )
ﬂl,ﬁz,,83 Ape AL, 1 - Ao ’

or _ ( 0’ AO - AZsA—+—+’A—+—— )
A++——, A++—+, 1 - AO - A2 ’

(13) & =(
(14)

up to the symmetries of the two difference equations. Thus Rco(A) and RcV (&) are essen-
tially the same in these cases.
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This can be obtained by solving the system
Hon;A) = HO(n; ) n=1,2, ...

with unknown é&. Actual process is as follows: The numerator of Hy(n; A) — H Om; &) is a
polynomial in n of degree 14. The coeflicient of the top term decomposes as

constant X (@ =B —=Bo+ 1 —A)(a1 —B1 =B+ 1+ A)).
If we set @y = 81 + 52 — 1 = Ay, then the second top term decomposes as
constant X (2A; — 1)(2A| + D)(an + a3 — 81 — B2 + 2A¢).

Since we assume A is a free parameter, we have
(15) a/2+a/3—,81—/32+2A0:0.
Eliminating 8, and B3 from H”(n; &) by making use of this equality and the balance con-
dition
(16) Bi+Brt+pBs—a—ar—a3=1
in Proposition 10.6, we get an expression

=/ +0((n - 40)°)
HO(n: &) = :

Y0 +0((n - 4p)°)

where
(17) ¥ = Aj(ar — Ao)*(az — Bi + Ag) (a3 — Bi + Ao)*.

Now, assume y(o) # 0. Then, HO(A(; &) = —1, whereas Hy(Ap; A) is parameter dependent:

2
— (A2 - A3+ A3+ A2-1)
Hy (Ap;A) = - :
4A2A2A2

So it does not happen that Hy(n; A) = H®(n; &) in the case y© # 0. Therefore, y© must
be equal to 0. Thanks to the symmetry of Rc(”(&) (cf. Remark 10.3), we have only to study
two cases:

Casel: o =Ap and Case2: ) = a3 + Ap.

Case 1: Eliminating 3, and 33 from HO(n; &) by (15) and (16), we have

~{4mn -4 -1} " e+ 1)
4n(n —2A0)(n+ az — B1)(n — az + B1 — 2A0)(n + a3 — B1)(n — a3 + B — 24A¢)’
where eio)(n) =2 (n2 —2Apn +2A0B1 + aras + apf + @3B —,8% —wm—az+1- n) .

HO (n; &) =

Equating this and Hy(n; A), we conclude that & satisfies
o €V(0)=A2+ A2 -A] - A2+ 24+ 1,
o {£ (-2 +B1 — Ag) — Ao, £(—a3 +B1 —Ag) — Ao} = {-Ap £ Ay, —Ag = A3}.
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These lead to (13), up to the symmetries of Rc(A) and Re¥(&).
Case 2: In the same way we have
—{4n - A0? - 1} e’ (n + 1)
dn(n - 2A0)(n — a)(n+ a; —2A0)(n — ay + a3 — Ag)(n + az — a3 — Ag)’
where € (n) = 2(n* — 2Aon + 2A3 — Aoy + 24z + 24003

HO (n; &) =

—aay — a3 + 2aas + @y —ax —az + 1 — Ag — n),
and the conditions
o &(0)=A2+AT—AI - A2 424+ 1,
o {+ (a1 —Ag) —Ap, (2 —a3)— Ao} ={-Ag £ Az, —Ap = A3},

which lead to (14), up to the symmetries of Rcy(A) and RcO(&).
These conclude the proof the proposition.

This proposition together with Corollary 10.2 implies

Proposition 10.9.

(A————)n(A——++)n
n!(3-Ao)
_(1-A0—A2) (A )u(A—ii),

O na-ag,(3-a),

Picking the solutions with initial condition C_; = 0, Cy = 1 up from the right hand-sides,
we get

(Solutions of Rco(A))= (Solutions of R (&) with & as (13))

(Solutions of RV (&) with & as (14)).

Theorem 10.10. The solution f*V(A; x) of Z(A) holomorphic at x = 0 (with normaliza-
tion fOO(A;0) = Cy = 1) can be expressed as

1004 x)

(o]

(18) = Z X! (A____)'l (A——++)n 4F3( -n,Ag—n,A_y 1, A . 1)
n! (% - AO) Ay —nApy—n, 1 - A '

n=0
(19) = i NIRRTy F3( Ay = Ay =M A A )
=0 n!(1-Ap), (2 - Ao)n Ay —nAyy—n1-Ag— Ay

It is invariant under the symmetry of Rco(A) in Remark 10.3.

Remark 10.11 (ANOTHER WAY OF DERIVING (19) FroMm (18)). By the way, the following
identity is known:

-n,a,b,c )_(e—a),,(f—a)n F( -n,a,d —b,d — ¢ '1)

de.f ) (@,(), " N\da+l-n-ea+l-n-f )
where a+b+c—n+1=d+e+ f (see Theorem 3.3.3 in [1]). Applying this transformation
formula to the expression (18) by putting

(a’ b’ C) ( A—+—+9 AO - n’v A—++— )

d,e, f 41— =, A—n, 1 = A

COR |
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we get the expression (19).

Remark 10.12. It is easily seen that

210 2F1(a;/ﬁ;x)2F1(a’cb;x) = ixn(a)n(b)n4F3( ol emnaf ; 1),
n=0

(c)yn! l—-a-n,1-b—-n,y

which implies
( A -, ) F (A————,A——++‘x)
1-A S WS T PO

Z (A————)n (A——++)n
A1 (1— Ao,

-n,Ag—n, Ay, A . 1)

4F3( ;
App _—nAgy—n1-A

n=0
Compare this with (18). It leads the authors to the discovery of the relationship between
Z(A) and L(A): Z(A) = mcy2(L(A)) in Theorem 5.2 (see also §10.7).

Let us define the following operation to state the above discovery impressively.

Dermnttion 10.13. The operation [X"] is defined to pick up the coefficient of X" from a
series )°, C,X", that is,

[X"] i C.X" =
n=0

Then, the expression (18) can be rephrased as

1 -Ap),
22) OV x)—Z 1220 X

= (3-4),

RemArk 10.14. By combining (19) and (21), we can also obtain another expression of
FOOA; x):

A A

A————’ A——++ , X)
1-A4

X)zFl( 1-A
— 0

FO0A; x)

_ i o (1 =Ag —A2)y(1 = Ag + A2y
(1= Aol (3 - Ao),
10.5. Other local solutions expressed in terms of f(*?, Recall

Ay Ay . X) (A——+—’A——++ . X).

X', F ; ;
[ ]2 1(1—A0—A2 1—A0+A2

~ 1 1
Z(A) = Ad (x*2) Z(A) = x 2 0 Z(A) 0 X2
and that Z(A) has symmetries

(23) Aj—-A; (j=0,1,2,3); Ay «— Ajz;
(24) (x’ A()’Al) — (1 - X,A],AO).
In particular, the symmetry Ay — —A for Z(A) implies that if f(A; x) is a solution of Z(A),

then x™40*1/2 f(A; x) and xA0*1/2 f(=Ag, A1, Ay, As; x) satisfy Z(A), that is, x*4 f(=Ag, A1, A,,
Aj; x) also solves Z(A). Therefore, we get the following:
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Proposition 10.15. Let fO249(A; x) be the normalized local solution of Z(A) at x = 0
with exponent 2A,. Then, f©?4)(A; x) is expressible as

FORA; x) = 220 fOO (A0, Ay, As, As; ).
Similarly, the symmetry (24) leads to the following:

Proposition 10.16. Let f*4)(A; x) be the normalized local solutions of Z(A) at x = 1
with exponents 1 + A, respectively. Then, f1*4)(A; x) are expressed as

FEEA;x) = K073 (1= )= fOOF A, Ag, Ag, As | - ),
respectively.

Thus, we have obtained the normalized local solutions at x = 0 with exponents 0, 24,
and at x = 1 with exponents 1/2 + Aj.

10.6. Local solutions at infinity I: using invariants of the difference equations. In this
section, we start to find the normalized local solutions of Z(A) at x = co. Recall that the local
exponents at x = co are

1-Apg+xA,, 1—-Ay+A;.

We find the normalized local solution with exponent 1 — Ay + A,. By substituting the expres-
sion

1-Ap+A, o 1 n
FEFAD AL x) o= (—) ch(—) , where Co=1.
X — X
into Z(A), we see that coefficients C,, satisfy the following 3-term recurrence relation
(2(n+ Ag) — 1) {202 + 4A5n — A2 + A} + A3 — A2+ 1 = 2(n + Ay)|

C. =

C,_

Rew(A) : " 4n(n + 2A,)(n + Ay + A3)(n + Ay — Az) -l
(2n+ 247 = 1)@n + 247 = 3)n + Ap + Ay = D(n = Ag + Ay = 1) |

An(n + 2A2)(n + As + A3)(n + Ay — A3) 2

Thus the invariant He(n; A) of Rce(A) is given by

Hy(n;A) = Hy(n; —Az, Ay, Ag, Az).

ReMARK 10.17 (SYMMETRY). Rco(A) is invariant under A; — —A; (j = 0, 1, 3), not under
A2 s A3.

Hence, Proposition 10.8 yields the following proposition;

Proposition 10.18. The two invariants HO(n; &) and H.(n; A) of the difference equa-
tions Rc9(&) and Rew(A), respectively, agree if and only if

O’a’lva'270'3) — (0, _AZ,A—+++,A+++—)
Bl?ﬁzvﬁ?ﬁ A—+—_,A++_+, 1 +A2 ’

(26) or = (

(25) &= (

0, _AO - A2, A—+++, A—++—
A—+——’A—+—+, 1- AO + AZ ’
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27)

or — 09 _AZ - A3a A+++—’ A—++—
A, 1+ Ay - A3 ’

up to the symmetries of the difference equations.

In a similar way to §10.4, by computing the ratio of the coeflicients of the two difference
equations Rc.,(A) and RcV (&), we get
Proposition 10.19.
(Solutions of Rco(A))
(3+42) (A0, A,
S nl(1+A4s—A3), (1 + Az + Aj),
(3+42), Aot Aoy Aumedy iy gy
= t t
AT+ Ay, (15 Ay = Ap), (1 Ay % Ay, oolutions of RET(a) with & as (26))
(% + A2)n (A——++)n (A+—++)n
ol (1 + Ay, (1 + A + Az),

(Solutions of Re®) (&) with & as (25))

(Solutions of RV (&) with & as (27) ).

Picking the solutions with initial condition C_; = 0, Cy = 1 up from the right hand-sides,
we get

Theorem 10.20. f(*42(A; x) is given as

1\ Ao+ @\ (% + Az) (At )y (Asiin
(00, +A2) (4. N n

—\x) nl(1+A; - A3), (1+A; + A3),
y 4F3( —n,=Ay —n,A_, y,Apiy : 1)
Ay —-nAi o —nl+A

n! (1 +A2)n (1 +A2 _A3)n (1 +A2 +A3)n

_ ( 1 )1—A0+A2 s (1)” (% + A2)n (1 =A¢+A2), (As—ss), (As—io),
=17 —

o\
—n,—Ag— Ay —n,A 1, Ao . )
A_+__ —n, A_+_+ —-n, 1 - AO + A2 ’
1\ TAotA2 2y (% +A2)n (Aii)p (As—ii)y
“\x x] nl(1+Ay, (1 +A;+A3),
—n,—Ay — A3 —n, Ay Ay . )
A7+77 —n, A++77 —n, 1 + A2 - A3 ’ '

X4F3(

X X

n=0

X 4F3(

The function x'~4o+42 {244 (A: x) is invariant under the change of parameters A i A
(j=0,1,3).

Note that one of these three expressions yield the other two by the help of the transforma-
tion formula (20) as stated before. Note also that these expressions are rephrased in terms
of products of , '} using (21):
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Theorem 10.21. f(**42)(A; x) is expressible as

[\ At A2 @ (%+A2) (1+A2),
(00,4+A2) (A . —| = .
f (A’x)_(x) ( )

X

o (1 +A; = A3), (1 +A; + A3),
% [Xn] F (A—+++, Ao 'X) F (A+—++,A——+— 'X)
2N 144, o144,

X

(1)1-/*0“‘2 S (1) (3 +A42) (1=Ag+Ay), (1 +Ag +Ay),
“x X

Zi\x) (U4 A, (1+ Ay = A3)(1+ Ay + A3),

A, Ay ) (A+—++’ Apie )
X [ X", F X hF 1 X
(X7 1(1—A0+A2 21 1+A0+A2
[ 1—A0+A2i 1\ (% +A2)n
B X pr x) (1+A),
Appp Ay App Ay
x [ X" F( ; )F( ;X).
[ ]2 ! 1+A2—A3 2 1+A2+A3

The other three local solutions at x = oo are easily obtained from Theorem 10.20 by
recalling symmetries of Z(A)

Aj—-A; (j=1,2,3) and A, & As.

Theorem 10.22. Let f42(A; x), f*3)(A; x) be normalized local solutions of Z(A)
at x = oo with exponents 1 — Ay — Ay, 1 — Ao £ Az, respectively. Then, these can be expressed
as

FETR(Ax) = fO(Ag, AL —Ag, Az ),
FEEA ) = fOT (Ao, A, 245, 453 ),
where f+42)(A; x) are given in Theorems 10.20 and 10.21.

10.7. Correspondence of solutions via the Riemann-Liouville transformation. For a
linear differential operator P, the middle convolution mc, P of P with parameter u is defined
in §5.1 as the linear differential operator 97 o P o 9.

On the other hand, for a function u(x), the notion of Riemann-Liouville transformation of
u with parameter yu is defined as the function in x:

1
(Bu) (x) o= o fyu(S)(x— sy lds,

where vy is a cycle.

It is known ([Hara2]) that if u is a solution of P, then the function given by the integral
above is a solution of mc,P.

If u(x) is given locally around x = 0 as
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(o]

u:x“chx" (¢ Z),

J=0

and if u ¢ Z, then we can choose y as a path from O to x:

1 x 3
(Ifo,xju) (x) = F_(,u)fo u(s)(x — s)*ds.

Since we assume a, 1 ¢ Z, we can apply the beta function formula to get

[(l+a) .,

" - T
(A1) 0 Tl+a+w Ld+atw,

10.8. Partial correspondence of local solutions at x = 0, 1. Recall Theorem 5.2:
Z(A) = x0T RZA) T2 = me L(A).
This suggests us to apply the above transformation formula for
a=-Ay, u=1/2

and for u the product of the two Gauss hypergeometric series multiplied by x~4:

u=x"4 Z X', ¢, = [X"]zFl(A_Jrl_Jr_ ﬁ;H_;x)ZFl(A"I"_ ﬁ;_ﬁ;x).
We get a solution of Z(A):
(7193y) ) = FIE?E}2_—A,:) D Y L __AO)" [
0) (3/2 = Ao
which is, by the definition of f®9(A, x), equal to
I'(1-Ap)

—Aop+1/2 £(0,0) A
TG/ Ay (A, x).

This rediscovers the expression (22), and we have

Proposition 10.23. Via the Riemann-Liouville transformation I[lo/i] above, the local so-

lution at x = 0 to L(A), the product of two Gauss equation, of exponent £A is sent to the
local solution at x = 0 to Z(A) of exponent 1 + A.

Since the equation is stable under the change
(X, AO’AI’AZaA3) = (1 - x’Al’AOaAZ, A3)
as in Remark 4.5, the happening at x = 1 reduces to that at x = 0.

10.9. Local solutions at infinity II: using middle convolution. Since the local expo-
nents

1+A, 1+A;3
of L(A) at co are non integral, the corresponding solutions with exponents

1/2iA2, 1/2iA3
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of Z(A) are obtained via the Riemann-Liouville transformation with parameter 1/2 from
those of L(A). Just apply to the local solution at infinity

0 0
u(x) = x° Z X' = Z cp XY ac{-1+xA,, 1+A3)
n=—oco n=—oco
to get
12 —a -1,
F(a+ i)xm—i Z Cn( a 2)1)6"
Te+3) &

11. Local solutions of Z(A) at x = 0 with exponent Ay + 1/2
In this section, local solutions of Z(A) at x = 0 with exponent A + % are constructed.

11.1. Recurrence relation Rci(A). The coefficients of a local solution

n=0
satisfy
(n—1)%(2n% —4n - A + A2 — A2 - A2 + 3)
Rci(A) - " n(n—l)(n'f‘Ao—%)(n_Ao_%) n-1 L
c1(A) : (n+A2—%)(n—Az—%)(n+A3—%)(n_A3_%) n=273,..)

Cpoa.

n(n — 1)(n+Ao— %)(n—AO - %)
For arbitrary given Cy and C;, remaining coefficients C,,(n > 2) are uniquely determined.
The invariant of Rc(A) is given by

—n(n—1) (202 —4n— A2+ A3 - A3 - A2+ 3) (22 - A2+ AT - A3 - A2+ )
(l’l+AQ—%)(H—A0—%)(H+A2—%)(l’l—A2—%)(H+A3—%)(H—A3—%)'

RemMark 11.1 (SYMMETRY). Rci(A) is invariant under

Hi(n;A) =

(28) Aj—-A; (j=0,1,2,3) and A; o As.

11.2. Special values of non-terminating 4F5 at x = 1. The difference equation Rcy(A)
for holomorphic solutions at x = 0 was solved by special values of the ferminating series
4F3(x; 1), which satisfy the difference equation Rc”’(é&). The key was to find the parameters
& so that the invariants of the two difference equations

Ho(n;A) and HO(n; &)

agree.
For the difference equation Rc(A) for general parameters A = (Ag, A1, Az, Az), we can not

find & so that the invariants H,(n; A) and H (n; &) agree. In other words, the terminating

series 4F3(x; 1) can not solve our equation Rc;(A).
We introduce some special values of non-terminating 4F5 at 1: We first introduce



FucusiaAN DIFrErRENTIAL EQUATIONS 195

J;(ao,al,ag,a3 _ x) . o [(ag + n)(a; + n)[(az + n)(az + n)
Y\ bo.b1.by.b3™ ") T LA T(bg + m)L(by +m)L(by + m)L(bs + 1)
and’
4ﬁ(ao,a1,az,a3‘x) -, ;(00,01,02,03_)6) _ ao)T(a)I (@) (a3) P (ao,al,az,ag,x)
\ by,by,b3 \1,by,by,b3’ LD (b)T(D3) by, by, by
For
_ (a()va'lva'ba?)
B1.B2B3 )
we define
Qo, @1, @2, a3
(@) :==4f3(as 1) := ( ; )
70 o 3 B1.B2.B3
] 1 -8, 1 -8, 1 -2, 1 -8 .
yi(a):=4f3(00+ Biar+1-B,a+1-Bas+ ,8;1)’ (=123
2-BiuBi+ 1 =B+ 1 -6+ 15

a/,-,a/,-+l—ﬁl,a/,~+1—ﬂz,a,'+l—,33
a+1l—apa+1—-—a,a+1—az,a;+1—a3

Yira(@) = —4f3( ;1). (i=0,1,2,3)

From now on we always assume that the parameters are balanced:
(29) Bi+p+Bs—w—a1—x—az=1;
so all the infinite series above are convergent.

11.3. Difference equation Rc!"(«) : an extension of Rc®(&). Set

(1,0,0,0) _ {0.1,0,0 (1,1,0,0
“ =1 1.00) lo10) 7\ 1.1.0)

as in §10.3. We have
Proposition 11.2 ([4]).

yi(@) = U (@yi(a + e) + V(@ + e1p) + ———,
Bz —ap—1)

(@) = UD(@)y, VO (e, N
yi(a) 5 (@yi(a+ e) + V, (a)yi(a + ern) + =D

hold for any i (i =0,1,...,7). Here,

U(ll)(a) _ =B —a)Bi + o —as — Cla)’ Vfl)(a) _ =B~ )G — C33)’
(B3 —ap—1) ap(B3 —ap—1)
UM (@) = U (@)lagorar 1o ViP(@) = Vi (@)lagoar prop,-

As Proposition 10.4 led to Lemma 10.5 and Proposition 10.6, we have
Lemma 11.3. Assume condition (29). Set (n; o) := —ne; + a. y;(n; ) (i =0,1,...,7)
satisfies the non-homogeneous linear difference equation

D, = ¢\"(n; )D,_1 + 4" (1; )Ds + ¢ (n; ),

9This series is known to be convergent at x = 1 if

‘R(b0+h1+b2+b3—a0—a1—az—a3)>1.
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where
U (@)VP (e + er)

(@) = UV @)U (a + er) + VIV () + 5
U1 (ax +epn)

~UP @)V (a+ eV (a +e)
Uﬁ”(a +e12)
Br—ax+ DB —az + DB + 62— a2 — a3)
apa1(Bz —ag— 1)(B3—ar — DB+ —ax —a3 +2)
@) — B1(B1 + P2 — az — @3)
apa (B3 —ag— D(Bs —a; - 1)
Proposition 11.4. Assume condition (29).

g5 () =

>

g\ (@) =

Dif(ma) = yimio) —y;(me) i je(0,1.2,....7)
satisfies the homogeneous linear difference equation
RV (a): D, =g (n; 00D,y + ¢y (n; @)D,
The invariant of ReV () is

"¢ "+ 1; )

(D (y,- .
s 00 = "+ 1; )

Note that this invariant is a generalization of the former one:
HD(n; )lwg=0 = H(n; &).

ReMARK 11.5 (SymmETRY). The homogeneous linear difference equation Rc"(cr) has
symmetries

B0) ayear, meas, pirep,

3D
a—=(+1-F,a1+1=-Bar+1=F3a3+1=63,61+1=053,6+1-063,2-03),
(32)

o — (a’o,a’o+ 1 —,33,Clo+ 1 —,31,0’0+ 1 —,82,0/0+1—012,a0+ 1 —a@3,Q) t+ 1 —(11).

11.4. Local solutions at zero II: solving Rc,(A). We eventually find « to solve Rc(A).

Proposition 11.6. The invariant H\(n;A) of the equation Rci(A) and the invariant
HY(n; ) of the equation ReV(ex) agree if and only if o = (ao, @1, a2, @3;81,52,53) is
equal to

1 1 1 1
(33) « = (E,AO + = ok AL AL AL+ 2,A+ +— Tt E,AO + 1),
(34) —1A+1A A ;A +1A +1A+l
or = A2t 5o Ao A i + 5 Ay ¥ 5540 ,
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1 1 1 1
(35) or = (AO + E’AZ + E’A+—++,A+—+—;A+—++ + E’A+—+— + E,AO + Ay + 1),

1 1 1 1
(36) or = (A2 + E’AS + 5,A+—++’A——++;A+—++ + E’A——++ + §,A2 + Az + 1),

up to the symmetries (28), (30), (31), (32) of the difference equations.

Proof is parallel to that of Proposition 10.8, and goes as follows: The numerator of
H(n;A) — HY(n; o) is a polynomial in n of degree 14. The coefficient of the top term
decomposes as

constant X (g + a1 —B1 — B+ 1 —A)(ap +a; —B1 — B2+ 1+ A)).
If we set g = —a; + 51 + 52 — 1 £ Ay, then the second top term decomposes as
constant X (2A; — 1)RA; + D(ay + a3 =51 — B2+ 1).
Since we assume A is a free parameter, we have
37 ap+a3—pB1—F+1=0.

Eliminating 3, and 3 from H(n; o) by making use of the condition (29) and the relation
(37), we get an expression

S+ of(n- 1)

HO(n; ) = o
Y+ 0((n - %) )

where
YW= Qag - 1)?Qay — 1)*Qas — 281 + D*Qasz — 281 + 1)2.

Now, assume y(l) # 0. Then, H (%, a) = —1, whereas H, (%;A) is parameter dependent:

2 4A2ZAZA2

2

1 —(A2-A2+A2+A2-1

Hl(A):(o A AT
0°72°73

So it does not happen that H; (n; A) = HY(n; o) in the case ¥y # 0. Thus " must be 0.
Thanks to the symmetry (30) of Re!"(«x), we have only to consider two cases:

1 1
Case 1 : aozz and CaseZ:BI:az+§.

Case 1: Eliminating 3, and 3 from H"(n; ) by the condition (29) and the relation (37),
we get an expression

—-n(n— l)eil)(n)e?)(n +1)
(n—a)m+a; - DHn+ay=B)n—ay+f1 - Hn+az-pn-az +f - 1)’
where efl)(n) =2 (n2 -2n—aiay — a3+ @3+ @B + @30 —ﬂ% t+ta—ay—az+p+ 1) .

HY (n; ) =

Equating this and H;(n; A), we conclude that « satisfies

5
o &V(0)=-A7+AT-AF - A+ L
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._|_a,_l_l+_ +ﬁ_l_l+_ +ﬁ_l_l
T Ty TR T Ty Ty F TR TRITS] TS

1 1 1
=<{+Ag— =, A, — =, +tA3 — — ;.
{+o2+22,+32}

These lead to (33) and (34), up to the symmetries (28) and (30).

Case 2: In the same way we have
HD (n: ) = —n(n - 1)) (me (n + 1)
(n—ap)n+ap—Dn—a)n+a - 1)(n—a2+a3 —~ %)(n+a/2—a/3 - %)

where eél)(n) =2 (n2 - 2n+ qpa;

(o)) aq
— oy — Qo3 — A1) — @ a3 + 2aa3 + > + > +1],
and the conditions

5
o €)(0)=-A}+A] - A3 - A3+ 2,

. 1 1 N 1 1 £( ) 1
. — — — — — — — — pa— — —
Tl -5y FHar T 575 Flaama3) -3
1 1 1
which lead to (35) and (36), up to the symmetries (28) and (30). These complete the proof
of the proposition.
This proposition together with Corollary 10.2 implies

Proposition 11.7.

(Solutions of Rc1(A))

1
%(Sdutions of RV () with o as (33) )

(2), (a2, a0+

% (Solutions of ReW (o) with o as (34))
), (Ao+3),

2
—Ary+ 1) (A + 1
- ( . 21)(”1() = 2)n (Solutions of Re'"(ax) with cv as (35))
n. 3 "

% (Solutions of Re'V (o) with o as (36) ).

So far we got many solutions of the difference equation Rc(A), whose solution space is

two dimensional. Among these, there are many linearly independent pairs, but it is not so
obvious to pick two independent ones. Set

1
Wili)j(n;A) = QDE})(n; @)
: n!

B

«=(33)
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Wi (n; A) - DY(ma)|
Y n! (_AO + %)n (AO + %) ' a=(34)
Wy A) = (o 3), (o3 DV
s n! (l 1y
2/n a=(35)
Wi}i)j-(n;A) = (_A2 ’ %)"](Az ’ %)” (:A3 - 5) (A3 2)” ijl)(n ) ,
nt E)n (_AO + 5);1 (AO + 2) (36)
and
={(k,i,)) | k=1,2,3,4;i,j=0,1,...,7; i # j}.
We have

Theorem 11.8. For (k,i, j) € Q,

fk(OAo 1/2)(A x) = on 3 ZW(I)

P U(n A)x"

is a solution of Z(A) at x = 0 with exponent Ay — %

Examples of linearly independent pairs:

OA-1/2) p0A-1/2)y ( p0A)-1/2) 0A-1/2)) ( p0A-12) ((0.A0~1/2)
Wiow he Th e T Ais Th et Thhs T

12. Local solutions of Q(A)

Let Po(A; x) (= Po(Ap, A1, Az, As; x)) denote the space of solutions of Q(A) appeared in
§6.2. Remark 6.3 implies the following equivalence.

Proposition 12.1.

(38) Po(Ag,A1,A2,A3;x) = Po(+Ag, £A1, As, +A3; X)
(39 = Po(£A1,£A¢, Ay, £A3;1 — X)
1242 !
(40) = (——) PQ (iAg,,iAl,Az,iAo; —)
X X
(41) =(1-x"""py (+Ao, +A3, Ag, A1 f 1)

To help understand the following propositions, we tabulate several expressions of the
Riemann scheme of Q(A):

x=0 x=1 X=00 %200 %21 %20
0 0 1424, | _ (_1)”% 1424, 0 0
—Ag—Ay -A1—-Ay 1+A,—A; X 1+A,—A) -A—A, —-As—A,

Ag—Ay A1—-Ay 1+A,+A;3 1+A,+A) A—-Ay A3—A,



200 A. EBisu, Y. HAraokA, M. Kaneko, H. OcHial, T. SAsakT AND M. YOSHIDA
=0 = H=l
_ (1 _ x)_(l+2A2) 0 1+ 2A2 0 )
—Ag—A, 14+A,—-A, —-A3—-A;
A()—Az 1+A2+A1 A3—A2

Thanks to the identities (39) and (40), three linearly independent local solutions at x = 0

give those at other singular points. We find a holomorphic solution fg)’o)(A; x) and a solution

féo’i)(A; x) of local exponent +Ay — A at x = 0 as follows.

12.1. Holomorphic solution " (A; x) to O(A) at x = 0. Set

800 =Y Cx Co=1.
n=0

The coefficients C,, satisfy the recurrence relation

: (n+A42 = 1) (2n + 2245 - )n - A2 + A} + A3 — A2 - 24, + 1)C
ReQ(A): n(n + Ag + Ag)(n — Ao + Ao) "
(n+24 — D+ Ay + Ay = D(n+ Ay — Ay — 1)

n(n + AO + Az)(l’l - A() + Az)

whose invariant will be called Hp(n; A).

n—-2

RemMark 12.2 (SYMMETRY). Rc(Q(A) is invariant under

(42) Aj—->-A; (j=0,1,3).

Proposition 12.3. Let A be generic. Then, the two invariants Hy(n; A) and H Om; &) of
the difference equations RcQ(A) and Rc'” (&) agree as functions in n if and only if

A (0, ay, @), 0-,3) — ( O,AO _AZ,A+—+—,A+_++ )
ﬁleﬁz’ﬁfi A+,77,A+77+’1+A0+A2 5

or = 0,-Ar + A3, A1, A1y
A———+,A+——+, 1+ A2 + AS ’

or — 07 _AZ, A——++’ A+—+—
A————9A+——+a 1 + A2 ’

up to the symmetries of two difference equations, that is, (42) and Remark 10.3.

Doing the same as we got Theorem 10.10 from Proposition 10.8, we can obtain the fol-
lowing theorem:

Theorem 12.4. The holomorphic solution féo’o)(A; x) to Q(A) at x = 0 has the following
expressions:

fo (A
(43) _ i N (1+2A2), (A1), (Aiio), F ( -n,Ag—Ay—n,A,_ Al 4y : 1)
pry (1+A2)n(1—A0 +A2)nn! A ___—-nA,__,—n, 1+A0 +A,
(44) _ i o (1424A5),(1+A2+A3), (Aris), (A_sio),

— (1+A5),(1-Ag+A2),(1+Ay+Ar),n!
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-n,—Ay+A3-—n,A__ Ay . )

A___+ - I’l, A+__+ - n, 1 +A2 +A3 ’

(o]

_ Z N (1+2A2), (Aii1)n (A, F ( -n,—Ay—n,A__ 1, Ap_ . 1)
(1=Ag+A2),(1+Ag+ A, \A____—n A, —n 1+A4,°

X4F3(

(45)
n=0

Remark 12.5. With the help of the transformation formula (20), one of the three (43),
(44), (45) implies the other two.

Remark 12.6. By using the formula (21), the expressions (43), (44), (45) can be written
also as

fo (A
- (1+2A2)n (A—+++’A—++— ) (A+—+—,A+—++ )
46) =Y X"—— 7" F :ZL,F Z
( ) nz—(; o (1 +A2)n [ ]2 ! I—AO +A2 2 1+A0 +A2

47) :Zxn(1+2A2)n(]+A2+A3),,(1+A2—A3)n
= (1+A2),(1-Ag+A2)(1+Ag+A2),
A ) (A Ao

1+A,—Aj 1+A,+A5

N 1+A,), (1424 Aprrir Ay Ay Ap i
(48) :an (1+A3), (1+24A,), [Zn]ZFl( A+ ++ ;Z) Fl( o Ag—y ;Z).
— (1-Ag+A7),(1+Ap+A3), 1+A, 1+A,

Remark 12.7. Applying the trivial symmetry (38)) to féo’o)(A; x), we have

o V(A5 x) = [0 (A0, £A1, Az, £A5; ),

12.2. Local solution to Q(A) at x = 0 with exponent Ay — A;. Set

fEPA ) = Y O, Co=1
n=0

The coefficients C, satisfy the recurrence relation:

(n+A0— ) (202 + 2240 — Dn + A2 + A2 — A2 — A2 - 24 + 1)
C, = C,-
" n(n+2A0) (n+ Ag — As) nl
(l’l+A0 +A2—1)(I’l+A0 +A3—1)(I’Z+AQ—A3— 1)

n(n+2A0)(n+ Ay —Az)

The same argument as in the previous section leads to

Choa.

Theorem 12.8. The local solution féO’Jr)(A; x) to Q(A) at x = O with exponent Ay — A, has
the following expressions:

fo (A

_ (I+Ap+A2) Ap A A Appy
49 =xlomhe A e 7 F( ;Z)F( ;Z)
( ) nzz(;x (1+A())n [ ]2 ! 1+A0—A2 2l 1+A()+A2
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(&)

(50) =yl an(1+AO_A3)n(1+AO +A3)n
(1+Ap)n(1+A9—A2),
% [Zn]zFl(A+__+’ Ai iy : )2 1(A++——, Apry ;Z)
1+A0+A3 1+A0—A3
— - (1 +A0)n Ay AL Apr Ay
51 =yl N 0 F( ;z)F( ;Z)_
( ) Z::Ox (1 +AO_A2)n[ LF) 1+Ay ! 1+Ay

REmARK 12.9. As in the previous section, the formula (21) changes the expressions (49),
(50) and (51) into those in terms of 4F5(1).

Remark 12.10. Applying the trivial symmetry (38) to fg“)(A; X), we have

fg (A x) = £ (A, A1, As, #45; %),

12.3. Pfaff transforms of the solutions of Q(A). From formula (41) we get the following
Pfaff transformations:

Proposition 12.11.

FEVA5 0 = (1= 2720700 (g, s, A, 24— ),
x—1

Q

940 =Cx (- x)7(1+2A2)féO’+) (Ao, +A3, Az, Ay Ll) )

where C is a constant depending on the choice of the branch of x*0~42.

12.4. Local solutions of Q(A). Applying the symmetries (38), (39) and (40) to local
solutions fg)’o)(A; x) and fg)’”(A;x) of O(A), we obtain series expressions of other local
solutions.

Proposition 12.12. Local solutions of Q(A) are tabulated in Table 1.

13. Local solutions of the Dotsenko-Fateev equation

The Dotsenko-Fateev equation S is obtained (Propositions 6.5) from the equation Q(A)
by the change of unknown

(52) z= xR - M,

where z: solution of Q(A), w: solution of S, and the parameter change given in Propositions
6.6. So we get expressions of local solutions of Dotsenko-Fateev (D-F for short) equation
from those obtained in the previous section.

Table 2 tabulates the local solutions of Q(A) appeared in the previous section, and names
fl(;;*)(a, b, c, g; x) of the corresponding solutions of the Dotsenko-Fateev equation.
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Table 1. Names of local solutions of Q(A) and their series expressions

names of solutions

£ A )
f<° D(A; %)
f‘° (A3 x)
f“o)(A;x)
f(1 (A; %)
f<1 (A3 x)

oA
15704 %)

foo A

(point, exponent)

(0,0)

(0,A¢ - Az)
(0,-A¢ — A)
(1,0)

(1,A1 - Ay)
(1,-A1 — Az)
(00,24, + 1)

(OO,/42 +-/43 +-1)

(00,Ay — A3+ 1)

series expression

Theorem 12.4, Remark 12.6, 12.7, Proposition 12.11
Theorem 12.8, Remark 12.10, Proposition 12.11
57 (= A, £A1, Ag, +A3; %)

f<° D (+A}, £Ag, Ay, £A3; 1 — X)

f“) (A1, £A0, Az, #4331 = )

féo ) (=Ay, £A0, A, £A3; 1 - x)

1 1+2A, 1
(__) f(OO)( +A19A2,+A0a )

X
[\1+242 1
(——) f(o ) ( , A1, Ag, +Ay; —)
X X
L\ 1+242 1
(“) f(0+)( —Az, A1, Ay, +Ap; —)
X X

Table 2. Names of local solutions of D-F equations corresponding to those

of O(A)

f(0 9(A; x)
f(0 Y(A; %)
f<0 J(A; )
f“ O(A; %)
f(1 Y(A; x)
f“ J(A; )
f“"’ DA x)
f(°° Y(A;x)
f§’° “(Ary)

(point, exponent)

(0,0)

(0,A¢ - Az)
(0,-A¢ — A7)
(1,0)

(1,A1 - Ay)
(1,-A1 — Az)
(00,247 + 1)

(00,Ay + A3+ 1)
(00,A2 — A3+ 1)

solutions of D-F equation | (point, exponent)

I (@b, e, g; %) 0,a+c+1)
I52(a,b,c, g; x) (0,2a+2c+g +2)
forabc,gix) | (0,0)
fop(a,b,c,g; %) (I,b+c+1)
foi(a,b,c,g; %) (1,2b+2c+g +2)
foab,e,g | (1,0)

D@, bc,g;x) | (0,—a—b—-2c—g—1)
(w’o)(a b,c,g;x) (00, =2¢)
“D(a,bc.gix) | (00, ~2a—2b—2c—g—2)

13.1. Local solutions of the Dotsenko-Fateev equation at x = 0.

Proposition 13.1. (1)

I59a, b, ¢, g; x)/(1 - x

[se]

;x

[se]

(—ra-c—-g),

(a=e-9),

(-2a-b—-c—g-1),(b—c+1),

)b+c+1

[Zn]zFl(

—c,—a-b-c-%-1

b+1,-a-1
;Z)zFl( ;Z)
—a—c —a—c—g
c,—c—12

3w

n=0

(-a—

C)p (—a -

_9
¢ 2)n

ZR( —lg Z]pr

a,—a—%
;Z)
—2a-b—-c—-g-1
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—a— c—g)
n

- " —c,—a-b-c—-g-1 b+1,-a
=) W7, F( . 'Z)zFl( g;z)
o (—a—-o), —a-c—35 —a—-c—3
2
f(o 1)(61 b,c, g x)/xa+c+1( x)b+c+1
o (- 1,- 1,-b-$
=Zx"( Duiznor(F D S (VT )
s ( 2) —-a-c—g a+c+2

:i”’(1_g)"(a+b+2)”(_a_b_g)" [Z"]zFl(Hl’_a_%' )zFl(aH’_C_%-Z)
n=0 (1“) (ca—c-g),(a+c+2), —a-b-g +b+2
3 (1__) 19 atl,—a-b-c-g-1 b+1l,c+1

= x"? [Zn]ZFl( ’ ’Z)ZFI( s ,Z)
nzz(; (—a-c-g),(a+c+?2), 1-4 1-1

(3)

f(oz)(a,b,c,g;x) = ylat2etg+2 g},o) (—c— g —-l,a+b+c+ g +1,—a- % - 1,g;x).

Proof. By the relation (52) and Proposition 12.12, we get (1) and (3). From the expres-
sions (46), (47), (48) of the holomorphic solution f(o 0)(A; x) of Q(A), we have (2). m]

Remark 13.2. By using the trivial symmetry (38) of the equation Q(A), we can obtain
other expressions of f), . ’)(a, b,c,g;x) (i =0,1,2), which we omit.

Relation (52) between Q(A) and D-F, and the Pfaff transformation (41) lead to other
expressions of f(o 9 and f(0 D,
Proposition 13.3.
(l)f(oo)(a,b,c,g;x) =(1- x) (00) (a, -a-b-c—-g-2,c,9; Ll)
x —

@) £y (@b, gix) = Cx (1 - )™ (Ol)(a,—a—b—c—g—Z,c,g;— ,

where C is a constant depending on the choice of a branch around x = 0; or more precisely,

fgi;l)(a b ¢, q; x)/xa+c+1(1 _x)b+c'+g

1- +1,-b—¢ bil,—c—2
—Z( ) (1=9), ——=[Z"L,F 1(C Z;Z)zFl( the 2;2)
x—1 1__) a+c+2

-a—-c—g

8

x V' (1-9),b+c+2),(=b—c-g), . c+l,—a-% a+l,-c-%
(x 1) (1——) (a+c+2),(-a-c—g), 2 ]zFl( b+C+22’Z)2F1( —b—c—gz’z)

N
I
o

() il

(a+c+2),(-a—c—g),

a+1,b+1 c+l,—-a-b-c—g-1
[Z"],F 1( ; )2 1( J ;Z)-

1-¢ 1-¢

N
I
o

13.2. Local solutions of the Dotsenko-Fateev equation at x = 1. By the symmetry of
(39) of Q(A) and the relation (52) between Q(A) and D-F, we have
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Proposition 13.4.
(1) fop (@ b,c,g:0=frr” (b,a,c,g;1-x).
@) fpi (@b, c.:0= f) (boa,e,g;1-x).
3) for (@b, g; )= [ (ba,c, g3 1-x)
=(1 —x)2b+zc+g+2fl()(;;0) (—c— g —l,a+b+c+ g +1,-b- % -1,9;1 —x).
13.3. Solutions of the Dotsenko-Fateev equation at x = co. The relation (40) and the
relation (52) between Q(A) and D-F lead to

Proposition 13.5.
—2c
o 1 1
(1) féF’O) (a,b,c,g;x) = (—;) fg)l;o) (—a -b-c-g-2,b,c,9; ;) .
1
(0,1) .
DF (a, ¢ b,g; ;)
1
(0,0) .
DF (a, ¢ b,g; ;)
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1 —2a-2b-2c—g-2
@) 50 (@, by e, g3 %) = (—;)

—2a-2b-2c—g-2
3) 1522 (a,b, ¢, g x) = (—;)
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