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Design guidelines for developing systems for
dialogue system competitions

Kazunori Komatani, Ryu Takeda, Keisuke Nakashima, and Mikio Nakano

Abstract Because dialogue system development involves a variety of factors and
requires multifaceted consideration, design guidelines for such development would
be helpful. Although a neural-based approach can be used, it requires a vast amount
of dialogue data, which would take too much effort to collect in the case of a sys-
tem for a specific, fixed-length dialogue. Furthermore, the system design should
explicitly consider errors in automatic speech recognition and language understand-
ing, because they degrade the user impression and are inevitable when the system
talks with general users. Accordingly, we propose design guidelines for develop-
ing such dialogue systems. Systems developed with the aid of these guidelines took
first place in two dialogue system competitions: the situation track of the second
Dialogue System Live Competition and a pre-preliminary contest of the Dialogue
Robot Competition. Our proposed design guidelines are to (1) make the system take
initiative, (2) prevent dialogue flows from relying too much on user utterances, and
(3) include in utterances that the system understands what the user said. We describe
details and examples for the systems designed for each of the two competitions.

1 Introduction

Dialogue system research has enabled the development of not only task-oriented
systems but also non-task-oriented ones. Many studies have applied an end-to-end
neural network approach to develop an open-domain, non-task-oriented dialogue
system [1, 18, 12, 20]. This approach is used to generate appropriate responses to
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user utterances, including their contexts, which often results in user-initiative dia-
logues. That is, the approach mainly focuses on how correctly the system responds
to user inputs. However, it requires a vast amount of dialogue data, which involves
too much effort to collect in the case of developing a system for a specific, fixed-
length dialogue. Another consideration is how to design the entire dialogue to give
better user experiences, including the dialogue flows and expression of system ut-
terances, by regarding the system not as “a machine that responds reflexively” but
as a partner in joint action [4].

Accordingly, we propose design guidelines for developing dialogue systems for
a specific, fixed-length dialogue. Systems that we developed with the aid of these
guidelines won first place in two dialogue system competitions. In those competi-
tions, the systems had to conduct dialogues with various users and give good impres-
sions. Specific dialogue designs were needed because the situations were different
from one in which the system responds passively and keeps the dialogue going as
long as possible [9]. Specifically, in these situations, the system needed to naturally
guide the user’s utterances while continuing the dialogue and showing that the sys-
tem understood what the user had said, rather than accepting any user utterances
and correctly responding to them as a user-initiative dialogue. On the other hand,
a naive design of system-initiative dialogues would lead to rigid dialogues and not
give a good user impression. Therefore, our design guidelines are intended to pro-
vide practical insights into dialogue system development with similar goals, as well
as development of neural-based end-to-end dialogue modeling.

Several guidelines have recently been discussed in the context of the user in-
terface [13, 21]. Those studies discussed how a completed dialogue system should
behave from the user viewpoint on the basis of Nielsen’s heuristics [16]. Our pro-
posed guidelines, on the other hand, are useful during system development.

In the dialogue system community, there have been many discussions of system
design. Many of them start from the principles of conversation between human inter-
locutors known as Grice’s cooperative principle [6]. The principles were extended
for task-oriented and human-machine dialogues by considering the distinction be-
tween generic and specific principles [2]. Concrete interaction guidelines based on
the principles were also shown [15], and more comprehensive design guidelines
were published for voice user interfaces (VUIs) [17, 5]. All of these guidelines are
mainly for task-oriented dialogues, in which almost all user utterances need to be
correctly understood. In Contrast, our task is a little different: the system needs to
establish a dialogue for a certain period of time while giving a good impression to
the user.

Other strategies for increasing user initiative were recently proposed for an Alexa
Prize bot and tested experimentally [7]. The authors of that study preferred longer
user utterances because they assumed such utterances would facilitate more engag-
ing conversations in their task. Here, the dialogue that we want to achieve is dif-
ferent: the tasks of our systems have specific goals, and the dialogues need to feel
natural to the user.

The rest of this paper is organized as follows. Section 2 gives overviews of the
two dialogue system competitions that we participated in. Section 3 describes the
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Table 1 Overview of the two dialogue system competitions

DSLC2 situation track DRC
Task Chat in designated situation Tourist information
Length 15 utterances 5 minutes
Input modalities Text Speech and vision (optional)
Output modalities Text Speech and robot motion

Evaluation criteria
Humanness

(appropriate to the situation)

Seven items listed in Table 2,
including “Naturalness of dialogue”,

“Satisfaction with dialogue”,
“Quality of service”, etc.

proposed guidelines that aided us in developing the two systems for the competi-
tions. More details on the individual systems are given in Sections 4 and 5, along
with examples. Section 6 concludes the paper.

2 Dialogue System Competitions

We first give an overview of the two dialogue system competitions that we partici-
pated in:

• Situation track in the second Dialogue System Live Competition (DSLC2 situa-
tion track)1

• Dialogue Robot Competition (DRC)

Our team’s systems won first place in each competition. In both cases, the target
language was Japanese.

Table 1 summarizes the main characteristics of the two competitions. The di-
alogues were conducted under specific situations and had fixed lengths. The dia-
logues in DSLC were text chats with the dialogue systems, while those in DRC
were spoken dialogues with an android robot.

2.1 DSLC2 situation track

The DSLC is a competition in which an audience watches and evaluates live di-
alogues between users and dialogue systems [8]. The dialogues are conducted as
online text chats on Telegram2. A screenshot is shown in Fig. 1. After preliminary
selection via crowdsourcing, three systems proceeded to the live event, performed
dialogues with designated users who had been selected by the organizer, and were
evaluated by the audience. The second edition took place in autumn 2019 and had
two tracks: the open track, and the situation track, in which our team participated.

1 https://dialog-system-live-competition.github.io/dslc2/ (written in Japanese)
2 https://telegram.org/
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System utterance
(system name was “OHBot”)

A user types in an utterance and sends it.

User utterance

Fig. 1 Screenshot of the DSLC system (translated from Japanese)

System
Sightseeing-

spot
database

I recommend “B” 
because …

Very interesting!

Hello, I’m Shoko, and 
I will help you with your travel. 

May I have your name?
Tanaka

The two tourist spots, B and D, were 
selected from six candidates by the 
customer.  The organizer randomly 
selected B for the recommendation.

Customer

Fig. 2 Overview of DRC task

The situation track used the following setup: “The user and the system are friends
from their school days, and they start chatting on topics related to the most memo-
rable trips and places they have been.” System developers were allowed to specify
their system’s gender; that is, they could select male-to-male or female-to-female di-
alogues. We selected female-to-female dialogues. The length of a dialogue was 15
exchanges (i.e., pairs of user and system utterances). The track’s evaluation crite-
rion was “how human (appropriate to the situation) was the conversation the system
conducted.”

2.2 DRC

The DRC was held to promote improvement in the spoken dialogue technologies
of android robots. In the DRC’s dialogues, the robot acted as a travel agent and
recommended a tourist spot to recruited participants acting as customers. The dia-
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logues thus required the robot to provide information on tourist spots and hospitality
that would satisfy the customer. Note that the customer interacted with the robot by
voice, while the robot could speak and move its hands and head during a dialogue.

An overview of the DRC task is shown in Fig. 2. First, a participant acting as a
customer selected two tourist spots from six candidates in advance. The competition
organizer randomly specified one of the two spots that the robot should recommend.
During the dialogues, the robot sought to persuade the participant to be interested
in the specified spot. Pictures of the two spots were shown. The dialogue duration
was five minutes. Each system was evaluated through questionnaires submitted by
the participants after the dialogues.

The organizer provided basic modules for input and output to conduct the dia-
logues, such as speech-to-text, text-to-speech, and robot motion control modules.
This enabled system developers to focus on the core dialogue design, while they
could use their own recognition modules if they wanted. The knowledge of tourist
spots was also provided as a database in advance.

3 Proposed Design Guidelines

As listed in Table 1 above, the competitions had the following important character-
istics:

• The dialogues were of fixed length: 15 turns for DSLC2 and five minutes for
DRC.

• The evaluation criteria explicitly included the user’s impression.

Therefore, we needed a reasonable design that could give the user a good impression
while establishing the dialogue in a particular situation, instead of an approach of
collecting a huge amount of data and training the system to accept all kinds of user
utterances. In particular, erroneous system utterances in such short dialogues would
have fatally degraded the user’s impression.

Accordingly, we developed three key guidelines from various aspects of the dia-
logue design requirements, as follows:

1. Make the system take initiative
2. Prevent dialogue flows from relying too much on user utterances
3. Include in utterances that the system understands what the user said

3.1 Make the system take initiative

The system should avoid being questioned by the user as much as possible. The
reason is that the system is obligated to respond when the user asks a question, but
it is very difficult to respond appropriately to all types of questions. Specifically, we
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sought to end the system’s turn by asking a question or making an utterance that
would elicit empathy from the user3.

A well-known finding from research on task-oriented dialogue systems is that
novice users prefer system-initiative dialogues to user-initiative dialogues [11]. That
finding also supports this guideline, because a first-time user can easily proceed a
dialogue by following the system’s utterances, especially when the user does not
know what the system can do. In addition, by ending an utterance in the form of a
question, the system can explicitly indicate that it is the user’s turn to speak, making
it less likely that the user becomes confused about taking turns with the system.

At the same time, the system needs to avoid asking too many questions or speak-
ing at length without ending its turn. Therefore, we divide the entire dialogue into
several phases, which prevents the dialogue from becoming monotonous and en-
ables us to develop each phase independently.

3.2 Prevent dialogue flows from relying too much on user utterances

We design dialogue flows to not rely too heavily on user utterances when possible.
This can be the case when the subsequent dialogue can be established regardless of
the user’s response, and it is effective when the user’s response is difficult to pre-
dict because the system’s question has many possible answers (e.g., an open-ended
question). It is impossible for a dialogue system to understand every possible user
utterance correctly, although such systems are often expected to have this capacity.
Moreover, even if a system could understand every possible user utterance correctly,
it would be difficult to establish a system response for every possible user utterance.
For this reason, an approach based on end-to-end machine learning has recently
been preferred, but, in this approach, the dialogue flow is left to machine learning
results trained with a vast amount of data. It seems impossible to perfectly solve this
problem and control what the system says. Confidence measures have been used to
reject candidates with low confidence [17], but errors cannot be completely avoided
even in that case.

Therefore, we design system responses to be valid even when the system does
not correctly understand a user utterance4. Figure 3 shows an example of such a
system utterance (S15). In both cases, the system asks a question (S14), but the user
responses (U14) differ: the user is interest in the system’s offer in the upper example
but not in the lower example. The system response (S15) seems valid in either case.

3 A similar guideline, “Avoid system utterances that may induce user questions,” was also listed as
a design guideline in our previous framework for developing closed-domain chat dialogue systems
[14].
4 This approach is from a lecture given by Dr. Iio before DSLC2. The video (in Japanese) is
available at https://dialog-system-live-competition.github.io/dslc2/lecture.html. It is part of know-
how shared in Prof. Ishiguro’s Laboratory at Osaka University, where he previously worked and
where several talking robots were developed.
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S14: How about going there together?
U14: Great. When are we going?
S15: Let’s talk over dinner together sometime, then.
S14: How about going there together?
U14: I guess I’m too busy for that.
S15: Let’s talk over dinner together sometime, then.

Fig. 3 Example of a system utterance S15 that does not depend on the preceding user utterance
U14. The upper and lower examples are different dialogues. In this and subsequent examples,
labels starting with S or U denote system or user utterances, respectively.

For the competitions, the dialogue flows were designed by hand. To give a good
impression in a fixed-length dialogue with designated tasks, this is a more reason-
able approach than collecting a huge amount of dialogue data for each task and
training a neural model to obtain such dialogue flows.

3.3 Include in utterances that the system understands what the user
said

Adding language understanding (LU) results of a user utterance to the system ut-
terance tends to result in a good user impression [10]. The guideline discussed in
Section 3.2 corresponds to ignoring user utterances, but if the system completely
ignored the user utterances, it would degrade user impression.

Therefore, we include the LU result of the user utterance in the system utterance
when the system seems to correctly understand it. This often becomes possible when
the system asks a more specific question, rather than a vague one, and the LU result
is quite likely to be correct, e.g., it matches the expected entries in the dictionary.
Although this guideline conflicts with the second guideline, we aim to apply it when
possible so that the user will feel that the system is taking into account what he or
she has said, thus giving a better impression.

In addition to simply adding the LU result of a user utterance (e.g., the user’s
name, the transportation method to get there, etc.) as it is, we also use domain on-
tology of place names to show understanding. Figure 4 shows this in a dialogue
example. For DSLC2, we prepared an ontology of famous sightseeing spots includ-
ing Ishigaki Island, which is part of Okinawa prefecture. In the example, this enables
the system to express its understanding via “You’ve been to Okinawa!” in S2, which
is better than just repeating a literal word in the user utterance.

Implicit confirmation requests in task-oriented dialogues have also been known
to include the LU result of a user’s utterance in the next system utterance [19]. The
goal here is not to be certain of the correctness of the LU result, but to give the user
a good impression, i.e., to show that the system understands what the user said. The
tourist information task can be basically performed even if the system only speaks
about tourist information in one way, but remembering what the user said can be
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S1: What is the most memorable place you have been to so far?
U1: Ishigaki Island, maybe.
S2: You’ve been to Okinawa! The beaches are so beautiful and amazing! When did you visit there?

Fig. 4 Example of a system utterance evoking understanding of place names (Ishigaki Island is
part of Okinawa)

considered to show that the system is treating the user well; this is an aspect of
hospitality and thus improves the user impression.

4 System Design and Results for DSLC2 Situation Track

4.1 Specific designs

4.1.1 Phase design

We prepared three phases for this task of 15 utterances, i.e., about five utterances
for each phase. The task was a chat with a female friend about memorable trips and
places.

In the first phase, the system asked the user in turn about several “slots,” such as
the place of her most memorable trip, when she visited, her impression, and what she
ate there. The system skipped asking about a slot if it had already been mentioned.
For example, the question “When did you visit there?” was skipped if the user had
already mentioned when she visited a particular place, e.g., “I went to Okinawa last
summer.” This was judged on the basis of the LU result of the user utterance.

In the second phase, the system talked about its experience on its own trip. This
phase kept the dialogue from becoming monotonous and prevented the system from
continuing to ask questions. We also inserted a quiz in this phase to stimulate the
user’s interest and prevent the system from continuing to speak without ending its
turn.

In the final phase, the system discussed future plans with the user. The system
talked about a place where the user wanted to go and also invited the user to go
together to a place where the system was planning to travel.

We also made the system avoid talking about the same place in the first and
second phases. This was to prevent the same content from being repeated, which
could make the user suspicious that the system does not understand the dialogue.
By default, the system talked about its experience when it went to Okinawa in the
second phase, but the topic changed to Hokkaido (another popular place) if the user
had already talked about Okinawa in the first phase. This was judged on the basis
of the LU results and the system’s ontology (i.e., whether the place name in the first
phase was part of Okinawa). Figure 5 shows an example of such avoidance. In the
first phase (U1), the user talked about Miyako Island, which the system recognized
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S1: What is the most memorable place you have been to so far?
U1: Miyako Island was great.
... ...

S6: I see. As for me, I’ve recently become addicted to sweets from Hokkaido :D

Fig. 5 Example of the system avoiding the same topic in the first and second phases. Emoticons
are denoted by “:D”.

S1: What is the most memorable place you have been to so far?
U1: Well, it’s all too common, but maybe Hawaii.
S2: Hawaii!! When did you go there?
... ...

S14: ... How about going there together?
U14: I can’t wait to go!
S15: Let’s talk over dinner together sometime, then :D

Fig. 6 Excerpt of a dialogue log for our system during the live event of DSLC2

as part of Okinawa prefecture by using its ontology. As a result, the system talked
about Hokkaido in the second phase (S6).

4.1.2 Showing empathy and character consistency

We also added expressions to show empathy at the beginning of an utterance af-
ter asking the user a question and getting a response from her. These expressions
included “right,” “indeed,” “I know.” This was to prevent the system from being
perceived as not listening to the user. The system changed the expressions to avoid
degrading the user’s impression by repeating the same one.

Because the task setting was a chat between close female friends, we took care
to ensure that the expressions and content of utterances and the use of emoticons
(denoted by “:D” in this paper) were consistent with how a Japanese woman would
use them. The consistency was checked by a female developer and another woman
several times.

4.2 Results and examples

Our system received the highest score among the seven systems that participated in
the preliminary round of the situation track of DSLC2. It received an average score
of 4.1 on a five-point Likert scale from 50 crowdworkers. The criterion was “how
human (appropriate to the situation) was the conversation the system conducted.”

After proceeding to the final live event of DSLC2, our system won first place
through evaluation by the audience of about 100 people including dialogue system
researchers. The logs are available to the public and include the evaluated label
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S13: I’m actually thinking of going to Shinshu next spring.
U13: Shinshu is also nice. What are you doing there, skiing or snowboarding?
S14: There are lots of yummy things, like apple sweets :D My friend’s parents’ house is ...

Fig. 7 Example of a failure due to incorrect type estimation

distributions for each utterance in the live event5. The best distributions were given
to the two system utterances S2 and S15, shown in Fig. 6: 91.6% of the audience
gave the highest label of “Good”, on a three-point scale. Utterance S2 showed the
LU result of the place name “Hawaii,” as mentioned in Section 3.3. Utterance S15
was similar with those in Fig. 3: the system utterance did not depend on the previous
user utterance, as discussed in Section 3.2.

There were several utterances that seemed inappropriate in the context, however.
Figure 7 shows an example of such a failure in the preliminary round. Utterance
U13 was wrongly assigned the same dialogue-act type as the question “What is in
Shinshu?” by the LU module. As a result, the system started the following utterance
S14 with a prepared sentence about a local specialty. This kind of mistake could be
avoided by adding a correct dialogue-act type to the LU module and training it, but
such errors are inevitable.

5 System Design for DRC and Results

5.1 Specific designs

5.1.1 Phase design

A dialogue system for this task was supposed to provide information on tourist spots
to a customer and take the customer’s travel request. We divided the entire dialogue
of five minutes into four phases: (1) introduction, (2) explanation of tourist spots,
(3) recommendation, and (4) Q&A.

In the first phase, the system gave the customer greetings and simple questions
as ice breakers. The questions were about 1) the customer’s experience talking to
robots, 2) the customer’s name, 3) the transportation method to be used, and 4)
any traveling companions. The system stored the customer’s answers for use in a
later phase. If automatic speech recognition (ASR) or LU failed, a default value was
then used6. For example, if the system could not recognize the customer’s name, it
instead called the customer “Sir” or “Madam”.

In the second phase, the system gave an outline of the two tourist spots that the
customer had selected and then gave him or her more specific information of the
two spots. Specifically, the system gave descriptions of the spots, explained how to

5 https://dialog-system-live-competition.github.io/dslc2/result.html
6 This is similar to the “MoveOn” strategy [3].



Design guidelines for developing systems for dialogue system competitions 11

(robot turns toward the pictures on display)
S: The left picture shows Minoh Falls, and the right one shows Soji-ji temple.

(robot turns toward the participant)
S: Which picture, right or left, impresses you more?
U: The right one.
S: Oh, nice. I also think so.
... ...

Fig. 8 Question about two pictures of tourist spots in the explanation phase.

S: Do you like spots in the “rivers, canyons, and water falls” category?
U: Yes.
S: Then I strongly recommend that you visit Minoh Falls. You can feel relaxed and comfortable.
S: Also, you said “My impression of the picture is good.”
... ...

Fig. 9 Examples of recommendation reasons in the recommendation phase

access them, and mentioned categories such as “temples and shrines,” “factories and
facilities,” and so on. The system also asked the customer which picture he or she
preferred between pictures of the two spots, as shown in Fig. 8. The answer to this
question was used as a reason for the recommendation in the following phase.

In the third phase, the system recommended one of the two tourist spots and
explained the reasons. We prepared sentences with recommendation reasons in ad-
vance, and the system selected them according to what the customer said during the
dialogue, such as his or her preference between the two pictures. The most specific
reasons we had prepared were related to the customer’s preference for the touring
spot’s category, which the system asked during the dialogue, as shown in Fig. 9.
Giving more specific reasons would be better because a customer would not be
convinced by general reasons that are not related to specific spots; however giving
more detailed reasons would require complicated ASR and LU technologies to un-
derstand the customer’s preferences and experiences, which would increase the risk
of misunderstanding.

In the final “Q&A” phase, the system answered questions from the customer
as long as time permitted. Because it was difficult to answer the customer’s open-
ended questions, the system gave the customer several examples of what kinds of
questions could be answered. When five minutes had passed from the beginning of
the dialogue, the system ended dialogue with closing remarks to the customer.

5.1.2 Strategies in LU and turn taking

Our strategy to reduce misunderstandings caused by LU failures was to show a few
words or phrases as examples in each system question. This was because our LU
approach was based on pattern matching between recognized character sequences
and a prepared word set. We expected customers to utter one of the examples as
the answer. For example, when the system asked “Are you planning to use a private
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car, train, or other means of transportation?”, the customer’s possible answers were
almost entirely restricted to “private car,” “train,” and several other words. We also
added similar and possibly misrecognized expressions to the original set of expected
words and phrases.

We also manually designed the timing of when the system accepted a customer
utterance, i.e., whether the customer was allowed to barge into system utterances.
For example, to avoid unexpected situations, the system basically did not accept any
customer utterances while it was explaining something. In other words, the system
only attempted to understand customer responses to its explicit questions.

An elapsed time after each system utterance was used to maintain turn taking
even when ASR or LU failed. After a certain amount of time had elapsed, the system
was designed to say something. Without this capability, if the system could not
detect a customer’s utterance while waiting for an answer, both the system and the
customer might have had to wait and, the silence would have continued; instead, the
system made a confirmation utterance about the current situation or moved on to the
next utterance.

5.1.3 Speech synthesis and robot motions

The pronunciations of the system utterances and the speaking speed were carefully
checked in advance. Unlike in text chats, these factors are important because they
affect the customer impression. For example, if the speaking speed is extremely fast
or slow, customers may feel stressed.

Coordination of the robot motion with the utterance is also important, because
it would be strange if the robot did not move at all. Accordingly, the robot shook
its body slightly and slowly, and it blinked its eyes by default. We also created two
specific motions: bowing upon greeting the customer and turning toward the display
when showing the pictures of the two touring spots. The latter motion was designed
to create joint attention by guiding the customer’s eyes to the pictures. A dialogue
example with this kind of motion is shown in Fig. 8.

5.2 Results of pre-preliminary contest and examples

The DRC’s pre-preliminary contest was held in March 2021. Nine systems were
evaluated, including the organizer’s baseline system. Because of the COVID-19
pandemic, the recruited participants performed dialogues with the android robot
via remote software. Each participant had a maximum of one to three dialogues and
filled out a questionnaire after each dialogue. Each system was scored by about 10
participants.

The questionnaire items were prepared by the organizer and are listed in Table 2.
Each item was scored on a seven-point scale. The table also lists the average scores
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Table 2 Questionnaire items and average scores of the systems.

Questionnaire items Our system Baseline
1. Satisfaction with recommendation 5.9 4.5
2. Amount of provided information 5.7 4.9
3. Naturalness of dialogue 4.9 4.0
4. Appropriateness 5.7 4.2
5. Satisfaction with dialogue 5.3 4.0
6. Quality of service 6.0 4.4
7. Usefulness of provided information 6.3 4.6

1

2

3

4

5

6

7

Our system A Baseline B C D E F G

2. Amount of provided information
1. Satisfaction with recommendation

3. Naturalness of dialogue

5. Satisfaction with dialogue

7. Usefulness of provided information
6. Quality of service

4. Appropriateness

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7

Fig. 10 DRC Results. The vertical axis represents the average user impression on a seven-point
scale, with a higher score indicating a better impression.

of our system and the baseline for each item. The score gaps between them were
typically over one point.

Figure 10 shows the score distributions for all items and systems. The letters A
to G represent the systems developed by the other teams. Our system received the
highest scores for most of the questionnaire items, while the baseline was ranked
third. Note that these scores were not relative among the systems because each sys-
tem was evaluated by different participants.

The better-scored questionnaire items for our system were related to providing
information on the tourist spots and the appropriateness of the system response:
(1) satisfaction with recommendation, (2) amount of provided information, (4) ap-
propriateness, (6) quality of service, and (7) usefulness of provided information.
The scores of these items were better because our system had a specific phase for
explaining the tourist spots. The system’s responses were considered appropriate
because the system was designed and tuned manually to avoid unexpected system
behaviors. It was thus natural that these scores were relatively high, because we
manually prepared guidance for the system on the task of providing tourist infor-
mation. In addition, the robot’s motions of bowing, nodding, and turning toward
the display to create the joint attention might have resulted in better scores for the
appropriateness of the system’s behavior.

The relatively worse-scored items were related to the naturalness of the dia-
logues: (3) naturalness of dialogue and (5) satisfaction with dialogue. We suggest
that this was partly because our system did not allow the customer to speak freely
during system utterances. This was an inevitable choice to avoid dialogue failures,
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time
239.0 S31: I want you to go to both places, but I recommend Meiji-Naruhodo Factory, Osaka.
241.7 U10: Thanks.
249.3 S32: First, you can enjoy sightseeing and talking with your friends.
251.3 U11: Why? # This was rejected and ignored because it was during system utterance.
255.9 S33: Do you like factory and facility tours?
264.8 U12: Yes, I like them.

Fig. 11 Example of a failure due to the system not allowing the customer to barge in during system
utterance

time
37.7 S7: First, may I have your name?
39.1 U5: Yes.
44.0 U6: Uh, I’m XXX. (E, XXX desu)
46.7 S8: Your name is XXX, right?
52.5 U7: Yoi desu
53.8 S9: Your name is Yoi, right?

# “Yoi” means “right,” but it was not in the dictionary and was misunderstood as a name.
59.6 U8: No, I’m XXX. (Ie, XXX desu) # This ASR result was obtained at 62.3.
61.7 S10: I’m sorry, but let me skip confirming your name because it was hard for me to hear.
68.0 S11: Sir, which are you going to use, a private car or public transportation, during your travel?

Fig. 12 Example of a failure of name recognition. XXX was the customer’s name but is
anonymized here for privacy. Text in italics represents literal Japanese transcriptions.

given the current performance of ASR and LU technologies: it would have become
more difficult to correctly understand the customer’s utterances and continue the di-
alogue if the system allowed the customer to barge in and tried to recognize every
utterance. Figure 11 shows an example. Here, all ASR results were rejected while
the system was speaking; that is, the question from the participant (U11) was ig-
nored. This behavior might have worsened the score for the naturalness of dialogue.

In addition, Fig. 12 shows an example in which the name recognition failed. The
participant replied “That’s right (Yoi desu)” as U7, but the system misunderstood
“Yoi” as the participant’s name because it was not included in the dictionary as a
variant expression of “right (yoi)” for LU based on pattern matching. Furthermore,
the user utterance U8 was ignored because barge-in was not allowed: its ASR result
was obtained at a time of 62.3, which was just after the system had started speaking
S10 (at 61.7). Such behavior might also degrade the naturalness of dialogue.

6 Discussion and conclusion

We have proposed design guidelines for developing dialogue systems for competi-
tions. Our systems developed with the aid of these guidelines won first place in two
competitions.
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The guidelines here correspond to a previous experimental result from a user
impression analysis of a chat dialogue system in the food and restaurant domain
[14]. That study showed correlations between the main questionnaire item (“I’m
willing to chat with the system again”) and seven other items. The three items with
higher correlations were “The dialogue was fun,” “The dialogue was natural,” and
“The system understood my utterances.”7 The second item corresponds to one of our
design guidelines, namely, the guideline to prevent dialogue flows from relying too
much on user utterances (Section 3.2) in order to avoid disruptions by ASR and LU
errors and make the dialogue as natural as possible. The third item corresponds to
our guideline to include in utterances that the system understands what the user said
(Section 3.3). On the other hand, the first item may depend heavily on the dialogue
content, which is beyond the scope of this paper.

It would be good to quantify the impact of the proposed design guidelines, but
that would require a new experimental design, and it is thus beyond the scope of this
paper. Nevertheless, we hope that these design guidelines will inspire developers of
other dialogue systems.
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