|

) <

The University of Osaka
Institutional Knowledge Archive

. On the smallest pairwise sufficient subfield in
Title e o .
the majorized statistical experiment

Author(s) |[Fujii, Junji

Osaka Journal of Mathematics. 1989, 26(2), p.

Citation 429-448

Version Type|VoR

URL https://doi.org/10.18910/9033

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir. library. osaka-u. ac. jp/

The University of Osaka



Fujii, J.
Osaka J. Math.
26 (1989), 429-446

ON THE SMALLEST PAIRWISE SUFFICIENT SUBFIELD
IN THE MAJORIZED STATISTICAL EXPERIMENT

Jungt FUJII

(Received July 15, 1988)

1. Introduction

In the present paper, we discuss the question of the existence of the smal-
lest pariwise sufficient subfield in majorized statistical experiments.

Let £=(X, A, P) be a statistical experiment, i.e. X be a set, A a o-field
of subsets of X and & a family of probability measures on 4.

Assume, throughout the present paper, that there exists a ‘“‘majorizing”’
measure g on JA, with respect to which each P in & has an {-measurable den-
sity dP|dp. Accordingly, € is called a majorized experiment.

For each PP, Sp={x=X; dP/du(x)>0} is called an E-support of P.
We notice that S, is uniquely determined up to a P-null set and satisfies (1)
P(Sp)=1, and (2) if NC S, and P(N)=0, then N is P-null (see section 2).
Conversely, if each P has an S,/ satisfying (1) and (2), then, not only &£ is
majorized, but it has an “‘equivalent majorizing measure” v, that is, all the P-null
sets are v-null (see [4] Lemma 9.3). Consequently, every majorized experiment
has an equivalent majorizing measure.

A sub o-field B(or simply a subfield) of A, ahich is pairwise sufficient and
contains a version of the support Sp for all P in % is called PSS ( pasrwise suffici-
ent with supports). This is a concept in between the usual concepts of sufficiency
and pairwise sufficiency. All the three concepts coincide with each other in
case &€ is dominated. In each of the classes of the pairwise sufficient, PSS and
the sufficient subfields, the smallest and the minimal subfields are defined as
follows.

For two subfields B, C of A, we write BCC[LP] if BCCV T, the latter
being the subfield generated by C and all the P-null sets. If BCC[L] and
CC B[P, we write B=C[<P].

A pairwise sufficient (resp. PSS, sufficient) subfield B is called smallest if
BcC[P] for every pairwise sufficient (resp. PSS, sufficient) subfield . A
pairwise sufficient (resp. PSS, sufficient) subfield B is called minimal if for every
pairwise sufficient (resp. PSS, sufficient) subfield C with BCC[%], it holds that
B=C[P].
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It is proved that the properties of being minimal and smallest coincide with
each other for sufficiency (Burkholder [3]), but not for pairwise sufficiency ([6]
and [5]).

The question as to the existence of the smallest (minimal) sufficient subfield
in vairous statistical experiments has called attention of such authors as Bahadur,
Pitcher, Burkholder and Hasegawa and Perlman (see [1], [8], [9], [3] and [7]).
The existence of the smallest PSS subfield is shown for the majorized experi-
ments in [6]. Similar question in pairwise sufficiency is treated here. It is
known (see [6]) that the smallest pairwise sufficient subfield does not exist in the
discrete experiments. Another condition for the non-existence is given in [5]
for a broader class of majorized experiments.

The present paper points out that there are cases of existence as well as
non-existence, by giving conditions both for existence and non-existence, the
latter being an improvement on that given in the previous paper [5].

Before we study this question, a separation property of the pairwise suffici-
ent subfields, which is essential in handling the question and seems to be im-
portant in its own right, is given in section 3. We define a o-ring S as the one
generated by all the pairwise likelihood ratios (see Definition 2). Then it is pro-
ved that a subfield is pairwise sufficient if and only if it separates &, and PSS
if and only if it includes S. A similar characterization has been given in [5],
but as it relies upon the concept of maximal decompositions (see section 3), the
present one is both a simplification of and an improvement over it.

In Section 4, it is proved that every majorized experiment has a minimal
pairwise sufficient subfield. In case & has an atom, it is given as the subfield
generated by all other sets in S, and otherwise it is the subfield generated by
all the sets in &, namely 9=o(P). Incidentally this 9 is known to be the
smallest PSS subfield.

In section 5, as a natural consequence of the foregoing result, the non-
existence of the smallest pairwise sufficient subfield is shown for the case which
has at least two atoms. The reason is simply that there are at least two mini-
mal subfields corresponding to the atoms and their intersection is not pairwise
sufficient. Then the case with only one atom is reduced to the atomless case.

In Seetion 6, the S-atomless case is studied from a general viewpoint. It
is pointed out that we can freely choose any element of a lattice ' of o-fields to
designate it as the basic o-filed 1 in the experiment £=(X, A, L), and the
answer to our question is decided by therelative position of /4 in the hierarchy
of . Accordingly, proofs of the existence (resp. non-existence) are given for
smaller (resp. larger) elements of ¥ in later sections. Theorem 7 gives a general
criterion useful for those proofs.

In section 7, we prove first that 9 is the samllest pairwise sufficient subfield
when A=, the o-field of all the sets of countable or co-countable type, which
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is the smallest possible element of X (Theroem 8). Further, the same conclu-
sion is extended in Theorem 9 to the case where A is generated by A° and a
countable number of the sets of uncountable type, provided the latter sets are
mutually disjoint.

In seation 8, the non-existence is proved for the case where f is large
enough to allow an injective Borel homomorphism with certain conditions from
some set in § to itself (Theoerm 10). This is an improvement on a result to a
similar effect in [5], Theorem 9, and seems to be applied to a fairly wide class of
experiments, as is illustrated in Examples.

2. Preliminary notions.

In an experiment £=(X, A, &), we adopt the following notations. For
each Pe P, A set NC X is called P-null if there exists a set A= such that
Nc A4 and P(A)=0. For each PP, we denote by JI, the class of all P-null
sets. Put JI Qanym p. Each element N of Jlg is called a P-null set, and

written V- =<;(>[.CZ°].E For two subsets 4, and A4, of X, we write 4, C4,[P] if
ANA,=¢[P]. Let B be a subfield of A and 4 a class of subsets of X. We
denote by S(4) and o (4) the o-ring and the o-field generated by 4, respec-
tively, and we put BV J=o(BU H).

For two subfields B, C of A, we write BCC[P] if BCCVITe If BCC
[2] and CC B[], we write B=C[<P].

Let B be a subfield of 4. For two subsets 4,, 4,& A with 4, N A,=¢[P],
if there exists a set BE B such that BDA,[P] and BN A,=¢[P], we say that
B separates {A,, A}. For a subclass J of A, “PB separates J”’ means that B
separates {H,, H,} for every pair H,, H,& 9 with H N H,=¢[<].

Let £=(X, A, L) be a majorized experiment. We denote by &, the class
of all &-supports: S;={Sp; PES}. We notice that &, is uniquely determined
up to Jlg because so is each Sp. All the sets in f are classified into three types
as follows.

Definition 1. A set A= A is called a set of countable type if AC Lél Sp,[P]

for a countable family {S, ;7n>1} of S,. (It is same as saying that 4 is o-finite
with respect to any of the equivalent majorizing measures.) A set A= is
called a set of co-countable type if its complement X\A4 is of countable type. If
a set A€ is neither of countable nor co-countable type, it is called a set of
uncountable type.

This is the same classification as the one given in [5] (cf. [5] Theorem 5),
though in a slightly different expression.

We define a o-ring &, which plays an important role throughout the present
paper.

Definition 2 (the o-ring of pairwise likelihood ratios).
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For each pair P, Q in & and 0<a<1, we put

A(P,Q; a) = {x€ X; 0<dP[d(P+Q) (¥)+Ls,us,(¥)<a}, and define
S=8{4(P,Q;a); P,QeP,ac(0, 1]} .

Define further S*={SeS§; S+ ¢[S]}.

We notice that this o-ring S has the following properites. § is uniquely
determined up to Jlg and it consists only of the sets of countable type, because
all of its generators are of countable type. Further, & satisfies the Countable
Chain Condition (C.C.C.). Namely, suppose that S€S8* and SD“LéLS, for

some disjoint subclass {S,; a €L} of §*, then the subclass is countable.
This follows from the fact that each element in & is o-finite with respect to any
of the equivalent majorizing measures (see [4] Lemma 3.1).

In [6], it was proved that the smallest PSS, written 9), exists in a majorized
experiment and D= {dP|d(P+Q)-Is,ysy; P, RES}. As Sisao-ring, o(S)=
{AeJ; A= S or X\A&S}. Hence it follows that D=q(S) [P].

In what follows we assume that £ is undominated, just to avoid trivial
complications in our presentation. It is equivalent to assuming that a set can-
not be of both countable and co-countable type, or that H=2.S.

Definition 3. A set AES™ is said to be an S-atom if S8 and ScC 4[S],
then either S=¢[S] or S=A[S] holds.

3. A separation property of pairwise sufficient subfields.

First we state the main results of this section. The proofs are given later
in this section.

Theorem 1. Let E=(X, A, L) be a majorized experiment, S the o-ring
of pairwise likelthood ratios defined in section 2 and B a subfield of A. Then,

B is pairwise sufficient if and only if B separates S, and

B is PSS if and only if B includes S[P].

Corollary 1. Let A€ A and SES be sets of countable type satisfying
AN S=¢[S). If B is pairwise sufficient, then B separates {4, S}.

There is a similar and essentially equivalent characterization in [5], which
invokes the concept of a maximal decompostion. As both the characterization
and the concept are required later, they are briefly sketched here.

A subclass &F of A is called a maximal decomposition if it satisfies the follow-
ing conditions.

(1) For each FEZF, F+¢[P] and FC Sp[P] for some PEP,

(2) for each pair of distinct F, GEF, FNG=¢[<], and

(3) forany A€, if AN F=¢ for all FET, then A=¢[ZF].
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It is proved in [5] (Lemma 2) that there exists a maximal decomposition &
such that FCo(S,) [P]. Take such an &F and a subfield B and assume that
BN F is sufficient on every FEXF.

Then ([4], Theorem 5),

B is pairwise sufficient if and only if it separates F, and,

B is PSS if and only if it includes F.

Thus our Theorem 1 is a much simpler characterization, as it does not
require the concept of maximal! decompositions or verification of sufficiency of
Bonevery Fin F. On the other hand, the previous result is still found useful
on occasions, as in the proof of Corollary 1, because of its applicability to the
wide class of maximal decompositions.

Theorem 1 is applied to the discrete experiments, the simplest type of
majorized experiments, as follows.

REMARK 1. An experiment £=(X, A, P) is said to be discrete if the whole
space X is an uncountable set, 4 is the power set of X, each P is a discrete
probability measure on A, and Jle={¢}.

In [2], it was shown that there exists the smallest sufficient statistic M. It
is a partition of X consisting of the sets of the following form [x] (x& X).

For each x€ X, we put P,={PcP; P(x)>0}, fr,oe=dP[d(P+Q)*Is,use
and define

=N SHN( N {yEX; fra¥) = fro(*)}) -
Pe2, PQe P,

Clearly x[x]. [x] is apparently represented as an uncountable intersec-
tion of sets in S. However it is a subset of a countable set S, (for each
Pe%,), and so the intersections can be expressed as countable intersections,
and hence [x]€ .

We claim that each [x] is an S-atom.

As [x] belongs to &, if it is not an S-atom, then there must be a point z& [x]
such that x and 2 are separated by &. That is, there exists an 4A(P, @; a)=
{xeX; 0<fpo(x)<a}, one of the generators of &, which separates x and =z.
In that event, fp o(x) and fp o(2) are different from each other. But it is impos-
sible, as fp ¢ is constant on [x] by its definition.

Thus in any discrete experiment, the class of all S-atoms coinsides with
the smallest sufficient statistic M, and every element of the o-ring & can be
represented as'a countable union of sets in M.

Consequently, in the following Corollary 2 we obtain a result given in [6]
(Lemma 4.1) as a special case of Theorem 1. Note that B separates &S if and
only if it separates M.

Corollary 2. ([6] Lemma 4.1) In the discrete experiment, a subfield B is
pairwise sufficient if and only if it separates the smallest sufficient statistic M.
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Proof of Theorem 1 requires several lemmas.

Lemma 1. Let B be a subfield and K a semi-ring (K A).
It B separates K, then B separates S(K).

Proof. Let R(X) be the ring generated by the semi-ring K. Every ele-
ment in B(K) is represented as a finite disjoint union of elements in X, so that
B separates R(K) as well as K. Fix ReR(K). We consider the following
class A(R). A(R)={A€; B separates {A\R, R\A4}}. Note that A(R)isa
monotone class including R(K). By the monotone class theorem, S(K)=8
(R(X))cA(R) holds. Since R is taken arbitrarily from R(X), S(KX)CA(R)
for all Re R(X), i.e. for every S€S(XK) and every RER(X), B separates
{S\R, R\S}. Fix SS(XK). The same argument shows that S(K)CA(S)
for all S8 (K). Therefore it follows that for every pair S, S, in S(X), B
separates {S;\S;, S,\S;}. This proves that B separates S (X).

Lemma 2. Let §={Sp; PP} be E-supports.
Then the following class K is a semi-ring including S,.

— {ded; @n)@a=(a, - a)e{0, 1} with Sa>1)

(A {P; 1<i<n}cP)[A = n Sl
where Sgi=Sp, or X\Sp, according as a;=1 or 0.

Proof. K is closed under the operation of a finite intersection, and K
includes &,.
Take K, and K, from X, which satisfy K,CK,. By the definition of X,

there exist m, n, a=(ay, ***, Ay, Apiy, *** Apiy) € {0, 1} ™" with 2 a;>1 and 2‘,
a;>1 and {P;; 1<i<m-+4n} CP such that K= ﬂ S#i and Kz-— U+1S Put
I={a=(@, = auan) € 10, 1377 S0 21}, "

We define a partition {F,; aEI}CJC of | U SP generated by {Sp,; 1<i<
m-+n} as follows. For each asl, we put F,= ﬂ S Then there exist two
subsets 1, I, of I such that K= U F,,, K,= U F, and I,cI,. Therefore K\K,

aEI2

= U F,. Thus K\K,isa ﬁmte disjoint union of sets in XK.

a€I\I,

Lemma 3. Let B be a subfield of A and K the semi-ring defined in Lemma
2, If B is pairwise sufficient, then B separates K.

Proof. Take two disjoint sets K, K, from K. As in the proof of Lemma
2, K, and K, can be represented as follows. K,= U F,, K,= U F, for some I,

asl, bel,
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and I, (not necessarily [;C1,). Since K,NK,=¢, F,NF,=¢ for every a€l,
and bel,. Hence it is enough to prove that B separates {F,, F;} for every
a€l,bel,. Note that there exists a B-measurable version g; ; of dP;/d(P;+P;).

Fix a1, and bel,. It follows from "i}”a,-zl that a;=1 for some 7. In case

b;=1, then a;=%b; for some j=*ias F,N F,=¢. PutB={xcX,g, (x)>0}3.
If a;=1 and b;=0, then F,C S, NS;; and F,CSp, N(X\Sp;). Therefore it
follows that B,DF,[P] and B,NF;=¢[P]. Similarly if a;=0 and b;=1, then
B,NF,=¢[P] and B,DF;[P]. In case b;=0, then b; b=1 for some j=i, as
STb,>1. Put B={xEX; g, ,;(x)<1} €B. Then it follows that B,DF,[P]

j*1

and BNF,=¢[P] as F,CSp, and F,C(X\Sp,)NSp;. Thus B separates
{Fm Fb}

Proof of Theorem 1. (Only if part) Let B be a pairwise sufficient subfield
and Sy={Sp; PP} E-supports and K the semi-ring defined in Lemma 2.
As B is a subfield (a fortiori a semi-ring) and K is a semi-ring, it follows that
Y={BNK; BE®B, K&K} is a semi-ring.

We claim that B separates C{/.

Take V, and V, for €V such that VN V,=¢[P]. Then V,=B;NK; for
some B;€B and K, K(i=1,2). By Lemma 3, B separates K, so that there
exists BE B such that BODK,[P] and BN (K\K,)=¢[P]. Then V=B, NK,
CB,NB[?L] and V,NB,NB=B,N K,N B,N B=(B,N (K\K,)NB,NB)U(B.N
K,NK.NB,NB)=(V,NV,NB)=¢[P]. Thus B separates {V}, V,}, and so B
separates C{/. Hence it follows from Lemma 1 that B separates S (V).

On the other hand, for every pair P, Q= P, there exists a B-measurable
version gp o of dP/d(P+Q) by pairwise sufficiency of . For each generator
A(P, Q; a) of the o-ring & defined in section 2, it follows that 4 (P, Q; a)={x&
X;0<gp0(®) Ispusy(*¥)<a}[P], and so A(P, Q; a) S (V) [P] for every P, Q<
Pandas(0,1]. Thus SCS(V)[L]. This and that B separates S (1) imply
that B separates S.

(If part) Take Pand @ from &P, and fix a version f of (dP/d(P+Q))* Is sy
For each 7, we define the following sets A}(1<k<2"): Ai={x€X;(k—1)2"<
f(®)<k/2"} (1<k<2"). Then it follows that for each n, A}, k=1, -+, 2", all
belong to & up to P-null sets and they are mutually disjoint. As B separates
&, there exists a disjoint subclass {Bj; 1<k<2"} of B such that B;D A;[P] for

all k=1, ---,2". For each n, we define a simple function g, as follows.
k2" if xeBik=1,--,2"%),
B=1 0 i xe DB
k=1

Then g, are B-measurable for all 7, so that g=limsup g, is B-measurable.
It follows from the definition of g that g=f[%] on..SpU Se. Thus we obtained
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a B-measurable version g of dP/d(P+Q). Therefore B is pairwise sufficient
as P and @ are taken arbitrarily from .

Proof of Corollary 1. Take a maximal decomposition & satisfying F Co
(So) [F]-
We assume that S&S8* and consider the following class G. G={FNS;
FeF, FNS+¢[P U{F\S; FeF, F\S*+ ¢ [P}
Then & is a maximal decomposition satisfying G S*.
The set A is of countable type, i.e. AC 21 Sp,[P] for a countable family

{Sp,;n=1} of . As G is a maximal decomposition, for each n>1, there exists

a countable class &,(C @) such that U G,D S, [P]. Put G,=U &, for each n>1.

Then G,€ S for each n>1, so that U G,€S and U G,DA[PL]. Both U G,\S
n=1 n=1 n=1

and S belong to &, and they are mutually disjoint. As B is pairwise sufficient,

it follows from Theorem 1 that thre there exists a set B3 such that BD g
=1

G\S[?] and BN S=¢[P]. Further U G,DA[P] and SNA=¢ imply that
n>1

g G\SDA[P]. Hence it follows that BOA[P] and BN S=¢[P]. This

n=1

implies that B separates {4, S}.

4. Minimal pairwise sufficient subfields.

Let £=(X, A, L) be a majorized experiment, S the o-ring defined in
section 2, 9 the smallest PSS.

Lemma 4. Let B be a pairwise sufficient subfield of A and S a set in S. If
there exists a set BE B of countable type such that BD S[P], then S € B[P).

Proof. Note that both S and B\S are sets of countable type. By Corol-
lary 1, there exists a set BB such that B;DS[P] and B,N(B\S)=¢[L].
Hence it follows that S=B, N B[], and so S€B[P].

Theorem 2. Let € be a majorized experiment.

(1) If & has an S-atoms S*, then D(S*)=c{S€S; SN S*=¢[PIH D)
1s a minimal pairwise sufficient subfield.

(2) If € is S-atomless, i.e. & has no S-atom, then 9 is a minimal pairwise
sufficient subfield.

Thus every majorized experiment has at least one minimal pairwise sufficient
subfield.

Proof. (1) Let B be a pairwise sufficient subfield satisfying BC D (S*)
[].

Take S€& with SN S*=¢[P]. By the separation property of B, there
exists BE B such that BDS[P] and BN S*=¢[P]. Note that each member
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of 9 (S¥*) is either a set in § disjoint from S*, or a set of co-countable type in
9 including S*. As BN S*=¢[P] and BC D(S*) [L], B is a set of countable
type. It follows from Lemma 4 that S€B[P]. This implies that B=9(S*)
[P] as S is taken arbitrarily from the generators of 9(S*). Hence 9(S¥*) is
minimal pairwise sufficient.

(2) Take a pairwise sufficient subfield B satisfying BCD[P]. As D=o
(8), it is enough to prove that S& B[P] for any SES.

Take SES*. As & is S-atomless, there exist S;, S, &S such that S=S, U
S, and SN S,=4¢.

We claim that either S, or S, belongs to B[]

The separation property of B implies that there exists a set B& B such that
BDS,[P] and BNS,=¢[P]. As BCD=a(S) [L], it follows that BES or
X\B&S. Therefore it follows from Lemma 4 that either S, or S, belongs to
B[P]. We assume that S, B[P] and apply the same argument to S;=S,U S,
with S,, S,&S8* and S,NS,=¢. This time we can prove that S,&B[P].
Thus for each countable ordinal &, we can construct a sequence of mutually
disjoint sets {Sp; 8<a} and S;, all belonging to S, such that for each f<«,
SeEB[P]. If S, is not P-null, then we repeat this procedure for a+1. Recall
that & satisfies C.C.C.. Hence this procedure stops at some countable ordinal
#. 'Therefore we have a decomposition {Sz; B<«} (CB) of S such that S=
ﬁg‘ Sg[L]. Hence S€ B[P].

ReEMARK 2. In non-majorized experiments, a minimal pairwise sufficient
subfield does not always exist. See an example given by R.V. Ramamoorthi
and B. V. Rao (see [6] Example 4.3).

5. Cases with one or more S-atoms.

We first prove the non-existence of the smallest pairwise sufficient subfield
when & has at least two S-atoms. In particular, & can be a discrete experi-
ment.

Theorem 3. Let £ be a majorized experiment.

If & has more than one S-atom, then the smallest pairwise sufficient subfield
does not exist.

Proof. Assume that, on the contrary, there exists the smallest pairwise
sufficient subfield &. Take two distinct S-atoms S¥ and S¥.

Then it follows that G D(S¥)[L] (i=1, 2). By the separation property
of G, there exists a set C€ & such that COS¥[P] and CNSF=¢[P]. Since
CeD(S¥) [L] and CDS¥[L],C is necessarily of co-countable type. Similarly
CeD(S¥) and CN SF=¢[P] imply that C is of countable type. This is a con-
tradiction.
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Next we consider the case that £ has only one S-atom S*.

We put X'=X\S*. For each PEP with P(X')>0, we put P'(-)=P(-)/
PX'),(r€ANX') and P'={P'; PP, P(X')>0}.

We define an experiment &’ on X’ by &'=(X', ANX',P’). It is also
majorized as the restriction of any majorizing measure to X’ majorizes £’.
Further, it is easily verified that &', the o-ring of pairwise likelihood ratios for
&', coincides with SNX': §'=SNX'={S€S; SCX'}. Hence & is S-
atomless in X’. It follows from Theorem 1 that a subfield B’ of ANX' is
pairwise sufficient if and only if B’ separates §’, or equivalently & in X’.

Suppose that there exists the smallest pairwise sufficient subfield for &’. It
is given by 9'=a(8)={S€8; ScX'}U{dcX’; X'\A=S}, because of
Theorem 2 (2) and that £’ is S-atomless. We will show that 9(S*) is the smal-
lest pairwise sufficient subfield for £. Let B be a pairwise sufficient subfield in
E. As BNX' is pairwise sufficient in &', 9'CBNX'[P]. Hence for each
S €S with SN S*=¢, there exists a set B B such that BN X'=S[P]. Clearly
Be 3 is of countable type and satisfies BDS[P]. Hence by Lemma 4, we
have that S € B[%], and so D(S*)C B[P] as required.

Conversely, if we suppose that & has the smallest pairwise sufficient subfield,
then by Theorem 2 (1), it must be D(S*). We will show that 9’, defined above,
is the smallest pairwise sufficient subfield for &’. Take any other pairwise
sufficient subfield B’ of AN X’. Define a subfield B={B’'US*; B'eB'} of
A. It is pairwise sufficient in & as B separates S. Hence PD(S*)C B[P]. So
X' NP(S*)c X' N B[], and hence D' B'[P].

Thus we have proved the following reduction theorem.

Theorem 4. Suppose that € has a single S-atoms S*.
Then, the existence of the smallest pairwise sufficient subfield in & is equivalent
to its existence in the S-atomless experiment £’ on X\S*.

6. S-atomless case: Hierarchy of majorized experiments.

In this section, we set out to study the question of the existence of the smal-
lest pairwise sufficient subfield for the case without S-atom, as the other cases
are either resolved or reduced to the atomless case. In this case the question is
same as that of the existence of a pairwise sufficient subfield which does not
include 9, as the minimality of the latter has been proved. The possible answer
to this question obviously depends upon the relative size of A to 9 ---the larger
A, the more chance it has to include such a subfield in it. Notice in this con-
nection that while setting up an experiment £=(X, A, L) we have certain fre-
edom in choosing A on which P is defined. For, each P in & has all its sub-
stantial nature in its values for the the subsets in AN S, as P is 0 outside Sp.
Therefore, if we replace A with a o-field 4’ on X which contains all these
subsets and, in addition, all the supports Sy(P &), it would serve equally well
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as the o-field on which all P’s are to be defined. That is, .4’ should satisfy the
following
Condition L: (1) A'NSp= ANSp[L] for all PEP, and
2) A'DS,[L].
Take all such o-fields and denote by X the totality of them. It is a lattice,
if we identify the o-fields which are equivalent with each other (up to Jlg).

The largest and smallest elements in ¥ are A== N AV Tlp, the weak comple-
PeP
tion of A, and A° the o-field of the sets of countable or co-countable type,

respectively as is proved in Remark 3. Hence every element A’ of X remains
within J, so that the measures in P are redefined in an obvious way on A’
through restriction or extension, giving rise to a family ' on A’.

Here is, thus, a hierarchy of experiments &(A')=(X, A’, L), A'€Z, all
defined on X with the families of measures (almost) same as &. As is easily
seen, all of them are majorized experiments having the same family § as the o-
ring of pairwise likelihood ratios, and the same family 9 as the smallest PSS.
Hence a pairwise sufficient subfield B for &(A°) is also a pairwise sufficient
subfield for every £(A’), A'€ZX, provided B A’. Further, all A'€Z have
A and A° in common, so that if we start from any such 1’ substitute it for /1
in Condition L and look for the totality of o-fields satisfying the condition thus
revised, then we shall arrive at the same X as before.

Thus the lattice Z gives us a general scheme for viewing the problem in
a wider perspective: When given &=(X, A, L), find out § and X and ask
the question of the existence of the smallest pairwise sufficient subfield for A4
in 2, in relation to its position in the hierarchy in . The first thing to be
noticed under this scheme is of course the simple fact written in the form of
the following

Theorem 5. Suppose that & is S-atomless and A, and A, are elements
of Z.

If A, A, and if the smallest PSS Q) is the smallest pairwise sufficient sub-
field in E(A,), then so is it in E(A,).

Prof. Let 9B, be a pairwise sufficient subfield of A,. Then 4, is also a
pairwise sufficient subfield of 4,. Hence it follows from the assumption that
DC B, [P], and so D is the smallest pairwise sufficient subfield in £(A,) as B,
is an arbitrary pairwise sufficient subfield of _1,.

The following Theorem 6 gives us a simple criterion for existence or non-
existence.

Theorem 6. Suppose that & is S-atomless.
For each A€ X, the following statements are equivalent.
(1) The smallest pairwise sufficient subfield does not exist in E(A).
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(2) There exists a pairwise sufficient subfield C of A such that S&C[P] for
some S€S.

Proof. By Theorem 2 (2), the smallest pairwise sufficient subfield in &(A)
must be the smallest PSS 9 whenever it exists. Hence its existence is equivalent
to that 'ScC for all pairwise sufficient subfield C of A because D=o(S) [L].
This implies the equivalence between (1) and (2).

Now we consider some implications of the statement (2). Assume for
the moment that it holds true. We prove that the set S in (2) has a subset
T eS8*, which satisfies the following statement (x).

(¥) For any disjoint subsets S;, S, of T in S* and any CC, if CD S, [P]
and CN S;=¢[¥], then it is of uncountable type.

Assume that, on the contrary, for any subset 7S* of S, there exist two
disjoint subsets S;, S, of T'in S* and a set C&C of countable or co-countable
type such that CD S, [P], CNS,=¢[PL]. In case the set C is of countable
tyep, it follows from Lemma 4 that S,C[%]. Similarly if C is of co-countable
type, then S,&C[L] holds. Hence either S, or S, belongs to C[P]. Repeating
this procedure as in the proof of Theorem 2 (2), we can prove T€C[P]. As
the set T is an arbitrary subset of S in S, it follows that SC[L]. Thisis a
contradiction.

Next we prove that there exists a subset 7’€S* of S such that T&C[P)]
and T satisfies (¥). We define T*=S* as the largest subset in S* of S which
satisfies the property (*). Certainly the set 7* can be defined as & satisfies
C.C.C.. Moreover it follows that T*EB[P]. In fact, if S=T*[P], then
T*&C[P] as SEC[P]. And if S\T*=+¢[L], then it follows from the defini-
tion of T* that the set S\T* does not satisfy [*]. Through the same argument
as in the preceding paragraph, we have S\T*eC[P]. Therefore T*&C[¥F],
as SEC[P]

Now we have almost proved the following

Theorem 7. Suppose that £ as S-atomless.
For each A€ X, the following statesments are equivalent.

(1) The smallest pairwise sufficient subfield does not exist in & (A).

(2) There exist a pairwise sufficient subfield C of A and a set T S*, which does
not belong to C, satisfying the following properties. For any disjoint subsets
S, S, of Tin St and any C&C, if CeA°[P], then S\C*¢[P] or S,N
C+¢[P]

Proof. Note that the statement “if C & A°[P], then S,\C=*+¢[P] or S,N
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C+¢[P]” is the contraposition of (*). Hence (1) implies (2). The reverse
implicatin implication is trivial.

This is used effectively for proving Theorems on the existence and non-
existence in later sections.

ReMarRk 3. We prove that A° and J are the smallest and the largest
elements in Z, respectively.

Clearly, both I and A° satisfy the condition L. Moreover, as A°C A [P],
SpN AT SpNA[L] for all PEP. Hence for every A'€X, SpN A CTA'[P]
for all P P. Take a set A of countable type from A°. There exists a cou-
ntable subclass {S,; n>1} of &, such that A= gl (AnNnS,)[2L]. Hence A A’

[P], so that A°C A'[P] as A’ is a o-field and 4 is an arbitrary set of countable
type. This implies that (A° is the smallest element in ¥.

Fix an element A’ in X and take 4" and P from A’ and &P, respectively.
As SpNA'=SpNA[P], there exists a set Ap A such that (4,NSp) A
A'NSp)=(4pr A AYNSp=¢[P]. Therefore A’ A Ap=((4A"' A Ap)NSp)U
(A" A 4p)N(X\Sp))ETlp, and so A'e AV Tlp for every PEP as P is taken
arbitrarily from . This implies that A’ . Hence A is the largest element
in %.

ExampLE 1. Let X be R? A the Borel o-field on X and & the family of
all 1-dimensional Normal distributions on the lines in X. For each PE P, the
&-support Sp is a line in X, and so & is majorized (see the lines following the
definition of supports in section 1), and S=S{all the linear Borel subsets of X},
i.e. each S€§ is a countable union of linear Borel subsets of X. Note that
S=8{all the linear Lebesgue measurable subsets of X} up to Jlg. It is easily
seen that &£ is S-atomless. The smallest element A° and the largest element
of X are given as follows.

A’={Ac X; either 4 or X\A4 is a countable union of linear Lebesgue
measurable sets}, and A=the o-field of all locally Lebesgue measurable sets,
i.e. A€ if and only if ANF is a linear Lebesgue measurable set for each
line F.

ExampLE 2. Let X be R?, A the o-field of all Borel subsets of X, and P
all the 1-dimensional Normal distributions on vertical lines with mean 0. Then
for each PP, the &-support Sp of P is a vertical line, and so & is majorized.
It is easily verified that the o-ring S={all the 1-dimensional vertical and sym-
metric Borel sets} and that £ is S-atomless. Further it follows that the smallest
element A" in ¥ is the o-field generated by all the 1-dimensional vertical
Lebesgue measurable sets and that the largest element A in ¥ is the o-field of
all those subsets of X, whose vertical sections are Lebesgue measurable.



442 J. Fuju

7. Conditions for existence when ./ is smaller in ZX.
First we prove the existence for A° the smallest possible 4.

Theorem 8. Suppose that & is S-atomless.
Then Q) is the smallest pairwise sufficient subfield in & (A°).

Proof. Assume that, on the contrary, 9 is not the smallest pairwise suf-
ficient subfield in &(A°). Accordingly, take a pairwise sufficient subfield C of
A’and a set T€S* as in Theorem 7 (2). Since the experiment &(A) is S-
atomless, there exist two disjoint sets S; and S, in S* such that T=S;U S, and
S,NS,=¢. By the separation property of C, there exists a set A, €C such that
A,D8[P] and A, NS,=¢[SL]. It follows from Theorem 7 (2) that the set
A,EC is a set of uncountable type. This contradicts that C is a subfield of A°
the o-field of all the sets of countable and co-countable type.

The following Theorem shows that 9 remains smallest pairwise sufficient
when a countable number of disjoint sets of uncountable type are added to A°
The proof of the Theorem is given by T. Kamae.

Theorem 9. Suppose that & is S-atomless, and let {A,; n N} be a parti-
tion of X consisting of a countable number of sets of uncountable type.

Then the smallest PSS 9 is the smallest pairwise sufficient subfield in & (A°
V{4,; n&N}).

Proof. As we have taken A=JA"V {4,; nEN}), if we take a set B in
A of uncountable type and any one of the sets 4,, nEN, then either 4,N B
or A,\B is of countable type. In the latter event, we write 4,<<B.

Assume that 9 is not smallest pairwise sufficient in &(A). Then there
exist a set 7’8t and a pairwise sufficient subfield B of A, which satisfy the
conditions in Theorem 7 (2).

In what follows we construct, for each n& N, two sequences of sets {B, .}
in B and {T,,} in S. The second index a ranges over all the countable or-
dinals and the definitions are done by inductions on a.

As & is S-atomless, T=1T, U T, for some disjoint sets T, and T, in S*. By
the separation property of B, there exists a decomposition {B,, B,}(CB) of X
such that B;,D T;[?P], i=1,2. We define B, ,=B, and T,,=T, or B, ,=B and
T,,=1T,, according as 4,<B, or A,<B,. As we have noted above, either of these
two alternatives holds. By induction, we construct B, ,€9 and T, ,=§ for
each countable ordinal ¢ as follows.

Case 1. «a is a successive ordinal. If T, , ,=¢[P], then define B, ,=
B,y and T, =T, ,,. IfT,, +¢[P], then T, , ,=T17U T} for some disjoint
sets 71 and 77 in §*. As in the preceding paragraph, T'/C B/[%] for some
Bie3B(i=1,2). Define B,,=BiNB,,, and T,,=T1, or B,,=BiNB,,,
and T, ,=T}%, according as 4,<B{ or A,<Bj.
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Case 2. ¢ is a limit ordinal. Define B, ,= N B,g and T, ,= N T, .
B<a B<®

Notice that the number of the ordinals B such that 8<« is countable, so that
B,,€® and T,,=S8. It can happen that B, , and/or T, ,=¢ [<], while B, g
and T, g for B<a are all F¢[P].

It follows from these definitions that B,,CB, s and T,,C T, for any
countable ordinals &, @ with @<« and that 4,<B, , and B, ,N T=T, ,[<] for
every o.

For each n, there exists a countable ordinal «, such that T,, =¢[<].
Because, if T, ,= ¢ [P] for every countable ordinal, then the sets T, ,_,\ T, , for
all the succesive countable ordinals are uncountable disjoint sets belonging to S*
included in T, a contradiction with the C.C.C. for S.

Now define

B=X\UB,,€8B and S=T\UT,, ES.
n=1 n=1
Then B=U 4\ U B,,,C U (4,\B,,,) and
n=1 k=1 n=1
S\B=(T\U T,.)N(U B,,)CcTN U B,,,
n=1 nz=1 n=1
= U T,., = ¢[L].
=)

Hence B is a set of countable type which satisfies SCB[L]. Therefore S4B
[€] by Lemma 4. As S=T[%] from the definition of S, it follows that T3
[€], which is a contradiction.

RemARk 4. The conclusion of the foregoing Theorem does not hold true
when the sets 4,, n>1, do not form a countable partition of X. See Example
3 in section 8.

8. Conditions for non-existence when ./ is larger in 3.

Theorem 10. Suppoe Suppose that & is S-atomless and AZ. If for
some T €S8, there exists an injective Borel homomorphism & defined on TN S into
DN A such that for every subset S of T in S,

(1) ES)NT=S and

(2) is S+¢[P] and T\S=* ¢ [P], then £(S)EDNA\D, then the smallest

pairwise sufficient subfield does not exist.

(By using the term “injective Borel homomorphism’, we assume that £ satisfies & (¢p)
=a¢, E(T\S)=E(T)\E(S) for every subset S of T in S and E(.LZJ T)= g E(T;) for

every {T;;i>1yCTNS. Incidentally, the weak completion D means N DV Tlp).
PeP

Proof. We prove the assertion by constructing a pairwise sufficient sub-
field Cr, which does not contain T, a set in S™.
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Put C;=a({£(TNS); S€8S}U{SeS; TNS=¢}). First we prove that
Cy separates S. Take a disjoint pair S,, S, from S+.

Put C,=(E(TNS)US\NT)\(S\T). This belongs to Cr, as E(TNS),
S\T and S,\T belong to C;. Further it follows from the following formulas
that C, separates {S;, S,}.

SNCCS\E(TNS)U(S\T))
SS\(TNSYU(S\T) =4, and
CiNS, = (N (Sz N T)) u (Cl n (Sz\ T))
= ETNSHUS\D)N (SN T)
=ETNS)NS;NT)CE(TNS)NES,NT)
=E(TNSNS)=¢.

Thus Cr separates S, and so Cp is pairwise sufficient.

Next we prove that T'éEC;. First, we claim that for each Ce(C;, CAE
(CNT)is a set of countable type.

Notice that CNTES, as Cel,c DN A and TES. By the definition of
Cy, there exist countable subclasses {T;(C T);i>1} and {S;; TNS;=¢, j=>1}
of & such that C€a{&(T;); =1} U {S;;j=1}. Put W=X\ _Lle S;. 'Then the

set CN W belongs to the o-field 99 on W generated by {f—(T,-)ﬂ W;i>1}.
Hence it can be written as a union of countable intersections of these generators.
That is, CN W= UL gl (E(T)NW)% for some LC {a; a=(a;);»,}, where (§(T})

N W) s=E(T;) N W or W\E(T)) according as a;=1 or 0. Since the map £ is an
injective Borel homomorphism, CN W= U (§( N T%)N W), where, similarly,
T%=T or T\T:. o=

Fix a point wCNW. Thenwe§( .-Ql T#)N W for one and only one

acL. Theset N T{(CTCW),corresponding to the same a& L, is not empty.
i=l

Take a point x in it. Then weCN W if and only if x€C N W, as w and x can
not be separated by any generator in 9. As xT, x&CN W if and only if
x€CNT. Furtherx€CNTifonlyif weE(CNT). It follows that CN W=
W NE(CNT), because the point weE W is fixed arbitrarily. Thus CAE(CNT)

is a subset of U S}, and so it is of countable type.
iz

So, in particular, T'A £(T') has to be a set of countable type if TEC;.
By the condition (2), both £(S) and &(7T'\S) are sets of uncountable type for
every subset S of T'in §, which satisfies S==¢[P] and T\S+=¢[P]. As £ is
an injective Borel homomorphism, £(7T)=&(S)UE(T\S), and so it is a set of
either uncountable or co-countable type in DN A. So TAE(T) is not of
countable type, and hence T cannot belong to Cj.

Therefore the smallest pairwise sufficient subfield does not exist in &€ (A).
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ExampLE 3. Consider the same X and £ as in Example 2, but replace A
by AV {4,; r€Q*}, where A,=(—r,r)X R and Q' denotes all the positive
rationals. We will prove, by constructing a Borel homomorphism £, that the
smallest pairwise sufficient subfield does not exist in &(A°V {4,; r€Q™}), as is
claimed in Remark 4.

Fix a vertical line 7={0} xR. Then TS, and A’V {4,; r€Q"} in-
cludes all the rectangles of the form BX R for any symmetric Borel subset B of
R. To each symmetric Borel subset B of T, we assign £(B)=BXR, a D-
measurable set of uncountable type. Then it is easily verified that 7" and & satis-
fy the conditions in Theorem 10. Thus, by Theorem 5, for every A &ZX which
is larger than A°V {4,; r€Q"}, the smallest pairwise sufficient subfield for
&(A) does not exist. In particular, it does not exist in & ().

ExampLE 4. This time we modify Example 1, to show that a much smaller
A than in Example 1 already ensures the non-existence of the smallest pairwise
sufficient subfield. Take the same X, & and hence &, and let I be the open
interval (0, 1) in R and B, denote the Borel o-field on I. Take the horizontal
line segment T=IX {0} (€8), A={IxB; B€$,} and A=AV K. Aseach
subset S of T in & is written as S=BX {0} for some BE B;, we assign £(S)=
(IxB)US to it. Then T and £ satisfy the conditions in Theorem 10. We
could of course take (0, €) instead of I, however small € be.

ExampLE 5. This is an example of an apparently “small”’ 4 satisfying the
condition for non-existence given in the foregoing Theorem. In fact, the sets
added to A° to form A are all ancillary on X\7, a sufficient condition for
sufficiency of 9 for A (see [5] Theorem 7). As it is, A4 contains enough
“number” of sets to serve as the range of an injective Borel homomorphism as is
envisaged in the Theorem.

For each iER, put X;=R? and By, =the Borel o-field of R?. Define X=
EEI‘,E X;, the direct sum of X;’s, A'=c{4ACX; A€ By, for some iER}. Let
N(0, 1) QN (0, 1) be the product measure on X,, where N (@, 1) is the Normal
distribution on R with mean § R and variance 1. Define P§(4)=(N(0, 1)®
N0, 1) (AN X,) and Pj(A)=(N(6, )QN(0, 1)) (AN X;) for each i+0. Put
HK={AcC X; For some BE Bp, AN X;=R X B for all i€ R} and take A=AV
9. The experiment &=(X, A, P={Pj; iER, 6 R}) is majorized as X; is
an E-support of P for every i and . 'The o-ring & of pairwise likelihood ratios
coincides with the o-ring generated by {R X BC X,; BE Bg} and éJR {BXRCX;;

BeBg}. Note that £ is S-atomless. It is easily seen that 4 is sufficient for
A. Put T=X, We define an injective Borel homomorphism & on T'N S—9
N A as follows. As each elements SETNS is written as S=RX B for some
Be By, we assign E(S)= _gH;, where H;=RXxBC X, for all 7, to it. Then T
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and £ thus defined satisfy the conditions in Theorem 10.
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