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Abstract

In this paper we give a characterization of the Gromov hyplarity of trains
(a large class of Denjoy domains which contains the flutease) in terms of the
behavior of a real function. This function describes someltoe distances between
some remarkable geodesics in the train. This theorem hasatesonsequences; in
particular, it allows to deduce a result about stability gpérbolicity, even though
the original surface and the modified one are not quasi-isaeneln order to ob-
tain these results we also prove some trigonometric lemimaisare interesting by
themselves, since they provide very simple estimates ore dagyperbolic distances.

1. Introduction

The theory of Gromov hyperbolic spaces is a useful tool ineprid understand
the connections between graphs and potential theory (ge@tg.[10], [13], [25], [26],
[27], [28], [35], [36], [40]). Besides, the concept of Grombyperbolicity grasps the
essence of negatively curved spaces, and has been sutigesséd in the theory of
groups (see e.g. [15], [17], [18] and the references thgrein

A geodesic metric space is called hyperbolic (in the Gromawss) if there exists
an upper bound of the distance of every point in a side of arpdesc triangle to
the union of the two other sides (see Definition 2.2). Theefatbndition is known as
Rips condition.

But, it is not easy to determine whether a given space is Gvohyperbolic or
not. Recently, there has been some research aimed to shownétdcs used in geo-
metric function theory are Gromov hyperbolic. Some speafiamples are showing
that the Klein—Hilbert metric ([8], [29]) is Gromov hyperio (under particular condi-
tions on the domain of definition), that the Gehring—Osgoaetrim ([20]) is Gromov
hyperbolic, and that the Vuorinen metric ([20]) is not Gromwyperbolic (except for
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a particular case). Recently, some interesting results dpdh and Buckley [5] about
the hyperbolicity of Euclidean bounded domains with theiasjhyperbolic metric have
made significant progress in this direction (see also [9]] fhd the references therein).
Another interesting instance is that of a Riemann surfacowad with the Poincaré
metric. With such metric structure a Riemann surface is ydwaegatively curved, but
not every Riemann surface is Gromov hyperbolic, since togiohl obstacles may im-
pede it: for instance, the two-dimensional jungle-gymz&covering of a torus with

genus two) is not hyperbolic.

We are interested in studying when Riemann surfaces eqilipiid their Poincaré
metric are Gromov hyperbolic (see e.g. [3], [21], [22], [2B4], [30], [31], [32], [33],
[34], [37], [38], [39]). To be more precise, in the currentppa our main aim is to
study the hyperbolicity of Denjoy domains, that is to sagng domaing2 with 92 C
R. This kind of surfaces are becoming more and more importargeiometric theory
of functions, since, on the one hand, they are a very gengpal ¢f Riemann surfaces,
and, on the other hand, they are more manageable due to itmedyyn For instance,
Garnett and Jones have proved the Corona theorem for Dewpjoyids ([14]), and in
[2] the authors have got the characterization of Denjoy dosmahich satisfy a linear
isoperimetric inequiality.

Denjoy domains are such a wide class of Riemann surfaceschaatcterization
criteria are not straightforward to apply. That is the ma#ason that led us to focus
on a particular type of Denjoy domain, which we have caligih. A train can be de-
fined as the complement of a sequence of ordered closedalggisee Definition 2.3).
Trains do include a especially important case of surfaceigtware the flute surfaces
(see, e.g. [6], [7]). These ones are the simplest examplésfiofte ends, and besides,
in a flute surface it is possible to give a fairly precise diggiom of the ending geom-
etry (see, e.g. [19]). In [3] there are some results on hygmiby of trains.

This paper is a natural continuation of [3]. Although sometted theorems in the
current work might seem alike to some of the results in theguting paper, the truth
is that they are much more powerful and the proofs developedcampletely new.
Without a doubt, the main contribution of this paper is Tleeor3.2, that provides a
characterization of the hyperbolicity of trains in termsthé& behavior of a real func-
tion with two integer parameters. (In [3] we give either resagy or sufficient con-
ditions, and there is a characterization, but much morecdiffito apply than the one
presented here). This function describes somehow thendiesabetween some remark-
able geodesics (callelindamental geodesicén the train. At first sight, Theorem 3.2
might not seem very user-friendly. However, in practicas ool let us deduce a re-
sult about stability of hyperbolicity, even for cases whée priginal surface and the
modified one are not quasi-isometric (see Theorem 3.8).

Theorem 3.2 also allows to deduce both sufficient and negessaditions that ei-
ther guarantee or discard hyperbolicity (see Corollaryt3Theorems 3.16 and 3.17).
Besides, these three theorems give a much simpler charatien than Theorem 3.2 for
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an interesting case of trains: those for which the lengththeifr fundamental geodesics
are a quasi-increasing sequence. We are talking about &ime®r18, another crucial re-
sult in this paper.

In order to obtain these results we also prove some trigotr@riemmas that are
interesting by themselves, since they provide very simptarates on some hyperbolic
distances (see Propositions 4.8 and 4.9).

For the sake of clarity and readability, we have opted for imp\all the technical
lemmas to the last section of the paper. This makes the prbdheorem 3.2, our
main result, much more understandable.

NOTATIONS. We denote byX a geodesic metric space. Rl and Lx we shall
denote, respectively, the distance and the length in theignet X. From now on,
when there is no possible confusion, we will not write theisdbx X.

We denote by a train with its Poincaré metric.

Given a subsef of the complex plane, we define™ = F N {ze C: 3z > 0},
where 3z is the imaginary part ot.

If E is either a function or a constant related to a dom@inwe will denote by
E’ or El the same function or constant related to a donm@iror 1, respectively.

As usual, we denote by, the positive part ofx: x4 :=x if x >0 andx; :=0
if x<O.

If “a is comparableto b”, i.e. if there exists a constamtsuch thatc'a < b < ca,
we will denote it bya < b.

Finally, we denote by andc;, positive constants which can assume different val-
ues in different theorems.

2. Background in Gromov spaces and Riemann surfaces

In our study of hyperbolic Gromov spaces we use the notatidrd5]. We give
now the basic facts about these spaces. We refer to [15] fae rhackground and
further results.

DErINITION 2.1. If y: [a,b] — X is a continuous curve in a metric spack, d),
the length of y is

L(y) = sup{Z Ay 1), y(E):a=to<ti < <ty = b}.

i=1

We say thaty is a geodesidf it is an isometry, i.eL(y|,g) = d(y(t), y(s)) = [t — 5|
for everys, t € [a, b]. We say thatX is a geodesic metric spacié for every x, y € X
there exists a geodesic joining and y; we denote by X, y] any of such geodesics
(since we do not require uniqueness of geodesics, thisiootat ambiguous, but con-
venient as well).
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DEFINITION 2.2. Consider a geodesic metric spae If x, Xz, X3 € X, a geo-
desic triangle T= {xy, X2, X3} is the union of three geodesicg[ X;], [x2, X3] and
[x3, x1]. We say thatT is §-thin if for every x € [xi, x;] we have thatd(x, [X;, x] U
[Xk, Xi]) < 8. The spaceX is §-hyperbolicif every geodesic triangle irX is §-thin.

We would like to point out that deciding whether or not a spacéyperbolic is
usually extraordinarily difficult: Notice that, first of allve have to consider an arbi-
trary geodesic triangld, and calculate the minimum distance from an arbitrary point
P of T to the union of the other two sides of the triangle to whiehdoes not be-
long to. And then we have to take supremum over all the pasgibbices forP and
then over all the possible choices for. It means that if our space is, for instance,
an n-dimensional manifold and we select two poirRsand Q on different sides of a
triangle T, the functionF that measures the distance betwderand Q is a (3 + 2)-
variable function. In order to prove that our space is hypkcbwve would have to take
the minimum of F over the variable that describ&®, and then the supremum over the
remaining 3 + 1 variables, or at least prove that it is finite. Without digmeling the
difficulty of solving a (31 4 2)-variable minimax problem, notice that the main obsta-
cle is that we do not even know in an approximate way the lonatif geodesics in
the space.

EXAMPLES. (1) Every bounded metric spac¥ is (diamX)-hyperbolic (see
e.g. [15, p. 29)).

(2) Every complete simply connected Riemannian manifolthveectional curvature
which is bounded from above byk, with k > 0, is hyperbolic (see e.g. [15, p.52]).
(3) Every tree with edges of arbitrary length is O-hyperbdkee e.g. [15, p.29]).

A non-exceptionaRiemann surfacé& is a Riemann surface whose universal cover-
ing space is the unit disk = {z € C: |z| < 1}, endowed with its Poincaré metric, i.e. the
metric obtained by projecting the Poincaré metric of the disk ds = 2|dZ|/(1— |z]?).
Therefore, any simply connected subsetSfs isometric to a subset db. With this
metric, S is a geodesically complete Riemannian manifold with cartstarrvature—1,
and thereforeS is a geodesic metric space. The only Riemann surfaces whélet
out are theexceptionalRiemann surfaces, that is to say, the sphere, the plane utie p
tured plane and the tori. It is easy to study the hyperbglioit these particular cases.
The Poincaré metric is natural and useful in complex ansilyfr instance, any holo-
morphic function between two domains is Lipschitz with dans$ 1, when we consider
the respective Poincaré metrics.

A Denjoy domainis a domainQ in the Riemann sphere withQ2 C R U {oco}. As
we mentioned in the introduction of this paper, Denjoy damaare becoming more
and more interesting in geometric function theory (see [&]g.[2], [14], [16]).

It is obvious that as we focus on more particular kind of stefa we can obtain
more powerful results. For this reason we introduce now a tyge& of space.
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Fig. 1. Train seen as a subset of the complex plane.
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Fig. 2. The same train seen with “Euclidean eyes”.

We have used the wordeodesicin the sense of Definition 2.1, that is to say, as
a global geodesic or a minimizing geodesic; however, we nead to deal with a
special type of local geodesics: simple closed geodesibgwobviously can not be
minimizing geodesics. We will continue using the word gesidevith the meaning of
Definition 2.1, unless we are dealing with closed geodesics.

DEFINITION 2.3. Atrain is a Denjoy domair2 ¢ C with QNR = (J;2 o(@n, bn),
such that-oo < ag andb, < a,1 for everyn. A flute surfacds a train withb, = a1
for everyn.

We say that a curve in a traif2 is a fundamental geodesi€ it is a simple closed
geodesic which just intersec® in (ag, bp) and @,, b,) for somen > 0; we denote
by y, the fundamental geodesic correspondingntand 2, := Lq(yn). A curve in a
train © is a second fundamental geodesidt is a simple closed geodesic which just
intersectsR in (ay, by) and @1, bhy1) for somen > 0; we denote by, the second
fundamental geodesic correspondingnt@and 2, := Lg(oy) (see the figures above). If
b, = a,.1, we defineo, as the puncture at this point amg = 0. Givenz € Q, we
define theheightof z ash(z) := dq(z, (a9, bo)).

REMARK. Recall that in every free homotopy class there exists alesingnple
closed geodesic, assuming that punctures are simple ctEsmtesics with length equal
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to zero. That is why both the fundamental geodesic and thensefundamental geo-
desic are unique for evem.

A train is a flute surface if and only if every second fundarakrgeodesic is
a puncture.

Flute surfaces are the simplest examples of infinite endshdtmore, in a flute
surface it is possible to give a fairly precise descriptidritee ending geometry (see,
e.g. [19]).

3. The main results

It is not difficult to see that the values d¢f,} and {r,} determine a train, since
for everyn there exists a single fundamental geodesic and a singlexddaodamental
geodesic (see Remark to Definition 2.3). Then, there must exicharacterization of
hyperbolicity in terms of the lengths of the fundamental dg=ics. It would be desir-
able to obtain such a characterization, since these lertdgibsribe the Denjoy domain
from a simple geometric viewpoint.

In order to obtain this characterization, we need to intoedilne following functions.

(We refer to the next section for the details of the proofseghhical lemmas. We
think that this structure makes the paper more readableguisecit shortens consider-
ably the proof of Theorem 3.2).

DEFINITION 3.1. Let us consider a sequence of positive numieis®, and a
sequence of non-negative numbérs}>> ;. Denote byx, the positive part ok: x, :=
max{x, 0}. Considern > 1 and 0< h <I,. We define A,(h) := max{m < n: |, < h}
if this set is non-empty and\,(h) := 1 in other caseB,(h) := minfm > n: |, < h} if
this set is non-empty an8,(h) := oo in other case,

AK) = ek 4 et @ WAkt nds 4 (re = e = les1) 4,

and
n-1
(m+h=lna)s +€ Y AK), if m<n and Ip<h,
k=m+1
n—1
Im—h+e" > AK), if m<n and I,>h,
k=m
Cam(h) := { min{h, |,, — h}, if m=n,
m-1
In—h+e" " A®K), if m>n and In> h,
k=n m-2
(mat+h=lna)s+€ Y AK), if m>n and Ip<h

k=n
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The functionsT'hm(h) are naturally associated to trains by takifig}p>, and {rn}o2,
as the half-lengths of their fundamental geodesics.

Theorem 3.2. A train @ is hyperbolic if and only if

K :=sup sup

min 'nm(h) < 0.
n>1 hef0,l,] ME[An(h), Bn(h)] m(h)

Furthermore if © is §-hyperbolig then K is bounded by a constant which only depends
on §; if K < oo, thenQ is §-hyperbolic with § a constant which only depends on K.

REMARKS. (1) Notice that this is a real variable characterizationtted hyper-
bolicity.
(2) Theorem 3.2 clearly improves [3, Theorem 5.3]: we needtrtow the lengths of
the fundamental geodesics instead of the precise locatichese geodesics and the
distances taR from their points.
(8) The proof of Theorem 3.2 gives that its conclusion alslidaf we replaceK by

K(lp) := sup sup

min T'nm(h) < o0,
n>1 hefloy] MELAn(h), Ba(h)] m(h)

for any fixedlp > 0. In this case, the constafitdepends orK (Ip) andlo.
Proof. By [3, Theorem 5.3]2 is §-hyperbolic if and only if

Ky := supsup inf da(z, (am, bm)) < o,
m=

n>1 zey,

with the appropriate dependence of the constants(ifs §-hyperbolic, thenK; is
bounded by a constant which only dependsédonf K; < oo, then is §-hyperbolic,
with § a constant which only depends &¢&).

Fix any constanty > 0. Notice that:
(1) da(z, (ag, bo)) = h(2) and da(z, (an, bn)) = Iy — h(z). Since anyz with h(z) <
lo verifies

Inf da(z, (@m, bm)) = da(z, (20, bo)) = h(z) <o,

we only need to considez with lIp < h(2) < Ip.

From now on, let us fixa > 1 andz € y;, with Ip < h(2) <I.
(2) If k<m<n, with |, < h(2), let us consider the geodesicwhich gives the mini-
mum distance betweenand @, by). Define the pointw := o N ym; hencedg(z, w) <
da(z, (a, bx)) and Lemma 4.3 give

dQ(Z! (arm bm)) = d2(21 (amy bm) n )/m) = dZ(Z! ’l,U) = 3dQ(Z! U)) < 3dQ(Z! (ak: bk)),
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whered, is the function in Definition 4.2. In a similar way, k> m > n, with |, < h(2),
thendq(z, (@m, bm)) < 3da(z, (ax, bk)). Hence we only need to considas(z, (am, bm))
with m € {0} U [An(h(2)), Bn(h(2))], in order to study ifK; is finite.

3) If m € (An(h(2),n), thenly < h(z) < |. By Lemma 4.4, we can replace
da(z, (Bm, bm)) by di(z, ym N (am, bm)), whered; is the function in Definition 4.2. 1,

is the point inyy, with h(zy) = h(z), thendi(z, ym N (@m, bm)) := da(z, Zm) + Im — h(2).
Standard hyperbolic trigonometry in quadrilaterals (seg [@2, p. 88]) gives that

1
da(z, zm) = 2Arcsin)'(sinh Edg()/m, Yn) coshh(z)).

Recall that &y, bg) contains the shortest geodesic joinipg and y,,. By Corollary 4.7
we can replacedo(z, zm) by do(ym, ¥n)€"@, and thereforedi(z, ym N (@m, bm)) by
do(¥m» ¥n)€"@ + 1 — h(2). Standard hyperbolic trigonometry in right-angled heotag
(see e.g. [12, p. 86]) gives that

coshry + coshly coshly, 1

d , = Arccosh - :
(Vs Yir1) sinhly sinhly 1

for everyk > 1. Proposition 4.8 gives

do(v 1) = Fllk, Tk, Ti)
= ek 4y gl 4 g @At (re — I = e+ = A(K),

for every k € (An(h(2)), n), since thenly, lx;1 > h(z) > lp. Therefore we can replace
dQ(Zl (afnv bm)) by

n-1

Im—h(2) + €@ " A®K).

k=m

A symmetric argument gives that im € (n, B,(h(2))), then we can replace
dQ(Zl (afnv bm)) by

m-1
Im—h(2) + €@ > AK).
k=n
(4) If m= Ay(h(2), thenh(2) > In. If zny1 is the point inym.1 with h(zmy1) = h(2),

by Lemma 4.5, we can replack(z, (@m, bm)) by da(z, Zns1) + da(Zm1, (@m, bm)). We
have seen in (3) that we can repladg(z, zn.1) by

n-1
@ " A(K).

k=m+1
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Standard hyperbolic trigonometry in pentagons (see edy.[j187]) gives that
sinhdq(zm+1, (Bm, bm)) = — coshly, sinhh(2) + sinhly, coshh(z) coshda(Ym, Ym+1)-

Standard hyperbolic trigonometry in right-angled hexag(see e.g.[12, p. 86]) gives that

coshry, + coshly, coshlp 1

coshd , = : -
2(ym, Y1) sinhly, sinhlm. 1

and hence

sinhdq(zm+1, (@m, bm))

h hi hi
— _ coshly, sinhh(z) + coshh(z) S25rm + COSNim COSMm-+1

sinhlmy1
_coshlp(coshlm ;1 coshh(z) — sinhly, 1 sinhh(z)) + coshry, coshh(z)
B sinhlmg1
__coshly cosh(m1 —h(2)) + coshry, coshh(z)

T = sinhF(Im, Im+1, 'm, h(2)),
where F is the function in Proposition 4.9. Therefore, Corollanl@.gives that we
can replacedq(zm1, (@m, bm)) by (rm+ h(2) —Imy1)+. Consequently, we can substitute
do(z, (am, bm)) by

n—1
(m+ N2 —lmi) + €@ > AK).
k=m+1
A symmetric argument gives that im = Bp(h(z)), then we can replace
da(z, (@m, bm)) by
m—2
(fm-1+h(@) ~lm-1)+ + €@ D " A®K).
k=n

Notice that each time that we replace a quantity by anothehigproof, the con-
stants are under control. Let us remark that (1), (2), (3) @)dgive the result, with
inme[An(h)’Bn(h)] nm(h) instead of miﬂqe[/_\n(h)’gn(h)] Cnm(h).

Let us see now that this infimum is attained. Seeking for aradittion, suppose that
the latest statement is not true. Therefdg(h) = oo andl,, > h for everym > n. Then,
there exists an increasing sequence of integer numfmers with limj_ . I'nm (h) =
iNfme[a.(),00) Tnm(h). By choosing a subsequence if it is necessary, we can asthane
{T'nm, ()} is a decreasing sequence. Hence,

ijfl mj—1

]
Pomyy(h) =lmy, —h+ € > AK) < Doy (h) = I, —h +€" Y~ A(K).

k=n k=n
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Consequently, we have thi,,, <Im, <Im, for every j, and

mjfl mj j
Tomy(h) =lm —h+€" Y AR = "> e =e"> el >eljem,
k=n k=n k=1

Hence, lim_ o ['nm; (h) = Iimj_,ooehje"mi = oo, Which is a contradiction. This finishes
the proof. O

Lemma 3.3. For every >0 and0 < Iy < h <ly,;, we have
e+ h = T4 < e"A®K).
Proof. Let us remark that it is sufficient to prove
e + h —lp1 < @@ WDethea=oe 4 (1 — 1 — Li1)4),

for everyry > 0 and O< Ix = h <lyy1.
Since the left hand side of the inequality does not depentl @md the right hand
side is a decreasing function dg it is sufficient to prove

M+ h —lipr < (e WA= 4 (re—h — 1)),

for everyry > 0 and O< h <ly,;.
If re < h+lxq, then the inequality is

Mt D — ey < e @A0HG) — g1/2) (ki)

which trivially holds sincet < €'/? for every real numbet.
If rx > h+Ic.1, then the inequality is

N +h—ler < €@+ rc—h—l).
Sincee" > 1, it is clear that the function
U@ := "L +rc—h—lxi1) —rk—h+

is increasing inry € [h + I, 1, 00). ThenU(ry) > U(h + I, 1) = €' —2h > 0, and the
inequality holds. O

Proposition 3.4. In any train 2 we have

min Cnm(h) = min Tpy(h),
me[ Aq(h), Ba(N)] nm() = min Fam(h)

for every n>1 and0 < h <|,,.
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Proof. Fixn>1 and 0<h <I,. If m < A,(h), then Lemma 3.3 giveFn,(h) >
oo (h):

n-1 n-1 n-1
() =€ Y~ AK) =€ > AR =AM M) +€e" > AK)
k=m+1 k=An(h) k=An(h)+1
n—1
> (tam +h=lamsn)s +€ > AK) = Toamh).
k=An(h)+1
The casem > B, (h) is similar. O

Proposition 3.5. If for some n we have,l> I, for every m> n, then the conclu-
sion of Theorem 3.2also holds if we replac¢An(h), B,(h)] by [An(h), n] for this n.

Proof. It suffices to remark that for everye y,, andm > n, we havelq(z, (an, b,)) =
In —h(2) <Im—h(2) < da(z, (@m, bm)). O

Although to compute the minimum and the supremum in Theore2nca@n be dif-
ficult in the general case, Theorem 3.2 is the main tool in oro®btain the remaining
results of this paper. We start with an elementary corallary

Proposition 3.6. Let us consider a trair2 with |, < c for every n. Them2 is
3-hyperbolic where§ is a constant which only depends on c.

Proof. For each positive integer, we havel'n,(h) := min{h, |, —h} <I, < c for
everyh € [0, I,]. Hence,K < c¢ and Theorem 3.2 finishes the proof. []

One of the important problems in the study of any propertyistitain its stability
under appropriate deformations. Theorem 3.2 allows togmvesult which shows that
hyperbolicity is stable under bounded perturbations of lémgths of the fundamental
geodesics. Theorem 3.8 is particularly remarkable sineeetlare very few results on
hyperbolic stability which do not involve quasi-isomesieNe need a previous lemma,
it deals with some kind of reverse inequality to the one in beam3.3.

Lemma 3.7. For every k, lkt1 > 0 and 0 < h < I, we have
eh(e_(l/z)(lk+|k+l—rk)+ +(k—lk—ls) ) <@+ @ +h— |k+l)+)e(1/2)(rk+h—|k+l)+'

Proof. Since the right hand side of the inequality does ngiedd only, and the
left hand side is a decreasing function lgn it is sufficient to prove

eh(e—(l/Z)(h+|k+1—rk)+ +(rk—h=l)s) <@+ (e +h— Ik+1)+)e(1/2)(rk+h—|k+1)+,

for everyry, Ik, 1, h > 0.
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If h+lx 1 —rk >0, the inequality is direct since

&'(e W1 4 (1, —h ehe WM+ 1) — gL/2k+h-liia)

—lk+1)+) =

If h+lxi 1 —rk <0, thenry — Ik 1 > h and ¢ + h—Ix; 1)+ > 2h; consequently,

eh(e*(l/z)(h+|K+1*rk)+ + (rk —h-— |k+1)+)
=€"1+rc—h—l1)
< (14 (e + h —lysq1)y)e/D0cth=lea). ]

Next, the result about stability that we have talked abodibrieeLemma 3.7. The-
orem 3.8 is both a qualitative and a quantitative result.

Theorem 3.8. Let us consider two traing2, ' and a constant ¢ such that
Iri—rnl <c, and |l — 14| < c for every n> 1. ThenQ is hyperbolic if and only
if Q" is hyperbolic. Furthermoreif 2 is §-hyperbolic then ' is §’-hyperboli¢ with §’

a constant which only depends énand c.

This result is a significant improvement with respect to [Bedrem 5.33], since,
in that paper, the lengths, andr,, were required to be bounded, whereas Theorem 3.8
only requiresr, —r;, to be bounded. Notice that this is a much weaker conditiom- Fu
thermore, the argument in the proof is completely new.

REMARKS. (1) Notice that in many case® and Q' are not quasi-isometric (for
example, if there exists a subsequeroglx with limy_ In, =0 andly, > co > 0).
(2) We have examples which show that Theorem 3.8 is sharpeithange the con-
stants in Theorem 3.8 by any function growing slowly to irfinithen the conclusion
of Theorem 3.8 does not hold. For instancefrif} is bounded andr,} is not bounded,
then there exist$l,} = {I;,} with  hyperbolic and®2’ not hyperbolic.

Proof. By symmetry, it is sufficient to prove that §& is §-hyperbolic, then®’
is §’-hyperbolic, withs’ a constant which only depends énandc. Therefore, let us
assume thaf2 is §-hyperbolic.

Notice thate™x 4 et < ef(elk + e7lk1),

If Ix + lxe1 <rg, then e (W2MHkr1=Td+ rk—=Ik—lks)e =14+rk—Ilx—Ilxy1 and

e WA Te () — 1) — )+

<143c+rk—Ik—Ilki1
= (14 Bo)(eAAT 4 (1 — i = iya) ).
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/ / 4
If 1 + 1y =g, then

e WAt Tid+ 4 (rli — = o W2+ T+

I/< - II/<+1)+

< e?’c/z(e*(l/z)ak+|k+1*fk)+ + (rc = e = lier)4).

If g + Iy > re andly +1; 4 <1y, then

Ik—|—|k+1—rk§I{<+I,’<+1—rﬁ+30<3c,

r,@—l,’(— |/(+1§I'k—|k—|k+1+3c<30,

and consequently

e W2 4 (rp =1 =i, 1)+
=1+r; =l =l 4 < (1+ 3c)e*/2e /2

< (14 30)e%/2(e WAt 4 (1 — I — 1))
Therefore

el 4 eher 4 @ WAH e 4 (r) — 1y — 11 0)+

<@+ 3C)e30/2(e—|k + gt 4 @ @/20tH—T)+ 4 (re — e =l 1) 4),

i.e. A/(K) < (1 + 3c)e*/?A(k). We also have

(n+h=1h)s 20+ (rm+h=lmin)s,
ll—h<c+ln—h,
min{h, I, —h} < c + min{h, I, — h}.

Hence, we conclude
(Tam)' () < (1 + 30)e*/?T'ym(h) + 2c,

for everyn, m> 1 andh > 0 with eitherm=n or |, I}, <h or Iy, I, > h.
We deal now with the other cases. Let us assume rihat[A,(h), n). The case
m e (n, B} (h)] is similar.

If I}, <h <lpy, thenm= AL (h) andlj, <h <1 .. Applying Lemma 3.3 we obtain

n—1 n—1
Com) (M) = (i +h =1 )+ Y AR <D AR
k=m+1 k=m
n-1
<Im—h+(1+3)e®%" >~ A(K) < (1 + 30)e*/Ty(h).

k=m
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If Im <h <Ij,, thenm > A{(h) andh <[ ,. We also havd;, —h <1 —I, <c.
Applying Lemma 3.7 we obtain

(Tam)'(h)
n—1
=l —h+ et 4 @i 4 @@ WA HinaTm)+ 4 [(F L [ T gh Z A'(K)
k=m+1
n-1
<CH2+ A+ (I +h—1), ) )e®D e 4 (14 3)e™/%" Y~ AK)
k=m+1
n-1
<C+2+(1+20+ (fm+h—lppy);)e"e®2mt-inads 4 (14 30)e®/%e" Y~ A(K)
k=m+1
< C+ 24 (14 2¢ + Tp(h))etet2nM 1 (1 4 3¢)e>/20 m(h).
We can conclude in any case
su h
o min 17) MELALD) B ) ()
= sup mln(an) (h)
he[0, min{lp,I/ }]
< sup min(C+ 2+ (14 2¢+ Fom(h))e’ e (1 4 36)e®/2m(h))

he[0,1,] M=1

<c+2+ 1+ 2c+ K)eeW2X 4 (1 4+ 3c)e*/?K,

for everyn > 1, whereK only depends oré, by Theorem 3.2 and Proposition 3.4.
If for somen we havd,, <1 andh € [l,I;], then Cnn)'(h) <I,—h <1, -1, <cand

h) <c.
hell, ?] mel AL B (h)]( m) () =

Therefore,K’ < ¢ + 2 + (1 + 2¢c + K)efe®/2K + (1 4 3¢)e®*/?K, and the conclusion
holds by Theorem 3.2. O

Theorem 3.8 has the following direct consequence.

Corollary 3.9. Let us consider two train§2, €’ such that [, =r,, and I, =1,
for every n> N. ThenQ is hyperbolic if and only if?" is hyperbolic.

Theorems 3.11 and 3.12 are simpler versions of Theorem Hhihwean be ap-
plied in many occasions, and are obtained by replagingh) for T':, (h) and 'S (h),
respectively. We define now these functions.
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DerINITION 3.10. Let us consider a sequence of positive numblgi§ , and a
sequence of non-negative numbérg}q° ;. Considern > 1 and 0< h <|,. We define

n
(m+h—ln)s+€ > e’ if m<n and Ip<h,
N k=m+1
In—h+e"> el if m<n and Ip>h,
k=m
Iy (h) := < min{h, I, — h}, if m=n,
m
In—h+e" ) e, if m>n and Ip>h,
k=n
m-1
(math—ln)s+€ > ™ if m>n and Ip<h,
k=n

and

n
e Y e if m<n and Ip<h,

k=m+1
ro (h):= m-1
nm ehZe"k, if m>n and Iy <h,
k=n
rra(h), in other case.

The functionsT}(h) and I'%..(h) are naturally associated to trains by takifig}o ;
and {rn}p2, as the half-lengths of their fundamental geodesics.

Theorem 3.11. Let us consider a trairf2 such that there exists a constant-c0
with r, <2¢c+ |l —In41| for every n> 1. ThenQ is hyperbolic if and only if

K* :=sup sup

min r'* (h) < oo.
n=1 he[0,l,] MelAn(h), Ba(h)] m(")

Furthermore if © is §-hyperbolig then K* is bounded by a constant which only de-
pends ond and ¢ if K* < oo, then @ is §-hyperboli¢ with § a constant which only
depends on K and c.

Proof. First, let us consider the integer numbevéith I, +I¢ .1 > r. The inequality
rk — Ik — lkpr < 2c— 2 min{l, lxy1} (which is equivalent tay < 2c + |Ix — lky1]) gives
e WAt rd+ (e — e — 1)y = /2 k—lk—lk+1)

< eC*min{|k,|k+1} < ec(e*|k + e*|k+1)_
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And now, consider the integer numbekswith Iy + Iy, 1 < rx. The inequality 0<
re —lx = lkp1 < 2c =2 minfly, lxr1} gives mirly, lk.1} < ¢, and consequently

efc <@ min{ly,lks+1} 1 < ec(eilk + eflk,)_l).

Hence

e W2A0H 1+ 4 (re — e — hew1)y = 14 e — I — hega

<142 <1+ 20)e(e™ +e).
Then

e*(1/2)0k+|k+1*rk)+ + (rk _ lk _ Ik+1)+ < (1 + ZC)ec(e"" + e*'kﬂ),

e+ et < AK) = (14 (1+ 20)e) (e + e7),

for every k > 1. Hence, if we apply Theorem 3.2 we obtain the conclusiorth wi
infme[An(h),Bn(h)] F;m(h) instead of min,e[An(h),Bn(h)] F;:m(h) In order to see that the infi-
mum is attained we can follow an argument similar to the onthatend of the proof

of Theorem 3.2. ]

Theorem 3.12. Let us consider a trairf2 such that there exists a constant-c0
with r, < ¢ for every n> 1. ThenQ is hyperbolic if and only if

K®:= sup sup ro.(h) < oco.

min
n>1 hef0,l,] ME[An(h), Bn(h)]

Furthermore if Q is 8-hyperbolic then K° is bounded by a constant which only de-
pends ons and ¢ if K% < oo, then Q is §-hyperbolig with § a constant which only
depends on R and c.

REMARK. Notice thatI'%,, is much simpler thafnm,:

Firstly, the four terms in the definition of\(k) are replaced by its first term.

Furthermore, in the first and fifth cases in the definitionIf, we remove the
first term in the corresponding definition o,

In order to obtain these simplifications, we must pay with tlypothesisr, < c,
but this is a usual hypothesis: for instance, every fluteaserfsatisfies it.

Proof. Notice thatrm + h —Ilni1)y <rm =< c if m= Ay(h) (sinceln1 > h) and
(rm1+h=ln_1)y <rm_g < cif m= By(h).

Hence, if we apply Theorem 3.11 we obtain the conclusior iRifine[ a ), B(hy T'r(h)
instead of min,e[An(h),Bn(h)] Fr?m(h)'

In order to see that the infimum is attained we can follow arument similar to
the one at the end of the proof of Theorem 3.2. ]
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Proposition 3.13. In any train Q we have

min T2 (h) =minT? (h),
me[An(h), Bn(h)] (M) m=1 am(h)

for every n>1and0<h <lI,.

Proof. Fixn=>1and 0<h <l If m< Aq(h), thenTQ (h) > T3, ¢ (h):

n

n
o) =" Y ehse" Y e=r0, nh.
k=m+1 k=An(h)+1

The casem > B, (h) is similar. []

Theorem 3.12 let us obtain an alternative proof of a resattdppears in [3], but using
now a completely new argument. It is a simple sufficient ctoifor the hyperbolicity.

Corollary 3.14. Let us consider a trair2 with I, <19, r, < ¢, for every n and

o0
(3.1) Y e <ce™, forevery n> 1.
k=n

ThenQ is §-hyperbolic where§ is a constant which only depends on ¢, and I°.

EXAMPLES. Let us consider an increasit@ function f with limy_ ., f(x) = oo,
and definel, := f(n) for everyn. A direct computation gives thgl,} satisfies (3.1)
if and only if there exist constants M with f’(x) > ¢ > 0 for everyx > M.

Consequently, fom, b > 0 andc € R, the sequencé, := an® + ¢ satisfies (3.1) if
and only ifb > 1.

Proof. Let us considen > 1 andh e [I9 1,]. Sincel; <1° < h, we have that
m = An(h) satisfiesl,, <h < |1 and

n
o (hy =¢e" Z ek < g™t < .
k=m+1

If hel0,19, thenT? (h) <h <1° Hence,K® < maxc,, 1°}, and Theorem 3.12 gives
the result. O

Lemma 3.15. (1) Let us consider a sequenél} such that }, <I,+c for every
positive integer number i n. Then there exists a non-decreasing sequéfjge such
that |I, — 1| < c for every n.
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(2) Let us consider a non-decreasing sequefife If {I,} is a sequence with, —1/| <
c for every nthen |, < I, + 2c for every positive integer number mn.

Proof. We prove now the first part of the lemma. We define a semuf,} in
the following way: I, := maxl4, lo,. .., Iy}. It is clear that{l |} is a non-decreasing
sequence. Sinck, < I, + c for everym =1, 2,...,n, we havel, <I, < I, +c.
Consequently|l, — 1| < c for everyn.

In order to prove the second part, notice thami< n, thenl, <1/, +c=<I,+c =
In + 2c. O

The two following theorems provide necessary conditionshigperbolicity.

Theorem 3.16. Let us consider a hyperbolic trai® with |, <I, + c; for every

positive integer number & n. If K is the constant defined ifheorem 3.2then
rn < 2maxK, 1} + 2log max{K, 1} + 3c;, for every n with };1 > 4(K + cy).

Proof. Let us defineM := max K, 1} and fix n with I,,,1 > 4(K + ¢,).
Let us assume that, < I,.;. Considere € (0, 1/2) andh,;1 :=l41 —éerp. Then

Fn-',—l,n-(-l(hn+1) = min{|n+l — &, &rn} = &rp,
Cniim(hns1) = Im—hpps > lhpa—Ci—hppp =erp—c1, if m>n+1,

Cnrin(hns) = (o +hngps = lng) 4 = @ —=8)rn, i 1y < hpya,

Fn+1 m(hn+1) > ehn+1A(n) > e|n+1—€fne—(1/2)0n+|n+1—rn) > e|n+1—”ne—(1/2)0n+1+|n+1+01—rn)
= e W2a+(/2-am - jf either m<n or m=n and I, > hy1.
Sincee € (0, 1/2)

M > min{ery, efp — ¢1, (1 — &)rp, e /2at(d/2)=e)rny

— min{grn —Cy, ef(l/Z)C1+((l/2)7£)rn},

and we deduce

M+c¢ logM + ¢ /2
r < ma ,
"= X{ € 1/2—¢

Taking e = (M +¢1)/(2M + 2logM + 3c;) (notice thate € (0, 1/2), since logM > 0),
we obtain the equality of the two terms inside the maximund #ereforer, < 2M +
2logM + 3c;.

We prove now that, <I,.;. Seeking for a contradiction, assume that> I,
and consideh"*?! := (3/4)l,,1. A similar argument, witrh"*! instead ofh,1, gives:
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If In+Iht1 <, sincelp ;> 4(K + ¢1),

(1 1 3 1
K> mln{z'nﬂ. Z|n+1 —Cy, Z|n+1. 3(3/4)|”“} = é_lln+l —cy > K,

sincel,;1 > 4(K + ¢1), and this is a contradiction. If, +1,,1 > ry, we obtain with a
similar argument

1

(1 3 _
K> mln{z'm—ly Z|n+1 — Cq, Z|n+1, /Dl (1/2)(:1}

= min{%ln+l —cy, e(1/4)|n+1(1/2)c1} - K,

and this is the contradiction we are looking for. L]

Conditionl, < I, + ¢, for every positive integer numben < n in Theorem 3.16
can seem superfluous, but we have examples which prove thiscti if it is removed,
then the conclusion of the theorem is not true.

The following theorem obtains a similar inequality to (34t with an explicit
control of the constants involved.

Theorem 3.17. Let us consider a hyperbolic trai® with |, < |, + c; for every
positive integer number g n. If K is the constant defined ifheorem 3.2then

o0
Z ek < KeKk+agh  forevery n with } > 2K +c;.

k=n
Proof. Theorem 3.2 and Proposition 3.4 give that

mir11 Mm(h) < K, forevery n>1 and hel0,l,]

m=

Let us fix n with I, > 2K 4+ ¢; andng > n. Considere > 0 with |, > 2K + ¢; + &.
If we defineh:=1,— K —-c¢; —¢/2> K 4 ¢/2 > K, then for anym > n we have
In—h>l,—h—¢c=K+¢/2> K and

Fogn() = T (h) = K + g > K.

If m < n, we obtain

No
[ngm(h) > Fr?om(h) > ¢h Z ek

k=n
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Consequently,

No
> i — H > adn—K-c1—¢/2 —lx
K= ) = i Ptz &S e

k=n
for everyng > n ande small enough. Therefore
K=ékay el
k=n
which finishes the proof. O

Corollary 3.14, Theorems 3.16, 3.17, 3.2 and Propositiéh gdve the following
powerful and simple characterization. In particular, tieisult characterizes hyperbolicity
of trains for whichl, is a non-decreasing sequence.

Theorem 3.18. Let us consider a train2 with I, < I, + ¢; for every positive
integer number nx n.
(1) If {In} is a bounded sequencthen 2 is hyperbolic.
(2) If im0l = 00, then Q2 is hyperbolic if and only if(r,} is a bounded sequence
and (3.1) holds for some constant.c

REMARK. Note that Theorem 3.18 deals with every case under the hgpist
“Im <Ih4+c, for m<n": {l,} is either a bounded sequence or a sequence with dimit

4. Trigonometric lemmas

In this section some technical lemmas are collected. Allhefirt have been used
in Section 3 in order to simplify the proof of Theorem 3.2.

DEFINITION 4.1. Given a surfacéM, a geodesigs in M, and a continuous unit
vector field¢ along y, orthogonal toy, we define theFermi coordinatesbased ony
as the mapE(u, v) := exp, ) v§(u).

It is well known that the Riemannian metric can be expresse@armi coordi-
nates asds’ = dv? + n?(u, v) du?, wheren(u, v) is the solution of the scalar equa-
tion 9%n/0v2 + Ky = 0, n(u, 0) = 1, dn/dv(u, 0) = 0, and K is the curvature of
M (see e.g. [11, p.247]). Consequently,Nf is a non-exceptional Riemann surface,
the Poincaré metric in Fermi coordinates (based on any géog is ds’ = dv? +
costf v du?, sinceK = —1 in the Poincaré metric. We always consider in a train the
Fermi coordinates based osay( bp).
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DEFINITION 4.2. Let us consider Fermi coordinatas () in D. We define the
distancesd; ((uy, v1), (U2, v2)), da((ug, v1), (Uz, v2)) as follows: without loss of generality
we can assume that > v,; then

th((Us, va), (U2, v2)) := d((ug, v1), (U1, v2)) + d((U, v2), (U2, v2))
= v — vz + d((Uz, v2), (U2, v2)),

dz((u1, v1), (U2, v2)) := d((ug, v1), (U2, v1)) + d((Uz, v1), (U2, v2))
= d((ug, v1), (U2, v1)) + v1 — V2.

The following lemma shows that the “cartesian distancgsandd, are compara-
ble to d.

Lemma 4.3. Let us consider Fermi coordinatgs, v) in D and the distances;d
and &. Then

Proof. Triangle inequality gives directly < d; andd < d,. Let us considew; >
vy. It is easy to check that

d((ug, v1), (U1, v2)) = d((Ug, v1), (U2, v2)), d((Ug, v2), (U, v2)) = d((U1, v1), (Uz, v2))

and this impliesd; < 2d.
We also haved((uy, v1), (U2, v2)) < d((uz, v1), (U2, v2)), and then

d((ug, v1), (U2, v1)) = d((ug, v1), (U2, v2)) + d((Uz, v1), (U2, v2))
=< 2d((ug, v1), (U2, v2)),
dz((u1, v1), (U2, v2)) = d((U, v1), (U2, v1)) + d((Uz, v1), (U2, v2))
= 3d((uy, va), (U2, v2)). O

Lemma 4.4. Let 2 be a train and § any positive constant. We have

. 1
di(z, yn N (an, bn)) < 2da(z, (@, b)) + 2Arcsmhm,

for every n> 0 and ze Q with Iy < h(2) < I,.

Proof. Letw be the nearest point ira{, b,) to z, and definev := y, N (an, by),
let vo be the nearest point irag, bg) to v and wy the nearest point inag, by) to w.
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Consider the geodesic quadrilateral ¢~ with verticesv, w, wo and vg. Standard
hyperbolic trigonometry gives that

tanhdg (w, wo) = tanhdg (v, vg) coshdg(vg, we) = tanhl,, coshdg (vg, wp).

Denote byv’ (respectivelyw’) the point inyF = [v,vg] C Q7 (respectively in {v, wg] C
Q1) with h(v") = h(2) (respectivelyh(w’) = h(z)). Consider the geodesic quadrilateral
in Q with verticesv’, w’, wg and vg. Standard hyperbolic trigopnometry (see e.g. [12,
p. 88]) gives that

do(v', w') . do(vo, wo)

hd , -1
sinh == = sinh —=2— coshh(2) = coshh(z)\/cos 2 (vo, wo)

2

. 1 tanhdg (w, wo) - 1 1

=7 coshh(z)\/ tanhi. 1< NG coshh(z) f@anhh@ 1
1 1 —tantf h(2) 1 1

= —— coshh = < .
NG O\ "anhe -~ vZenmnE - vZeng

This fact and Lemma 4.3 imply

di(z, v) = da(z, V') + da(V’, v) < dg(V', w') + da(z, w') + do(w’, w)

1 1
< 2 Arcsinh—— + dy(z, < 2dq(z, 2 Arcsinh———. [
- 2 tanhlg +(z w) a(z w) + 2 tanhlg

Lemma 4.5. Let us consider Fermi coordinatgsl, v) in D. FiX Uy < Ug, g1 :=
{(uyv): u=ug, 0<v <X}, g4:={(U,v): U= U4, v> 0}, and @ the (infinite) geodesic
orthogonal to g in (u1, x). We assume that,gloes not intersect,g Consider(ug, h) €
Ja, With h > X, and (uy, v;) € go, with d((uz, v2), (Us, h)) = d(g2, (Us, h)). Then

d(92, (us, h)) = d(g2, (us, h)) + d((us, h), (ua, h)) = 6d(g2, (Us, h)),

for every 4 < uz < ug.

Proof. We only need to prove the second inequality. Eixe [Uz, Ug).
Let us assume that, < h. Then Lemma 4.3 implies

d(92, (us, h)) + d((us, h), (us, h))

= d((uz, v2), (U2, h)) + d((uz, h), (us, h)) + d((us, h), (us, h))

< d((uz, v2), (U2, h)) + 2d((uz, h), (us, h))

< 2dx((u2, v2), (Ug, h)) = 6d((uz, v2), (Ug, h)) = 6d(Qz, (Us, h)).
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Let us assume now that > h. Lemma 4.3 also implies

d(92, (us, h)) + d((us, h), (us, h))

= d((uz, v2), (uz, h)) +d((uz, h), (us, h)) + d((us, h), (us, h))

= d((uz, v2), (U2, h)) + 2d((uz, h), (us, h))

= 2d1((Uz, v2), (U4, h)) = 4d((uz, v2), (Us, h)) = 4d(gz, (Ua, h)). O

Lemma 4.6. Let us define F as

sinh 1
log(sinha coshx), if a>1.

i sinhacoshx, if 0<a<1,
F(a, x) :=
Then
F(a, x) < ae < 2 sinha coshx,

for every g x > 0.

Proof. The last inequality is a direct consequence of sinha ande* < 2 coshx.
If a > 1, the functionh(x) := ae* —a — x satisfiesh’(x) =ae*—1>a—-1>0
for every x > 0. Hence,h(x) > h(0) = 0 for everyx > 0, and we conclude

a€® > a + x = log(e®e*) > log(sinha coshx),
fora>1 andx > 0.

Since the functiorH (a) := sinha—asinh 1 is convex in [0, 1], it satisfiebl (a) <
max{H (0), H(1)} = 0 for every 0< a < 1. Hence,

e > sinha coshx,

1
sinhae® > —
1 sinh 1

for0<a<1andx >0. O
This result has the following direct corollary.

Corollary 4.7. For a set EC {(a, X): a, x > 0}, we haveArcsinh(sinra.coshx) <
ci, for every(a, x) € E and some constant cif and only if a& < c;, for every(a, x) €
E and some constanb.c

Furthermore if one of the inequalities holdghe constant in the other inequality
only depends on the first constant.
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Proposition 4.8. (1) There exists a universal constant such that

cosht + coshx coshy
sinhx sinhy

> C]_(e_x + e_y + e_(l/z)(x+y_t)+ + (t — X — y)+)'

f(x, y, t) := Arccosh

for every x y,t > 0.
(2) For each b > 0, there exists a constan,cwhich only depends on,l such that

cosht + coshx coshy

- - <C efx efy ef(l/z)(x+y*t)+ t — X — ,
sinhx sinhy sce” + * * Y)+)

Arccosh

for every t> 0 and x y > lo.

REMARK. This result is interesting by itself: iH is a right-angled hexagon in
the unit disk for which three pairwise non-adjacent sidesY, T are given (with re-
spective length, vy, t), then the opposite side of in H has lengthf(x, y, t) (see
e.g. [12, p.86], or the proof of Theorem 3.2).

Proof. First, we remark that ik > lp, thene Zoe* > 1 ande® — 1 > (1 —
e~20)e*. Therefore, if we define;? := (1 —e20)/2, we have for every > I,

e” —1>2c;'e®, sinhx > cz'e’, cothx =1+ <1+ ce?.

2
ex —1
We also have

cothx = 1+ >142e %, forevery x>0.

2
ex—1

Let us start with the proof of item (1).
If f>3, thenf >e*+eV+e WA=+ |f f <3, then 1+ (2/3)c,%f? >
coshf, for some universal constanf < 1, and

2
1+ écffz > coshf > 27 + cothx cothy
> 2e PV D 1 (14 26 2)(1 4 26 Y),

2
1+ 50221‘2 > 1426 %+ e 4 e xy i,

G = V3Ve X fed fe bty > e X 4V 4 g @AY

f > cyle X + e 4 e WAKHY-y

where we have used the inequalif8/a + b + ¢ > /a++/b+ /c, for everya,b,c > 0.
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This inequality is (1) ift <x+y. If t > x4y, then

cosht

coshf > ————— +1>2"*Y 1
sinhx sinhy
4 1
> Eet‘x‘y + 4—2e‘(“x‘y) = coshf — x — y + log 4)

and f >t—x—y+logd> (t —x —y), + e HAx+ty-0
Consequently we have

f > C]_(e_x + e_y + e_(l/z)(x+y_t)+ + (t — X — y)+),

for every x, y,t > 0, with ¢; := ¢4/2, sincecs < 1.

Next, let us prove item (2). Fixo > 0. We have seen that sich> c;'e* and
cothx < 14 cze?, for everyx > lo.

Let us assumé > x +y. If X,y > lg, then

cosht + coshx coshy

< 2™ + cotlf lo.
sinhx sinhy =G + 0

1 f
—e' <coshf =
5€ =

Consequently,
e’ <2ce"™ Y 4 2cotifly < e X Vs,

with ¢s := log (2c3 + 2 cottf lg), sincet —x —y > 0. Hence,f <t —x—y + s =
(t =X —y)y + cse WA+Y-0+ for everyt > 0 andx, y > lp with t > X +y.
Let us assumeé < x + y. If X, y >lg, then

1
1+ = f2 <coshf <cie™Y + cothx cothy < c3e" ™Y + (1 + cze 2)(1 + cze ),

f2 < C%et—x—y + c3e‘2X + Cge—Zy + Cge—ZX—Zy,

NI NIEREN

1
2 <36 + e + cze + Ecg(e‘2X + ),
f2 < 2c2e7 Y 4 (2¢3 4 c2)e™Z + (2c3 + cAe Y,
12 < Qe + e ety
f<cse™+e”+e ™ 4 (t—x—-y).),

where ¢z := max{2c3, 2c; + c3}, for everyt > 0 andx, y > lp with t < x + y. Then
we have (2) withc, := max{1, cs, Cg}. OJ
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Proposition 4.9. For each b > 0, we have

coshx coshfy — h) + cosht coshh
sinhy

<e M 4e My (t+h-y),,

F(x, y, t, h) := Arcsinh

for every x y, t, h > 0, verifying y> h > x and y> lo. Furthermore the constants in
the inequalities only depend og. |

REMARK. This result is interesting by itself: iH is a right-angled hexagon in
the unit disk for which three pairwise non-adjacent sidesY, T are given (with re-
spective lengthx, vy, t), P is the nearest point tX in Y, and P, is the point inY
with d(P,, P) = h, then F(x, y, t, h) is the distance betweeR, and the opposite side
of Y in H (see the proof of Theorem 3.2).

Proof. We have seen that if > I, andc;? := (1 — e72°)/2, we havec;le¥ <
sinhy < eY/2. We also haves/2 < coshz < €*, for everyz > 0.

Then sinhF =< e "X 4 e Y+t sincey > I andy > h, and the constants in the
inequalities only depend oh.

If h+t <y, thene "X 4 gvyth+t <2 and

Fx<sinhF < e ™ 4 g0 = ghtxp g0 4 (t 4 hoy),.
If h+t>y, thene "X 4 eVv+h+t > 1 and
ef < sinhF =< e X 4 gVt < gth—y — g=lglt(t+h-y):
Since

(e'ey™" 4 eeh)/4

F > Arcsinh
ev/2

o1 1
> Arc5|nh§(e‘h+x + gyHhHty > Arcsinh> > 0,

and 14+ (t + h—y), > 1> 0 for everyx, y, t, h > 0, andeF =< el*t+h-Y+ for every
X, Y, t,h >0, verifyingh+t>y>h>x andy > |y, we obtain thatF < 1+ (t +
h—vy),. Since 1< e "X 4+ 1 = e M* 4 e00-"-0+ <2 we also conclude thaf =
e X e L t+h—y),, ifh+t>y. O

The following corollary can be directly deduced from thisuk.

Corollary 4.10. For each p > 0, let us consider a set E {(x,y,t,h): X,y,t,h >
0, y>=h=>x, y=>lg}. We have kx, y,t, h) <c, for every(x,y,t,h) € E and
some constanti¢ if and only if (t +h —y); < ¢, for every(x, y, t, h) € E and some
constant .

Furthermore if one of the inequalities holgdghe constant in the other inequality
only depends on the first constant and |
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Obviously, we can replace conditioh{h—-y), <c, by t+h—y <c,. We prefer
the first one sinceé~ will be a distance andt# h—y), > 0.

ACKNOWLEDGEMENTS We would like to thank Professor J.L. Ferndndez for some
useful discussions. Also, we would like to thank the refdogehis/her careful reading of
the manuscript and several useful comments.

References

[1] H. Aikawa: Positive harmonic functions of finite order in a Denjoy typmréin Proc. Amer.
Math. Soc.131 (2003), no. 12, 3873—-3881.

[2] V. Alvarez, D. Pestana and J.M. Rodrigudgoperimetric inequalities in Riemann surfaces of
infinite type Rev. Mat. Iberoamericand5 (1999), 353—-427.

[3] V. Alvarez, A. Portilla, J.M. Rodriguez, E. Tourisdromov hyperbolicity of Denjoy domains
Geom. Dedicatd 21 (2006), 221-245.

[4] V. Alvarez, J.M. Rodriguez and D.V. YakubovicEstimates for nonlinear harmonfaneasure’s
on trees Michigan Math. J49 (2001), 47-64.

[5] Z.M. Balogh and S.M. BuckleyGeometric characterizations of Gromov hyperbolicifyvent.
Math. 153 (2003), 261-301.

[6] A. Basmajian: Constructing pairs of pantsAnn. Acad. Sci. Fenn. Ser. A | Mati.5 (1990),
65-74.

[71 A. Basmajian:Hyperbolic structures for surfaces of infinite typerans. Amer. Math. So336
(1993), 421-444.

[8] Y. Benoist: Convexes hyperboliques et fonctions quasisymétriqBebl. Math. Inst. Hautes

Etudes Sci97 (2003), 181-237.

[9] M. Bonk, J. Heinonen and P. Koskel&iniformizing Gromov hyperbolic spacesstérisque270
(2001).

[10] A. Cantén, J.L. Fernandez, D. Pestana, J.M. Rodrig@#z:harmonic functions on tregfo-
tential Anal.15 (2001), 199—244.

[11] I. Chavel: Eigenvalues in Riemannian Geometry, Acaideftess, Orlando, FL, 1984.

[12] W. Fenchel: Elementary Geometry in Hyperbolic Spaee Giuyter, Berlin, 1989.

[13] J.L. Fernandez and J.M. Rodrigue&rea growth and Greéa function of Riemann surfaces
Ark. Mat. 30 (1992), 83-92.

[14] J.B. Garnett and P.W. Joneghe Corona theorem for Denjoy domajrscta Math.155 (1985),
27-40.

[15] E. Ghys, P. de la Harpe: Sur les Groupes Hyperboliquaprds Mikhael Gromov, Progress in
Mathematics83, Birkhauser Boston, Boston, MA, 1990.

[16] M.J. Gonzalez:An estimate on the distortion of the logarithmic capac®yoc. Amer. Math.
Soc. 126 (1998), 1429-1431.

[17] M. Gromov: Hyperbolic groups in Essays in Group Theory, Math. Sci. Res. Inst. P@l.
Springer, New York, 1987, 75—-263.

[18] M. Gromov: Metric Structures for Riemannian and non-Raamian Spaces, Progress in Math-
ematics152 Birkhauser Boston, Boston, MA, 1999.

[19] A. Haas:Dirichlet points Garnett pointsand infinite ends of hyperbolic surfagésAnn. Acad.
Sci. Fenn. Math21 (1996), 3—29.

[20] P. Hasto:Gromov hyperbolicity of thegj and jg metrics Proc. Amer. Math. Socl34 (2006),
1137-1142.

[21] P. Hastd, H. Linden, A. Portilla, J.M. Rodriguez, E. TsurGromov hyperbolicity of Denjoy
domains with hyperbolic and quasihyperbolic metrits appear in J. Math. Soc. Japan.



206

(22]

(23]

(24]
(25]
(26]
(27]

(28]

(29]
(30]
(31]
(32]
(33]
[34]
(35]

(36]
(37]

(38]
(39]
[40]

[41]

A. PORTILLA, J.M. RODRIGUEZ AND E. TOURIS

P. Hasto, A. Portilla, J.M. Rodriguez, E. TourSomparative Gromov hyperbolicity results for
the hyperbolic and quasihyperbolic metricSomplex Var. Elliptic Equ55 (2010), 127-135.

P. Hasto, A. Portilla, J.M. Rodriguez, E. TouriSromov hyperbolic equivalence of the hyper-
bolic and quasihyperbolic metrics in Denjoy domairBull. Lond. Math. Soc.42 (2010),
282-294.

P. Hasto, A. Portilla, J.M. Rodriguez, E. Touridniformly separated sets and Gromov hyper-
bolicity of domains with the quasihyperbolicity mefrpreprint.

I. Holopainen and P.M. Soardip-harmonic functions on graphs and manifqldganuscripta
Math. 94 (1997), 95-110.

M. Kanai: Rough isometrigsand combinatorial approximations of geometries of noncachp
Riemannian manifolds]. Math. Soc. Japa87 (1985), 391-413.

M. Kanai: Rough isometries and the parabolicity of Riemannian méasfal. Math. Soc. Japan
38 (1986), 227-238.

M. Kanai: Analytic inequalitiesand rough isometries between noncompact Riemannian mani-
folds in Curvature and Topology of Riemannian Manifolds (Katat885), Lecture Notes in
Math. 1201, Springer, Berlin, 1986, 122-137.

A. Karlsson and G.A. NoskovThe Hilbert metric and Gromov hyperbolicjt{Enseign. Math.
(2) 48 (2002), 73-89.

A. Portilla, J.M. Rodriguez and E. Touri&romov hyperbolicity through decomposition of met-
rics spacesll, J. Geom. Anal.14 (2004), 123-149.

A. Portilla, J.M. Rodriguez and E. Tourihe topology of balls and Gromov hyperbolicity of
Riemann surfacedDifferential Geom. Appl.21 (2004), 317-335.

A. Portilla, J.M. Rodriguez and E. Touri§he role of funnels and punctures in the Gromov
hyperbolicity of Riemann surfaceBroc. Edinb. Math. Soc. (29 (2006), 399-425.

A. Portilla, J.M. Rodriguez and E. TouriStability of Gromov hyperbolicityJ. Adv. Math.
Stud. 2 (2009), 77-96.

A. Portilla and E. TourisA characterization of Gromov hyperbolicity of surfaceshaiiriable
negative curvaturePubl. Mat.53 (2009), 83-110.

J.M. Rodriguez:lsoperimetric inequalities and Dirichlet functions of Riann surfacesPubl.
Mat. 38 (1994), 243-253.

J.M. Rodriguez:Two remarks on Riemann surfagcé&ubl. Mat.38 (1994), 463—-477.

J.M. Rodriguez and E. Tourigdromov hyperbolicity through decomposition of metric sgsac
Acta Math. Hungar103 (2004), 107-138.

J.M. Rodriguez and E. Touri# new characterization of Gromov hyperbolicity for negaljv
curved surfacesPubl. Mat.50 (2006), 249-278.

J.M. Rodriguez and E. TourisGromov hyperbolicity of Riemann surfagescta Math. Sin.
(Engl. Ser.)23 (2007), 209-228.

P.M. Soardi:Rough isometries and Dirichlet finite harmonic functionsgraphs Proc. Amer.
Math. Soc.119 (1993), 1239-1248.

J. Vaisala:Hyperbolic and uniform domains in Banach spacAsin. Acad. Sci. Fenn. Math.
30 (2005), 261-302.



GROMOV HYPERBOLICITY OF FLUTE SURFACES 207

Ana Portilla

St. Louis University (Madrid Campus)
Avenida del Valle 34, 28003 Madrid
Spain

e-mail: aportil2@slu.edu

José M. Rodriguez
Departamento de Matematicas
Universidad Carlos Il de Madrid
Avenida de la Universidad 30
28911 Leganés, Madrid

Spain

e-mail: jomaro@math.uc3m.es

Eva Touris

Departamento de Matematicas
Universidad Carlos Il de Madrid
Avenida de la Universidad 30
28911 Leganés, Madrid

Spain

e-mail: etouris@math.uc3m.es

Current address:

Departamento de Matematicas

Facultad de Ciencias

Universidad Autébnoma de Madrid Campus de Cantoblanco
28049 Madrid

Spain

e-mail: eva.touris@uam.es



