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Abstract  
As the global market for emotion recognition technologies (ERT)—which claim to use artificial 
intelligence to recognize emotions—rapidly expands, there is also increasing concern about their 
ethics. This paper reports on the results of a structured review of the literature on the ethics of 
emotion recognition technologies, to synthesize the ethical concerns expressed in the analyzed 
corpus of literature. This exploratory review draws on literature retrieved from the academic 
database Web of Science and from a hand-searching process, with a total of 43 articles included 
following a four-phased screening process. Three key areas of ethical concern were extracted 
from the literature: first, the risk of biased and unfair outcomes due to the faulty bases and 
problematic premises of ERT; second, the sensitivity of emotion data used by ERT; and third, 
the risk of harm that arises from the technologies in consequential settings including 
employment, education, healthcare, and policing. This paper additionally reports on a qualitative 
synthesis of the guidelines for ethical use of emotion recognition technologies proposed in the 
literature, finding that they address the need for both ethical design and implementation, and are 
focused most heavily on the need for: a defined scope for the use of ERT, ethical decision-
making, fairness and non-discrimination, and privacy. Ultimately, this review finds that these 
technologies raise significant—and potentially insurmountable—ethical issues, even as their 
commercial development for widespread use continues. 

Keywords 
Emotion recognition technologies, ethics, artificial intelligence, literature review  

Introduction 
An increasingly lucrative market for emotion recognition technologies (ERT) continues to 
expand, with the implementation of the technologies proceeding apace. Estimates vary for the 
value of the global market for ERT, though there are indications that the industry may be worth 
as much as 37 billion USD by the year 2026 (1).  ERT are part of a broader, multidisciplinary 
field often referred to as affective computing, encompassing “systems and devices that can 
recognize, interpret, process, and simulate emotion or other affective phenomena” (2,3). Though 
affective computing is a field made up of a range of technologies with diverse capabilities, the 
label is often used interchangeably—and at times misleadingly—with artificial emotion(al) 
intelligence, emotion(al) AI, affect recognition, and emotion recognition to refer to related 
technologies (3,4). The focus of this paper is on technologies that claim to use narrow artificial 
intelligence (AI) to identify emotions based on biometric signals, even when they are simply 
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detecting surface-level changes in facial movements (5). Therefore, “emotion recognition 
technologies” (ERT) is used as a standard term (6).  
 
Whereas ERT were previously primarily designed for health-related applications, there has been 
a growing shift towards commercial uses, and the risk of a shift from recognizing, towards 
predicting, and ultimately potentially controlling behavior (2,7–9). ERT—like other technologies 
relying on biometric data (10)—is controversial, but this controversy is deepened by a lack of 
consensus around what emotion is, and robust critique of the proposition that it is possible for 
emotions to be “recognized” by machines (11,12). Thus, there is a small but growing body of 
literature expressing concerns about the ethics of emotion recognition technologies, even as 
major investments into their development and implementation continue.  This paper adds to prior 
research (e.g., 13,14) by reporting on the results of a structured review and synthesis of this body 
of literature, which was conducted to scope the landscape around the ethics of ERT, and to 
identify the extent to which the ethical issues associated with ERT are prohibitive, in part 
through the application of two ethical frameworks in the discussion.    
 
As a result of the analysis of the literature, this paper reports on three key areas of concern: first, 
the risk of biased and unfair outcomes due to the faulty bases and problematic premises which 
underpin ERT; second, the sensitivity of emotion data; and third, and the risk of harm arising 
from the use of ERT in consequential settings. Multiple studies included in this review proposed 
guidelines and principles for the ethical design and use of ERT. Therefore, this paper 
additionally reports on a qualitative synthesis of these guidelines. Moreover, the discussion of 
this paper extends beyond the literature identified in the reported review to draw in broader 
perspectives on the ethical issues raised by AI systems broadly, and to apply these to the case of 
ERT. Ultimately, though some argue for the possible benefits of responsibly designed and 
deployed ERT (5,15), the results of this review highlight persistent, significant, and potentially 
insurmountable ethical issues arising from ERT.  
 
An overview of ERT  
ERT are necessarily underpinned by certain assumptions about what emotion is, despite ongoing 
debate in this area.  As indicated by Stark and Hoey (13), emotion may best be understood as a 
“compound phenomenon,” made up not only of the physiological, expressive, and behavioral 
components read by ERT, but also by subjective and contextual components (3,8,13,16). It is 
noteworthy that, although at times used interchangeably, emotion and mood can be understood 
as subcategories of an overarching category of affect; emotion tends to have a shorter duration, 
and is more likely to have an object than mood (17).  
 
As described by Bakir et al. (15) the origins of ERT can be traced back to the 19th century, when 
Duchenne de Boulogne “created a taxonomy of facial expressions that informs modern computer 
vision techniques.”  Today, they are being developed within these clusters both by relatively 
established technology companies such as Amazon, Hitachi, and NEC, and also by start-ups 
including Sensum, Affectiva, and Real Eyes (18,19). A bibliometric analysis conducted by Ho et 
al. (2) found two regional clusters of research activity in relation to affective computing more 
broadly: an Asia-Pacific cluster made up of the United States, China, Singapore, Japan, and 
India; and a European cluster, made up of Germany, the United Kingdom, and the Netherlands; 
Canada and Israel are also leaders in research and development (16).  
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It is noteworthy that ERT can be “bundled” with existing facial recognition systems, and are 
increasingly being applied in a variety of settings, as reported in Table 1 below: 
 

Table 1 Areas of implementation of ERT 

Area 
Customer service (4,8) 
Education (2,4,8,9,13–15,18,20) 
Employment (2,4,13–15,21) 
Entertainment (2,4,8,9) 
Finance (8) 
Governance and politics (8,20) 
Healthcare (4,8,9,13,15,22) 
Insurance (9) 
Law enforcement and defense (4,8,13–15) 
Marketing (4,8,9,14,15) 
Mental health (4,13,14) 
Social and other media (4,15,20) 
Transportation (2,4,8,13–15) 

 
The wide-ranging application of ERT as seen above, including in consequential settings such as 
education, employment, and law enforcement, brings to light an urgent need to better understand 
their ethics. 
 
Purported benefits of ERT 
A range of purported benefits arising from the use of ERT have been put forward—a few key 
exemplars are given here. It has been incorporated into systems in order to detect users’ emotions 
and adjust the system itself to users’ emotions (23). For example, ERT are proposed for use in 
advertising and retail in order to adapt the retail experience to the individual, providing 
customized recommendations to individuals based on their affective states, or offering 
augmented reality elements adapted to individual customers at a given point in time (24) . 
Though this level of customization may be perceived to be invasive, it is justified as providing 
“higher levels of service” to customers, “akin to ‘living in a small town where everybody knows 
your name’” (24).   
 
In other instances, the use of ERT has been proposed as a way to support health and well-being, 
including by assisting in the emotional self-awareness of individuals, often with the justification 
that greater awareness of emotional states will contribute to the development of a “better society”  
(24). Uses in healthcare are argued to be a way to increase personalization of healthcare and thus 
benefit patient health (25). A key use case for ERT in pediatric healthcare is said to be support 
for emotion recognition and emotional awareness in children with autism (23,26,27), and has 
been one of the earliest use cases proposed for affective computing broadly (28). Uses in this 
area include the incorporation of ERT into “serious games,” through which children are 
prompted to identify an emotion, express it, and then identify it “in the wild” (23), or through the 
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development of a smart “emo-mirror” to aid in emotion detection (29). It is noteworthy, 
however, that an initial deployment study of the emo-mirror found concerns from health 
professional participants about the insufficiencies of such an approach, including the limitations 
inherent in a machine-based approach, the overly limited range of emotions such technologies 
are designed for, or the discomfort children may experience in using the mirror (29).  
 
ERT is also put forward as beneficial to adults in the workplace. It is justified as a means through 
which employers can ensure the mental well-being of their employees (24), including 
“safeguard[ing] against toxic practices in the workplace” (30) by, for example, identifying 
indicators of harassment.  Meanwhile, there are expectations that the introduction of AI tools to 
assist with the regulation of emotions could contribute to increases in productivity and 
effectiveness (31). A notable site for workplace surveillance of emotions using ERT is on the 
road, to improve safety as well as the mental health of drivers such as truck drivers, though the 
uses for ERT extend to private vehicles as well (32–34). Beyond this, it is also proposed as a way 
to manage crime and assist in policing, though there are concerns that it may simply be a modern 
day version of phrenology (1,20). In this way, then, the development and implementation of ERT 
across a range of settings are justified as bringing benefits to user experience, well-being, and 
safety. Yet, as will be explored below, the technologies themselves rest on fundamentally 
problematic assumptions.  
 
Conceptualizing emotion 
These uses for ERT fundamentally draw on an assumption that it is possible for emotional states 
to be detected from visual or biological cues, which has been strongly refuted (11). Though a 
range of models for conceptualizing emotion exist (18), including hybrid models, Stark and 
Hoey  (13) identify three models of emotion in particular: emotion as “felt experience,” through 
which emotions are primarily identified based on how they “feel” to the individual; emotion as 
an “evaluative signal,” through which emotions cause or are caused by particular cognitive 
states;  and emotion as a “motivating drive.” ERT are based on this third model of emotion as a 
“motivating drive” (13). This model draws on the Basic Emotions approach proposed by Paul 
Ekman and colleagues, which claimed to identify six basic emotions as universal; therefore, 
emotions were understood to be primarily physiological and as something that could not be faked 
(35) . In that sense then, emotions are understood to be perceptible from the outside, making 
them potentially “machine-readable” (9,36).  
 
Yet, this model—and the ERT developed based on it—has received robust critique over the 
faulty “science” (21) behind it, and for its overly limited understanding of emotion. It neglects 
the performative role of emotion (18), and the role of contextual and subjective factors, as will be 
discussed below (4,10,14,16). For this reason, this approach has been critiqued, notably by 
Barrett et al. (11), in a comprehensive review of the field which found that emotions indeed 
cannot reliably be identified based on facial movements. Moreover, the approach has been 
critiqued for drawing heavily on interpretations of emotions elicited in artificial settings, and thus 
being fundamentally unsound (11,37).  
 
In light of the unfeasibility of reliably detecting emotions based on physical cues, it is 
noteworthy that the data used for emotion recognition is at best understood as proxy data (12), 
though there is a lack of consensus on associations between physiological cues and emotional 
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states (24). The data used for ERT includes facial expressions, physiology and vital signs, 
posture, gait, behavioral patterns, as well as text and speech, though much of the field remains 
based primarily on facial expressions, which is thus the focus of this paper (4,6,14,20). 
 

Methodology 
An exploratory, structured review of the literature was conducted to identify academic and grey 
literature articles on the ethics of ERT. A list of keywords related to ERT was compiled based on 
recent research in the area and were combined with terms related to ethics and ethical, legal, and 
social issues (ELSI) to create a search strategy. Web of Science was selected as the primary 
academic database due to its comprehensiveness. The search strategy was tested through a series 
of pilot searches to identify the optimal combination of keywords to maximize the retrieval of 
relevant articles. This search served as a base-point for gathering relevant literature, and was 
supplemented by a review of the references of all included articles to identify any additional 
relevant titles, and by hand-searches through Google Scholar and Semantic Scholar. The time 
period covered by this study was a 10-year period with a cut-off point of items published prior to 
June 15, 2022. 
 
The retrieved articles were screened through a four-phased process: first, title screening of all 
retrieved articles; second, abstract screening for articles included in the first phase; third, full-text 
screening to determine final inclusion; and fourth, reference screening and hand-searching to 
identify additional articles of relevance (see Fig 1). Articles were included if there was a clear 
focus on the ethics of ERT. Articles focused on affective computing more broadly, such as those 
focused on AI or robots which simulate emotion, as well as articles focused on sentiment 
analysis and the recognition of emotion from text and other non-physiological sources were 
determined to be outside of the scope of this review and were excluded (e.g. (38)). Articles were 
excluded when they focused primarily on new technologies or techniques or otherwise addressed 
ethical issues only incidentally. Editorials and book reviews were also excluded.  
 
Data about all included articles, including the author, aim, setting, methodology, findings, and 
sources of funding, were extracted into an expanded version of the table included in the 
Appendix. Key points from the articles were compiled thematically. The points were categorized 
through an inductive approach drawing on an adapted version of thematic analysis (e.g., (39)), 
identifying overarching themes emerging from the data. Continuing this inductive process, then, 
the thematic frame was progressively adjusted, until all themes were collapsed into three 
overarching themes, presented below. The aim of the analysis was to draw out the key themes 
across the literature to provide an overview of the landscape, rather than to categorize the 
literature or the issues into definitive categories. Therefore, as noted in the table of results 
included in the Appendix, there was overlap among the themes within particular articles, as 
multiple themes frequently appeared in a single article. When this occurred, single articles were 
referenced within more than one theme.  
 
Multiple articles included in this study proposed a set of guidelines, postulates, or principles for 
the ethical implementation of ERT. As a secondary analysis, these guidelines were analyzed to 
identify commonalities across multiple guideline sets. The guidelines were extracted from their 
respective articles and coded by the author using a qualitative approach. This approach was 
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primarily based on inductive, open-coding inspired by thematic analysis (39). Coding was 
repeated over multiple rounds and with a period of time in between to ensure intra-coder 
reliability. Following inductive coding, reference was made to Fjeld et al.’s (40) analysis of 
guidelines for AI ethics in collapsing smaller themes into overarching themes (39). Following 
this, and in order to grasp the nature of the guidelines and which parts of the ERT lifecycle they 
were primarily relevant to, the themes were then clustered into two broader areas depending on 
whether they dealt with imperatives for design or for implementation.  

Results 
A total of 1,455 articles were retrieved through the search strategy described above. Through the 
four phases of screening, a total of 43 articles were included (Fig 1).  
  

 
 

Fig 1 Flow of inclusion 

The included works, their aims, and a representative extract or other key takeaway from each 
work are charted in the Appendix. Also included in the table in the Appendix is an indication 
(denoted by a circle) of which articles reflected the key themes included in the discussion below, 
to serve as an aid in situating the themes in the discussion below within the analyzed literature.  
It is noteworthy that three articles (41–43) identified through the database search were primarily 
focused on techniques for ERT, but were included as they highlighted key issues around bias, 
and thus the ethics of ERT. Moreover, multiple included articles were by a research group 
investigating the implications of ERT, including articles authored or co-authored by McStay 
(5,9,15,15,18,19,24,36,44–47).  
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Ethical considerations 
The analysis of the literature led to the identification of ethical concerns in three key areas. The 
first was the risk of biased and unfair outcomes through the use of the systems. This theme 
encompassed issues which arise as a result of the problematic premises which underpin ERTs, 
including the shaky science of emotions. The second theme addressed the sensitivity of emotion 
data which is used in ERTs, including the perceived implications of collecting and utilizing data 
on human emotion through ERTs. The third theme present in the literature, though overlapping 
with the first two,  was concern over the risk of harm arising from the use of ERT in particular, 
consequential settings, including workplaces, education, healthcare and policing.  
 
Biases and faulty bases  
Multiple studies reported on the risk of bias and unfairness as a key ethical issue in ERT, due at 
least in part to the problematic premises which underpin it. As described above, there is a notable 
lack of consensus around what emotion is and how it can be operationalized and measured. ERT 
are primarily based on the Basic Emotions model, which sees emotion as “distinct natural 
categories,” identifiable from behavior, and generally designed “to only recognize a small 
number of emotions (e.g., 6) which is hardly representative of real life” (35). This model has 
been critiqued as “Western-centric” (36), and a product of “Western, Educated, Industrialized, 
Rich, and Democratic (WEIRD) nations” (16). Perhaps as a result of this limited background, 
ERT are generally not designed to factor in either immediate or broader contextual factors 
including culture, despite the relevance of these factors in emotion (4,10,14,16).  They thus risk 
overemphasizing simple facial movements, which is problematic when ERT are used in 
consequential decision-making, as further discussed below (35). It is noteworthy, however, that 
Bakir et al. (2,15,36) warn that a shift towards the use of increased contextual data in the form of 
"multimodal sensing" may lead to even more invasive data collection practices, and would “bake 
into our urban environments widespread and intensive surveillance of our emotions.”  
 
Furthermore, ERT often rely on third-party annotation of data. Hernandez et al. (14) question the 
basic viability of this approach, arguing that there is “an obvious mismatch between felt 
emotions, expressed emotions, and perceived emotions.” They argue that this is the case not only 
for third-party annotation, but also for self-report, which can be impacted by “confounds” (14) 
such as the framing of the question, recall biases, and misattribution of arousal. Moreover, data 
annotation can introduce biases, as annotation is often based on convenience samples, without 
sufficient controls, and reflects the implicit biases of those doing the labeling (48). This is 
particularly problematic when annotation conducted in one setting is later used as the basis for 
algorithms exported elsewhere; McStay (18) highlights the prevalence of annotation conducted 
by white Westerners for algorithms applied internationally, though this can also be problematic 
when the technology is used in a different part of a single country (20).  
 
The biases that occur as a result of these processes are covered by a list compiled by Booth et al. 
(48) of two broad categories and seven specific types of bias that can arise in machine learning 
for affective computing broadly. These include, under the category of deficiency: 
selection/sampling bias and omitted variables; and under the category of contamination: 
historical, representational, behavioral, presentational, and observer-based biases. The presence 
of biases based on insufficient representation are increasingly being recognized, with 
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intersectional identities in particular under-represented in the data used for ERT (41,48). There 
have been movements towards correcting this bias, especially in relation to gender and racial 
bias—however, there continues to be a lack of diversity in represented categories such as age, 
disability, and nationality (41). Yet, bias in ERT is often obscured as it is hidden “under a veneer 
of scientific objectivity” (1), which makes the systems appear to be neutral.   
 
Furthermore, though they are often used interchangeably, Booth et al. (48) distinguish between 
bias and unfairness, indicating that bias refers to “any systematic error” which may arise in a 
system, while fairness is “a subjective perspective” dealing with the appropriateness of the 
construct itself. As the authors argue, ERT can lead to unfair outcomes, which cannot always be 
easily remedied (48). These outcomes can include restriction of access to necessary services, 
manipulation, and violation of human rights in cases where they undermine privacy and 
autonomy (14).  Indeed, in considering stakeholders in ERT, Soper et al. (13) draw attention to a 
need to focus on disadvantaged users, who may be particularly likely to be exposed to harm. Yet, 
in the United States, for example, there are restrictions on actively correcting for racial biases 
used in consequential processes such as hiring due to legal restrictions which require that the 
systems remain “group unaware” (48).  
 
The sensitivity of emotion data  
A second key theme in the literature was the particular sensitivity of data linked to emotion, and 
the problematization of its use. Ienca and Malgieri (49) propose the concept of “mental data” as a 
meaningful way to understand the data used for ERT, and to conceptualize its implications. In 
their definition, mental data is “any data that can be organized and processed to infer the mental 
states of a person, including their cognitive, affective, and conative states” (49). This data is seen 
to carry ethical sensitivity as it is intimately tied to what it means to be human, including 
questions of identity, autonomy, and freedom of thought (2,10,29).  
 
Early research, such as a small study of social media users in the United States conducted by 
Andalibi and Buss (50), suggests that members of the public share this view of emotion-related 
data as unique, and different from other personal data in that it can provide “unique insights to 
behavior and are prone to manipulation; and are intimate, personal, vulnerable, complex and hard 
to define.” This view of emotion as inherently private has been echoed in other research by Grote 
and Korn (51) and Urquhart et al. (19). Indeed, initial research by McStay (9,24) found that at 
least half of the studied citizens in the UK found the tracking of emotions in public spaces for 
advertising purposes to be unacceptable. In this vein, Stark and Hoey (13) argue that emotion 
data should be considered to be as sensitive as health-related data, though it is rarely treated as 
such. In fact, ERT were previously primarily used for medical purposes; as commercial 
applications have expanded, actors are less tightly bounded in their handling and use of data 
(52). Yet, given that ERT can be used not only for real-time but also for retroactive functions  
when used to track emotional states over time, the technologies may be inadvertently—or 
indeed, intentionally—tracking depression, mood disorders, or other states which a data subject 
may not wish to have known (50,53). Data subjects may be especially vulnerable if this type of 
data is used by employers, health insurance companies, or advertisers, with heightened risks 
given that the data subject may not be aware of the tracking they are undergoing, or of the use of 
their data in this way (19,51,53). 
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The potential use of data retroactively was reported to be particularly problematic, as it involves  
the “capture” (24) of emotion and an attendant “loss of ephemerality” (36)—emotions which are 
experienced as momentary or fleeting are processed and even revisited (24). Linked with this is a 
process of attempting to make objective phenomena that are inherently subjective and contextual 
(53). This raises the question of who should be given access to such data, and in particular 
whether data subjects themselves should be given control over their data (9).  In addition, 
McStay (24) defines the “capture” involved in ERT in a second way, referring to the process of 
“taking possession by force,” elsewhere highlighting the risks that people be viewed as “objects 
rather than subjects,” and as “emotional animals to be biologically mapped and manipulated” (9).  
 
Similarly, Steinert and Friedrich (54) identify four problematic outcomes of the surveillance of 
emotions: first, a chilling effect on autonomy and authenticity; second, the reinforcement of 
stereotypes around emotions; third, the risk of “alienation” from one’s own emotions; and fourth, 
strengthened social pressure for one to better control one’s own emotions, and thus an increase in 
emotional burden. Ultimately, Ferraro (7) argues that in light of the United Nations Universal 
Declaration on Human Rights, individuals can be understood to have inalienable “affective 
rights,” and that it would “constitute a gross breach of ethical design practice to apply such 
technology and at the same time ignore such widely recognized rights.”  
 
The sensitivity of emotion data is heightened in relation to vulnerable populations (7,43,49,55). 
Though anyone with a form of emotional expression which ERT are not designed to recognize 
will experience heightened vulnerability to problematic outcomes as a result of their use, three 
groups were identified in the literature as particularly vulnerable: neurodiverse people, the 
elderly, and children. As indicated in a report by ARTICLE 19 (14,55), ERT “impose norms 
about neurotypical behavior on people who do not display it in a way the technology is designed 
to detect.” This is especially of concern if neurodiverse people are underrepresented in training 
data, while the resulting algorithms are used in consequential decision-making, and if the 
systems erroneously flag unproblematic patterns of expression as suspicious (19).  Similarly, the 
literature indicates that ERT are not well-suited to the elderly—especially those who may 
experience an age-related decline in cognition (49), or to children, who tend to express emotions 
differently from adults (43). Yet, as Ferraro (7) has argued, expecting only a “fully capable 
individual” to be the subject for ERT would also be problematic, as ascertaining who would fall 
into this category would involve the disclosure of personal and/or medical information, leading 
to an “untenable situation.”  
 
Use in consequential settings 
Extending this consideration of vulnerability, certain studies considered the ethics of applications 
of ERT in consequential settings: in workplaces, in education, in healthcare, and in policing, as 
will be discussed below.  
 
The fastest growing area for the implementation of ERT is in workplaces (21). Their uses in 
employment include use in recruitment processes, boosting productivity, preventing harassment, 
and for security purposes, with implementation reported at major technology companies such as 
Amazon and Microsoft (2,21). It is touted as effective in increasing productivity, reducing labor 
turnover, improving social relationships, and empowering workers (2). It has also been widely 
used as a part of hiring processes, despite the reported issues of bias (48). Though workplace 
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applications are still under-researched, early research indicates that the workplace is a highly 
problematic setting for ensuring that the rights of individuals are respected (14,21,53). In 
particular, there is concern over the rise and normalization of a new form of exploitative 
surveillance based on emotions, as an extension of Neo-Taylorism; whereas Taylorism focused 
on efficiency even at the expense of workers’ well-being, Neo-Taylorism sees the well-being of 
the worker as a key component of profitability (21). For this reason, as Mantello et al. (21) have 
argued, employers seem to have a stake in workers’ emotional states, and tracking their 
emotional states is viewed as within the purview of employee management. Even when workers 
are given the opportunity to consent, hierarchical and other pressures in the workplace can 
impede their free consent, making it difficult to ascertain whether true consent has in fact been 
obtained (35,49). Ultimately, this is to the detriment of employers, as biometric surveillance has 
been shown to be negatively correlated with organizational commitment, and to lead to increased 
technostress and burnout, and reduced dignity, autonomy, and trust (2,21). It is noteworthy here 
that in Mantello et al.’s (31) study of the acceptability of ERT in the workplace, the authors 
found acceptance to be related to demographic factors. Namely, a more accepting attitude 
towards ERT was related to: identifying as a man, being East Asian, having a higher income, 
having a higher level of education, being non- or less-religious, and being from a collectivist 
background. 
 
Education is another problematic site for ERT (18,53,55). ARTICLE 19 (55) reports on the use 
of ERT in education in the Chinese context, and on the resistance to it from administrators, 
teachers, and students. As McStay (18) has reported, there is a lack of evidence that the use of 
ERT in educational settings will not lead to harm. McStay (18)  further identifies several issues 
in ERT in education, including that it repositions students as “users” of the technology, thus 
raising particular ethical issues. These include issues around data handling and collection, 
arguing that the collection of such data represents a mismatch between financial incentives and 
the wellbeing of students, particularly if the data does not bring direct benefits to students 
themselves. As McStay (18)  argues, the risks to wellbeing include a chilling effect on emotional 
expression and an overall, general “creepiness” about its use. Indeed, McStay and Rosner (44) 
have described the ethical sensitivity of the use of ERT in applications related to children more 
broadly. Regardless, research suggests that education continues to be a site for implementation of 
ERT (2,4,8,9,13–15,18,20).   
 
Next, Straw (22,53) draws attention to the particular ethical issues of ERT in healthcare, arguing 
that it threatens patient autonomy, though healthcare had previously been a key site for the 
implementation of the technologies. Specifically, Straw suggests that ERT brings with it a need 
to reconsider how confidentiality is understood, as ERT may reveal thoughts or conditions which 
patients did not intend to disclose. Furthermore, Straw draws attention to the difficult questions 
of accountability which may arise if a patient is misdiagnosed, or if a condition is not detected in 
a timely manner through the use of ERT. To this end, Straw suggests that data protection laws 
for health data should be expanded to better address technologies which—like ERT—are based 
on health data from other sources. It is noteworthy, however, that Ho et al. (2) indicate that there 
has been a shift away from the development of ERT for uses in healthcare such as the detection 
of mental health issues, and towards broader commercial uses.  
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With attention to yet another consequential setting, Podoletz (20) has documented the 
implications of the use of ERT in policing, surveillance, and crime management. As Podoletz 
explains, ERT are used primarily in two ways: for explaining or predicting crime, and for 
detecting deception, and suggests that an expansion of the use of ERT in these ways can be 
expected. Yet, Podoletz’s review of the literature shows that the capabilities of ERT for these 
uses remain insufficiently developed, and identifies four areas of concern: accuracy and 
performance, bias, accountability, and rights- and freedom-related concerns. Given these 
limitations, Podoletz argues that: 

“…even if emotional AI technologies were to become accurate in revealing 
thoughts, feelings and intentions, their use in a public urban setting for policing 
purposes should be resisted in democracies because of the technologies’ clash 
with human rights values and liberties in such societies.” (20)   

 
Ensuring ethics? 
In light of the ethical issues reported above, multiple studies (5,22,37–39) proposed guidelines, 
principles, or postulates for more ethical development and implementation of ERT, though none 
were presented in peer-reviewed journals. The guidelines were synthesized using a qualitative, 
inductive approach. The results of this synthesis are reported in Table 2, below, with the themes, 
their respective frequencies across the guidelines sets, and a circle to denote which guideline sets 
included reference to that particular theme.   
 
Table 2 Results of the analysis of guidelines 

Theme Frequency 
Guideline sets 

Cowie, 
2015 

Hernandez 
et al., 2021 

Landowska, 
2019 

McStay and 
Pavliscak, 

2019 
Ong, 2021 

Cluster 1: Ethical design 
Ethical decision-making 6 ○   ○  
Fairness and non-
discrimination 6  ○  ○ ○ 

Privacy 6  ○  ○ ○ 
Conceptualizing emotion  5  ○ ○ ○  
Quality and validity  4  ○ ○  ○ 
Ensuring safety 3 ○   ○  
Cluster 2: Ethical implementation 
Defined scope for use 7 ○ ○ ○ ○ ○ 
Transparency 5  ○ ○   
Consent 4  ○  ○  
Recognizing limitations  3 ○ ○   ○ 
Respect  3 ○   ○  
User control 3  ○    
Oversight 2  ○   ○ 
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There was a total of 57 individual items, in two broad areas which were nearly even: guidelines 
for ethical design (n=30), and guidelines for ethical implementation (n=27). Within the cluster of 
ethical design, three themes were equally prominent: ethical decision-making (n=6), fairness and 
non-discrimination (n=6), and privacy (n=6). In the area of ethical decision-making, Cowie (56) 
proposed five principles around the need for those designing affective computing systems to be 
sensitive to the potential for ethical issues, and to act ethically in order to prevent them, calling 
for developers to be certain that “the systems they build will do nothing to others that they would 
not wanted to be subjected to themselves.” McStay and Pavliscak (45) encouraged ethical review 
being sought out where there may be “ambiguity” about the ethics of a system. Under the theme 
of fairness and non-discrimination were guidelines related to the need to have sensitivity to 
diversity (14,35,45), and to minimize bias (35) by ensuring that the technology had been trained 
on a diverse dataset (45). In relation to privacy, there were calls to ensure data minimization and 
privacy as a default through the use of edge processing and/or aggregating data, with attention as 
well to issues of privacy, consent, and ownership (14,35,45). There was also extension into the 
area of ethical implementation through the need to recognize that the collection of data in public 
areas “may be unwanted or invasive” (45).  
 
Conceptualizing emotion (n=5) was a similarly prominent area and pointed to the ongoing debate 
around the nature of emotion. Principles from Hernandez et al. (14), Landowska (6), and McStay 
and Pavliscak (45) highlighted the need for a nuanced understanding of emotional expression as 
just one, outwardly visible component of a more complex phenomenon, which should not be 
used for prediction, and about the nature of which there is a lack of consensus. A smaller theme 
was on the need to ensure quality, validity, and the robustness of systems (14,35). One way in 
which this could be achieved would be through the provision of “guidelines for labeling 
protocols,” to ensure the quality of data used for ERT (6). Finally, the smallest theme in this area 
was ensuring safety, with Cowie (56) calling for “realistic assessments” of what systems could 
do and their potential risks—which was echoed by McStay and Pavliscak (45), who additionally 
called for continency plans to be designed in case a mental health issue were to be detected by a 
system.  
 
There were seven themes in the area of ethical implementation. The largest was on the need for a 
defined scope for the use of ERT (n=7), as multiple guidelines called for the delineation of a 
clear scope for use of ERT, in alignment with a pre-specified purpose (6,35). ERT was seen to be 
inappropriate for use in making assessments, and should be used only in cases with a clear 
benefit to the user (45), such as in supporting positive interactions between humans and 
machines (56). Transparency (n=5) and consent (n=4) were two interrelated themes in this area. 
The theme of transparency included calls for systems to be described with sufficient detail, and 
to include indications about “confidence or uncertainty” in relation to the systems (6,14). This 
was also a prerequisite for consent, which must be free, meaningful, and based on the user’s 
understanding of the system (14,45).  
 
Three smaller themes in this area were the need to recognize the limitations of ERT (n=3), to 
ensure respect for users (n=3), and to provide avenues for user control (n=3). There must be 
clarity in the use of ERT about the limitations of the systems, and their predictions should not be 
treated as “ground truth” (14,35,56). Once implemented, the systems should reflect respect for 
users and those subject to its decisions (n=3), and should not be deceptive or violate their trust 
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(45,56). Users should be given control (n=3) over the system through customization options and 
through the provision of feedback, and data should be under the control of the user with the 
capability for them to delete their data as needed (14). The final theme in this area was the need 
for oversight (n=2), by providing a human-in-the-loop and human input, and through monitoring 
of the “actual outcomes” of the systems, rather than their “intended effects” (14,35).  
 
Yet, despite these attempts to create guidelines for ethical ERT, Urquhart et al. (19) have 
highlighted issues around attempts to enforce ethics, drawing attention in particular to the 
challenges in establishing global standards given the diverse contexts in which ERT may be 
applied. As one part of this, there is a noted disparity in the degree to which ERT is regulated, 
and many countries have yet to implement sufficient safeguards (5). This facilitates the 
movement of sites for data collection and implementation into national contexts where “data 
collection and privacy laws are less stringent” (2). Even in Europe, which has led the charge for 
greater privacy and control of data through the European General Data Protection Regulation 
(GDPR), issues remain as the GDPR itself does not directly regulate emotion tracking insofar as 
it relies on soft, non-identifiable biometric data (5,9,36). However, it is noteworthy that further 
regulation appears to be on its way in Europe, as the forthcoming AI Act restricts the use of 
biometric surveillance broadly, and the use of ERT in policing and border management, 
education, and workplaces, specifically (57).  
 
Moreover, in the absence of appropriate legislation, there is a risk that the pursuit of ethics 
guidelines contribute to ethics washing, as described by Urquhart et al (19), below:  
 

“There is concern of notions of ‘ethics washing’ around AI currently. Yet 
ethics is still, to a large extent, becoming a branding exercise, much like 
corporate social responsibility. Companies positioning themselves in the 
market need to differentiate themselves from competitors and signal their 
virtues. Crafting their key ‘ethical principles’ can be a way of doing this. This, 
in turn, moves away from more accountable norms (like law), towards 
controlling the terms on which they are judged publicly. Firms may claim to go 
beyond regulation to build in resilience and a sustainable business that stays 
ahead of regulatory shifts. Others may use the same rhetoric but not adhere to 
this in practice.” (19) 

 
Wright (58) argues that efforts to increase transparency around the technologies—as proposed in 
the guidelines above, for example—are insufficient. The author contends that, in light of the 
“unique privacy and social implications” (53) of ERT, there is a need for greater accountability 
beyond this, and for the recognition of the broader societal impact of ERT. Ultimately, these 
initial efforts to promote more ethical implementation of ERT, Stark and Hoey (13,20) argue that 
safeguards, while important, are insufficient in light of the “potentially toxic social effects,”  and 
that: 

“the particularities of how these systems are designed—including the models 
of emotion designers use to ground their models, and the types of proxy data 
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for emotion they collect—matter greatly for the ethical appropriateness of such 
systems, and even whether they should be developed and deployed at all.”  

These are sentiments reflected by ARTICLE 19 (55), who call for bans on ERT more broadly.  

Discussion 
This review has shown that the design and implementation of ERT is being pursued without 
sufficient recognition of—and despite—its ethical complexity.  The corpus of literature 
identified in this study reports on ethical issues at multiple points across the lifecycle of the 
technologies, including their fundamental premises, development, and implementation. In so 
doing, this review has highlighted fundamental issues with ERT in the lack of a scientific 
consensus around what emotion is. This ties into the question of whether emotion states are 
phenomena that can be “recognized” based on outward cues, which recent research such as by 
Barrett et al. (11) has strongly refuted. Moreover, this is further complicated by the involvement 
of machines in this process. As has been seen, the assumption that emotions can be recognized 
has led to the development of the current techniques used for annotation and development. This 
includes the use of third-party annotation, alongside self-report—both of which introduce further 
bias into the annotation process. Bias in ERT is particularly problematic given that AI systems 
are often assumed to represent a “view from nowhere” (59) and to represent an objective 
viewpoint; thus, designers, deployers, and users of the technology may not be attuned to these 
issues. Meanwhile, automation bias may serve to reinforce perceptions of the accuracy of the 
systems, providing “a veneer of scientific objectivity” (1), while obscuring the unresolved and 
fundamental issues regarding the unsound “science” (60) behind ERT.   
 
Further to this is the particular sensitivity of attempting to “capture” (24), read, process, and even 
retroactively reference data on emotions. In this vein, ERT present a particular dilemma: if the 
technologies can do what they are claimed to, there is the risk that they reveal information about 
individuals that they may not wish to have known. And, if they cannot, the technologies may be 
leading to erroneous assumptions about individuals. Given that these issues are related to the 
viability of the fundamental premises of the technology—and that as the prolonged debate over 
the nature of emotion has shown, they are potentially irresolvable— they necessarily call into 
question the entire pursuit of these technologies. Yet, as this review has shown, ERT continue to 
be applied in highly consequential settings including workplaces, education, healthcare, and law 
enforcement—each of which has been identified as problematic.   
 
In addition, the studies included in this review have highlighted a lack of sufficient research—
and an urgent need for greater research—about the acceptability of these technologies to those 
who will be subject to them; while even more fundamentally, there is a lack of sufficient 
awareness of the existence and use of these technologies (41,50,61). Initial research as reported 
by Mantello et al. (60) suggests unevenness in stakeholder acceptance of the technologies, and a 
link to particular demographic factors, many of which—including being male, wealthy, and well-
educated—are the demographic characteristics of the majority of the individuals in positions of 
power to decide where and how these technologies are implemented (62,63). 
 
As indicated through the analysis of guidelines included in this study, there are hopes that greater 
consideration of ethics in both the design and implementation of ERT can be beneficial. Most 
prominently, this includes the delineation of a pre-defined scope for its use, ensuring that ethical 
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considerations factor into decision-making, promoting fairness and non-discrimination, and 
protecting privacy. Given that the risk of bias and unfairness and issues around the use of ERT in 
consequential settings emerged as key themes in the literature, it was unsurprising to find these 
issues to be priorities in the guidelines analyzed above. Indeed, as Joyce et al. (64) and 
Hagendorff (65) have argued, issues such as representativeness and bias are often more easily 
addressed through technical fixes, and for this reason are often prioritized for resolution. Yet, 
Munn (66) has argued that these issues—“highly contested” and with “high stakes”—are not so 
easily resolved, and they raise the question of “who decides” (67)—what counts as fair. 
Furthermore, a focus on technical fixes can gloss over more fundamental issues inherent in 
technologies, as argued by Benjamin (68) and Gebru (62). Indeed, as Lauer (69) has argued, this 
“fallacy of the broken part” may distract from broader, systemic issues and “organization-wide 
ethical shortcomings,” particularly when a focus on ethical decision-making as in the analyzed 
guidelines locates the source of potential ethical issues such as those related to bias within 
individuals.  
 
In light of this, it is imperative that the question of proportionality be considered (70), and 
whether the risks of ERT are truly worth their purported benefits. Though discussions of ethics 
are often centered around short- and medium-term considerations, there is also a need for 
consideration of the longer-term implications of these technologies (71). Concern was expressed 
in this body of literature about some of the ethical implications of ERT; yet, it is noteworthy here 
that van Wynsberghe (72) has conceptualized attention to AI ethics as occurring in three waves: 
while a current, second wave has attended to issues of bias, accountability, and transparency, a 
third, coming wave of ethics, must consider the sustainability of AI itself. The concerns in the 
included literature and the analyzed guidelines reflect attention to second-wave issues of bias and 
transparency. However, there has been a gap in the literature in attention to broader sustainability 
issues, even as Crawford (37), Jaume-Palasi (73), and Brevini (74) have highlighted the 
environmental toll of the development of AI, the infrastructure for which is in itself under threat 
from environmental degradation (37,74–77). The costs of AI technologies extend across their 
lifecycles, with effects that often cross national borders, including through the extraction of 
materials and the creation of devices and infrastructure, the energy costs and carbon emissions of 
development and use, and the devastation caused by e-waste (37,74,78). The merits of the 
technologies must also be considered against the backdrop of the accelerated breach of planetary 
boundaries, particularly given the stark reality that “[i]f we lose our environment, we lose our 
planet and our lives” (74). This perspective was largely absent from the literature and from the 
guidelines analyzed.  
 
Furthermore, a growing body of works in the field of AI ethics documents the challenges of 
putting well-intentioned ethical principles for AI into practice (79). Munn (66), for example, has 
argued for the “uselessness” of such ethical principles, due in part to their “toothlessness” 
(80).These works warn against over-reliance on ethical guidelines to resolve the inherent 
tensions in AI, and this critique can be applied similarly to ERT. There is, additionally, the risk 
that such guidelines serve as a kind of “ethics washing” (19,81) which work to appease some 
critics and deflect attention away from the need for firm legislation and, again, from the 
fundamental reconsiderations of whether these technologies should be pursued in the first 
instance (13,58). This is particularly problematic in the case of ERT which, as described above, 
is used in highly consequential ways, while its most fundamental premises remain questionable 
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and highly contended. The continued pursuit of these technologies in the face of these issues 
reflects the profit-driven approach of the commercial interests behind them, and a broader 
tendency in AI through which, as Elish and boyd (82) write, “spectacle is prioritized over careful 
consideration of the implications of long-term deployment” (18,19). 
 
There are multiple potential frameworks through which to understand the ethical implications of 
ERT. Here, a deontological and a consequentialist approach will be considered. A deontological 
approach would indicate that ERT should not be pursued, at minimum in their current form, 
given that their use violates fundamental rights to privacy and to integrity (55). Furthermore, as 
discussed above and as proposed by Ferraro (7), they also violate affective rights through the 
collection and analysis of intimate data about emotional states. These issues are inherent in the 
technologies and cannot be easily mitigated given that ERT by definition deal with the capture of 
emotions. In addition to this, concerns over bias in ERT as described above, and the potential for 
this to link to real-world discriminatory outcomes and further violation of rights pose additional 
issues when viewed through a deontological perspective.  
 
A consequentialist approach may highlight the purported benefits of the use of ERT, and the 
potential to improve quality of life that has been argued for, suggesting that ERT could be used 
in situations where the benefits outweigh the risks (45). Yet, even here, the unsound science 
behind the technologies themselves have the potential to obviate these potential benefits. For 
example, given the lack of consensus about whether emotions can even be detected from external 
cues, systems to detect emotion such as those intended for use by children with autism may in 
fact falsely classify the emotional states of individuals, and in this sense be considered 
misleading and ultimately harmful, In addition, given that the ultimate outcomes of use of ERT 
may lead to further discrimination or infringement on human rights—such as if the technologies 
are used in settings where data subjects may be vulnerable, such as in workplaces or schools—a 
consequentialist approach would also ultimately find the risks to be prohibitive. It is noteworthy 
that Mantello and Ho (30) argue that an approach based on virtue ethics may be useful in 
developing appropriate regulatory frameworks, particularly if they drew on diverse perspectives, 
including “both East and West value traditions, blending the best of Confucian, Buddhist, and 
Aristotelian virtue ethic traditions.” Yet, as the deontological and consequentialist approaches 
highlight, regulatory frameworks may be insufficient given the ethical issues posed by these 
technologies.  
 
Considering this corpus of literature on the ethics of ERT, then, it becomes clear that there 
remain significant—and potentially irresolvable—ethical issues, not least due to the unsound 
assumptions the technologies are based on. These findings must call into question the continued 
commercial development of these technologies for widespread implementation, and highlight an 
urgent need for stringent oversight of their development and deployment.  
 
Limitations and future directions 
ERT are a part of a growing field. For this reason, the scope of the initial retrieval of literature 
for this study was limited to a focus on articles directly dealing with the topic of the ethics of the 
technologies, published in the English language. However, this focus on ethics, and the 
exploratory methodological approach which drew primarily on articles retrievable through the 
initial database search or identified through reference list searches meant that there may be 
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relevant literature which was beyond the scope of this study. Moreover, it is noteworthy that 
though the scope of this study was limited to articles published prior to the first half of 2022, 
literature focused on the ethics of ERT and related areas continues to emerge, (e.g. (30,83–85), 
and should be included in future reviews of the field. Future studies may expand on and update 
this exploratory study through a systematic review of the field, and go beyond literature 
published in English to understand perceptions of the ethics of ERT in a broader range of 
settings. It is noteworthy that the methodology utilized in this study included a modified version 
of thematic analysis, which involves a subjective categorization of the key issues into themes. 
However, this approach was aligned with the overall exploratory aims of this study.  
 
Furthermore, although literature focused on stakeholder perspectives was not a direct focus of 
this study, it became clear that there is a significant need for future research in this area, to better 
understand stakeholder perspectives on the use of ERT, and to add to initial insights furnished by 
McStay (44) in the UK and by Mantello et al. (60) in Japan. Multiple pioneering works were 
authored or co-authored by McStay and colleagues, highlighting space for further investigation 
from diverse perspectives and contexts. Research must be urgently conducted with a range of 
stakeholders, and with a particular focus on stakeholders who may stand at the intersection of 
multiple vulnerabilities. Specifically, greater insight is needed into the impact of ERT on 
neurodiverse people and on other minority and vulnerable groups. Ultimately, in light of the 
fraught nature of the ethics of ERT, and the rapid investment into its development and 
implementation regardless of these concerns, greater documentation and evidence for their 
potential ethical implications is urgently needed.   
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 c
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f 
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l. 
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 re
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sy
ste
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s d
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 m
ap

 th
e 

et
hi

ca
l 
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n 
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e 
co

m
pu
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 d
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I c
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 o
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af
fe
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 c
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 b
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d 
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e 
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s. 
To

 th
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 p
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g 
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 b

e 
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 p
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t o
f 
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e 
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ot
yp
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y 
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d 
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at
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) c
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em
pl

oy
m

en
t t

o 
be

 th
e 
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th
ic

al
 

iss
ue

 re
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f m
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 c
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) c
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 o
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s r
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 b
eh

av
io

r a
nd

 
em

ot
io

n.
 T

he
 p

ap
er

 …
 

co
nc

lu
de

s t
ha

t, 
w

hi
le

 
po

lic
ym

ak
er

s m
us

t c
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 c
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at
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 p
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 re
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, p
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 m
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 p
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 b
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f m
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 b
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s c
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- b
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at
io

n 
fil

te
rs

] a
ffe

ct
iv

e 
te

ch
no

lo
gi

es
 a

re
 c
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 d
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l c
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H

CI
 [h

um
an

-
co
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 p
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 c
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O

D
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 c
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 p
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‘
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 b
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 c
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 p
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m

ot
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t c
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 d
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fri
ng

em
en

t o
n 

hu
m

an
 ri

gh
ts.

 
So

m
e 

of
 th

e 
ce

nt
ra

l c
ha

lle
ng

es
 

in
cl

ud
e 

th
at

 e
m

ot
io

n 
re

co
gn

iti
on

 is
 

ba
se

d 
on

 th
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 o
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