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ABSTRACT

Synchronization between humans is a phenomenon that demands the fulfilment

of a number of requirements, but when it occurs, it produces numerous bene-

fits. Closeness, empathy, and coordination are some of the positive effects of

synchronization. Such benefits are manifest in different environments, such

as high schools, elderly care centers, entertainment parks, etc. Therefore, un-

derstanding the factors producing synchronization among humans in different

environments and situations is needed that our society may increasingly expe-

rience the benefits of such effects.

Those who witness a number of synchronous movements in front of an audi-

ence are proven to be influenced by the experience and themselves caused to

perform similar movements. Not only are humans able to enhance synchroniza-

tion, but agents such as robots or virtual humans may also achieve this effect.

Several studies have investigated the potential influence of agents on people.

Android robots such as Geminoid, Erica, Da Vinci, etc. have shown effects such

as body ownership or rubber hand illusion on individuals. The previously men-

tioned effects of androids on humans suggest that robots might be able to influ-

ence the movements of humans and their synchronization with others humans.

Moreover, not only androids might be able to influence the behaviors of others.

Certain small robots might be able to change the perception of robots on certain

duties. As an example, CommU robots are able to increase conversation time

when many CommU robots are involved in the said conversation. Due to the

previously mentioned effects, this thesis explores the influence of agents with

robotic and human avatars to clarify the potential influence of o agent groups

on movement, synchronization, and perception.



Study One explores the influence of a projected wall group of agents on the

movement and synchronization of the human hand. The influence of the pro-

jected agents on the hand movement of a human was expected to be changed

by increasing the number of agents. Moreover, subjects were asked to perform a

complex task to explore the synchronization between subjects and agents. The

projected agents had two different avatar shapes: a robotic avatar similar to

CommU, and a human avatar. In addition, the projected agents had two dif-

ferent speeds in their hand movement, one movement speed termed biological

speed movement (Human-like speed), and the other termed linear speed move-

ment (Robot-like speed). In other words, the experiment explored the influence

of the number of projected agents, the avatar type, and speed of agents’ move-

ment on the hand’s subject movement interference and the synchronization of

the hand’s subject. The influential factor for hand interference in the hand sub-

ject movement was found to be the number of agents and the influential factor

for synchronizing the hand subject movement with the agent was the avatar

type, the human one being most influential.

Study Two explores the influence of a synchronous dancing robot group on

the rhythmic synchronization between two individuals and on perceived en-

joyment of the interaction. In this experiment, CommU robots were controlled

by two percussion instruments (electric drums) by two people facing each other.

The hypothesis explored in this study was to increase the number of robots to

enhance the synchronization between the two individuals. The result showed

that three robots were more influential than no robots. Moreover, the enjoy-

ment perception was enhanced more in the three-robots situation than with sin-

gle robots. Similarly, the enjoyment perception was enhanced more with single

robots than with zero-robots.



Study Three explores the influence of sharing the same robot body to enhance

synchronization between two individuals, and enjoyment perception of the in-

teraction. The effect of sharing two people’s rhythms in robots (projecting two

people’s rhythms into the robots) with a single rhythm in a robot (projecting a

single person’s rhythm into the robots) was also evaluated. Finally, this study

explores the influence of sharing musical and human beats in a robot. Synchro-

nization and enjoyment were found to be more enhanced when humans shared

the rhythm with robots than when rhythms were not shared. Moreover, the ef-

fect of sharing rhythm with multiple robots was found to be similar to that of

sharing musical and human beats with a single robot.

Study Four, evaluates the influence of virtual agents on enhancing the emo-

tional perception of joy and emotional conveyance of joy of a person on video-

conferencing systems. In order to determine the influence on emotion percep-

tion and conveyance, the use of one virtual agent, two synchronous virtual

agents, and no virtual agents was proposed. One virtual agent was found to

enhance the emotional perception of a human more than no virtual agent. Fur-

ther, two virtual agents were found to enhance the emotional perception and

emotional conveyance of a human more than a single virtual agent.

This thesis establishes the fact that the influence of synchronized agent groups

increases when the number of agents in the group increases. Synchronized

agent groups were proven to influence the hand movement of people, the syn-

chronization of rhythmic movement, and the perception of the joy of people.
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CHAPTER 1

INTRODUCTION

1.1 Synchronization

Synchronization is the process of adjusting the rhythms of oscillating objects via

their weak interactions [1]. The synchronization process can appear in objects or

in animals. An example of this non-human synchronization is illustrated on the

figure 1.1. These type of phenomenon could be refered as a frequency locking.

Figure 1.1: Two metronomes can start with two different phases ω and ϕ
and synchronize their phases after some time, ending with the
same ω phase.

There is a difference between the synchronization appearing in objects than in

humans. Humans unconsciously synchronize their body behavior by sharing

rhythms [2] and coordinating their actions [3]. This type of synchronization

usually appears as entrainment and could be described as Rhythm sharing. An

illustrative example of this synchronization is shown on the figure 1.2. Rhythm-

sharing is found in various mechanical activities, like rocking in chairs [4], walk-

1



ing [5], balancing a pendulum [6], and paced leg-stretching [7]. Synchronization

improves social relations between humans. Mothers develop a stronger feeling

of closeness to babies who imitate them [8]. Synchronization between people

generates positive impressions about each other and their fostered cooperation

[9], and enhances empathy [10]. In human–robot interaction, synchronization

provides a more pleasant and a smoother experience with the robot [11]. As

demonstrated in the above studies, inducing synchronization with humans con-

tributes to improving social relations.

𝜔 𝜔 𝜔 𝜔

Figure 1.2: Synchronization in humans by entrainment. Rowers can make
other rowers be synchronized (having same ω) by entrainment.

Humans have created and experienced music for more than 36,000 years [12],

and they tend to synchronize their behaviors with music [13]. Moreover, mu-

sic evolved as a way of synchronizing individuals and groups while promoting

social bonds and group cohesion [14, 15, 16]. It has been reported that people

in a group tend to synchronize their clapping [17]. Additionally, when two or

more people tap their fingers, they tend to synchronize [2]. Furthermore, chil-

dren synchronize their body movements when they walk with music playing in

the background [18]. In the same way, children synchronize their movements

2



to a robot when it makes synchronous movement to music [19] and children

synchronize their movements more when a robot dances to the music [20]. In

addition, when a robot’s dance movement synchronizes with the music, it en-

hances the perception of lifelikeness, dance quality, and entertainment level of

the robot [21]. At the same time, people who see a robot synchronize with a

song perceived the song to be more likeable [22]. Furthermore, robots are able

to synchronize with a person while the robot and the person are playing drums

[23], synchronize with a person more naturally while playing drums using turn

taking methods [24], or synchronize with a group of people while they are play-

ing drums [25]. People need a synchronization process [26], and music offers a

cost-effective medium to influence human rhythm and synchronization.

Humans can synchronize with robots in non-musical environments as well. For

example, humans can synchronize their eyeblink timing to androids when they

talk with them [27]. Similarly, humans synchronize the eye blink timing with

the timing of the robot’s movements and follow them when there is inconsis-

tency with the humans’ movements [28, 29]. Moreover, robots can synchronize

their movements with a group of humans to improve the social relations with

the other group of humans. For example, robots can synchronize their drum-

ming time to the human’s drumming timing in order to help the human to im-

prove their drumming performance [30]. Moreover, synchronizing the gesture

expressions of a robot with a human’s nodding behavior can enhance the com-

munication between the human and the robot [31]. Therefore, the robots’ syn-

chronization with humans might be useful for more social tasks.

With the “rubber hand experiment”, humans confuse an artificial rubber hand

with their real hand during multimodal synchronization between the visual

3



stimulation of the rubber hand and the tactile stimulation of their hand [32, 33].

A similar illusion is induced when a robot hand provides a subject the expe-

rience of observing synchronized movement of the robot hand with subject’s

own movement [34] or when the robot uses subject’s brain signal to perform

body movement [35]. Other studies show that humans unconsciously produce

muscle activity corresponding to the movement produced by the confused body

part, depending on the degree of confusion [36]. Therefore, the body move-

ments of robots are more influential to a subject’s rhythm and social relationship

with others when the robot’s body parts follow the subject’s rhythmic move-

ment. These findings suggest that robots that move in-sync with a subject are

more influential in terms of the natural synchronization of the subject than out-

of-sync robots. In this paper, it was explored the effect of robot’s movement

being not only in-sync with the rhythm of another person in front of the subject

but also with the subject.

1.2 Number of agents

Many people are known to influence individual behavior so that people per-

form tasks they would not normally do [37]. Moreover, people take riskier de-

cisions when they belong to a group than when they are alone [38]. Political

parties influence members’ beliefs and persuade them to accept party policies

[39]. Similarly, a group of humans can influence a human outside of the group

to choose an obviously incorrect answer for an easy question, by intentionally

showing that all members of the group chose the same incorrect answer for the

question; this is an example of a phenomenon known as social pressure [40].

Moreover, it is known that groups of people influence members of their groups

4



in their behavior and perception of others [41]. In an experimental survival

task, if an autonomous robot is included in the group, it can influence how the

humans solve tasks [42]. Additionally, a human in control of a robot can be

influenced by other robots to behave more ethically towards the robot. [43].

Regarding interactions with robots, humans follow a conversation more easily

when there are many robots instead of one [44, 45]. These findings suggest that

humans are more influenced by groups than by a single agent, even if part of

the group consists of robots.

Groups of agents are also influential in terms of group perceptions regarding

decisions such as punishing others even when they don’t want to do it [46]. A

group of robots can make a social pressure to a human and lead him/her to

choose an incorrect answer to an easy question [47]. Similarly, compared to a

single robot, a group of robots can enhance the robustness of a conversation,

which causes to prolong the time of the conversation [48, 49, 45]. On the other

hand, some research use robots as a member of a human group in order to influ-

ence the behavior of humans outside of the group. For example, it was shown

that patients feel more secure when an android robot helps a medical doctor

to diagnose [50]. Moreover, the impression of an interviewee was evaluated

as more possitive by an interviewer when an android has eye contact with the

interviewer for giving possitive feedbakcs about the interviewee [51]. Further,

there is evidence that groups of robots can synchronize with humans in mu-

sical environments [52]. Synchronization is well-known to enhance empathy

and feelings of closeness to others [53, 54]. Thus, the influence of a group of

synchronized agents can be greater than the influence of a single agent.

5



1.3 Interference

The development of novel communication technologies, e.g., humanoid robots

[55, 56, 57] and virtual reality avatars [58, 59, 60], influence social behavior in so-

ciety [61]. A type of influential social behavior was shown in human kinematic

performance which can be influenced by observing an incongruent movement

of a different human [28], naming this type of influence “interference”. An-

alyzing the potential factors that produce this interference is fundamental to

understanding the effect of emerging technologies on humans. The interference

effect has been studied under different conditions, including observing humans

on screens, robots, and in virtual reality [62, 63]. The present chapter explores

the influence of a group of agents, as the type of movement of the agent and the

virtual agents’ avatars.

Virtual avatars have also been shown to influence humans shopping decisions

and behaviors in the virtual world depending on the avatar shape [64, 64].

Moreover, previous studies reported that the shape of a virtual avatar changes

the perception of someone’s weight [65] and influences the Kinematics move-

ment interference [66]. Not only the shape, but the size of the avatar may in-

fluence the perception of the avatar [67]. Also, and importantly, the movement

of the avatar may also contribute to a perception of the avatar as being more

realistic [68]. Thus, finding appropriate embodiment avatars plays a crucial role

in increasing motion interference.

Timing action synchronization is a feature that humans can naturally develop,

e.g. humans naturally synchronize their claps in environments where there is

a group of humans clapping [17] Even though humans can naturally develop

6



synchronization, not always as easy to synchronize with others, e.g. humans

that have problems of concentrating or can not follow the beat in music [69, 70].

Synchronization in different environments depends on the task the user is per-

forming e.g. the muscles of humans synchronize their performance depending

[71]. Some actions, especially in a game, request coordination that doesn’t re-

quire having the same starting timing movement [72]. This complementary syn-

chronization depends on the phase of the agents’ time, meaning the more the

phase are kept constant but not the same, the better performance they have [73].

To explore the influence of the virtual agents on different types of synchroniza-

tion, it was proposed to use antiphase synchronization movements, defining it

as the ninety-degree phase deviation.

1.4 Emotional modalities

There are not enough good communication modalities for helping the emo-

tional perception of humans in current technologies e.g., Video conference sys-

tems or virtual seminars. There are many benefits on finding good communi-

cation modalities in emotional perception, e.g., it has been reported that correct

emotion perception improves the communication skills of individuals [74], en-

hances leadership [75], and helps create harmonious social interactions [76, 77].

Humans can naturally recognize emotions and it is known that humans can

perceive basic universal emotions across different cultures [78]. Due to the ev-

idence mentioned, finding good modalities for an appropriate emotional per-

ception of the interlocutor in current technologies might help to have accurate

communication. Emotional conveyance is as important as emotion perception

and can be defined as the ability to accurately express emotions. Emotion con-

7



veyance improves and maintains social relations by communicating ideas pre-

cisely [79, 80, 81, 82]. Emotion conveyance also helps to have a good degree

of empathy between peers [83]. In a previous work, people who used a gestu-

ral modality i.e., smile, conveys positive feelings such as trust for cooperation

[84]. This gestural modality is not enough for conveying an emotion in video-

conferencing due to video problems or bad camera angles. Therefore, finding

good modalities for conveying emotions (i.e., smiling) is important in current

technologies for enhancing communication. In particular, humans use differ-

ent types of modalities for conveying and perceive emotions such as voice pitch

[85], facial expressions [86], body postures [87], context information about the

environment a person is experiencing [88], intergroup information such as race

[89], as well as the combination of all of the above [90]. In current technologies,

the most common modalities used are voice pitch, environment information,

and facial expressions [91]; however, as stated before, these modalities might

need extra modalities for having more accurate emotional conveyance and per-

ception. Therefore, it might be beneficial to add virtual agents as a modality

which contains body postures as a method for improving the emotional per-

ception and conveyance. The use of virtual agents as a modality for commu-

nication is on the rise. For example, in a virtual reality environment, people

can recognize emotions in virtual character agents, similar to human faces [92].

Another study combined human facial expressions and body postures on static

images, showing that when face expression and body posture have a congru-

ency with the emotion, the emotion is perceived more precisely [93]. However,

these studies lack an evaluation of the perception of emotions over videos for

using these agents for helping humans. In this thesis, it was proposed to use

face and body as they are the easier modalities to recognize in a virtual environ-
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ment which has other modalities at the same time. As the space for the virtual

agent is reduced, it was proposed the use a virtual agent that has a small body

and a larger human face as an extra type of modality. Selecting the larger face

is optimal as the face contains more information about the emotions. It was ex-

pected that these virtual agents will help humans to perceive and convey their

emotions easier. As happy emotions are easy to understand for humans, it was

proposed to use happy expression on the agents for perceiving and conveying a

not obviously happy person. Moreover, it might be possible that a single virtual

agent might not be able to enhance the perception and conveyance of emotions

for having not enough strong modalities. Due to this, it was proposed to use

two synchronous virtual agents. It was proposed to use synchronization be-

cause synchronous groups lead to better coordination [94], understanding [95],

cooperation [9], and rapport perception [96]. Moreover, previous studies have

shown that the more synchronized agents there are, the more influence they

have on participants that are not part of the group [52]. In addition, it is known

that group of happy faces under laughter enhances the emotional perception

[97]. Therefore, it is worthy to increase the number of a single agent to two

synchronous virtual agents for having a group of agents that might be more

influential. The virtual agents’ similarity can enhance the degree of perception

and conveyance of the emotions that one person is showing due to their avatar

characteristics in a group.
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Therefore, this research focused on exploring the influence of synchronized

agents on the synchronization of humans in terms of body movements and fa-

cial expressions, by building systems controlling the number, movement, and

synchronization of the agents. The research conducted for this aim were shown

in fig 1.3. In order to explore the body movement characteristics that influence

the synchronization with a single person, the effects of the number of agents,

the type of agent, and the speed of the movement were investigated to influ-

ence the synchronization of the movement of the hand of a human with the

agents. In other words, the influence on the synchronization of a single human

moving his/her arm with a group of projected agents (first study) was studied.

Similarly, in order to explore the body movement characteristics that influence

the synchronization between two people, the effect of the number of robots was

investigated to influence the synchronization of rhythmic movements between

two humans. In other words, the influence on the synchronization between two

humans’ rhythmic movements (second study) was studied. Also, in order to

explore the body movement characteristics that enhance the influence on the

synchronization between two people, the effect of sharing or not sharing the

control of the body of a group of robots was investigated for enhancing the syn-

chronization of rhythmic movements between two humans. In other words, the

representation of rhythms by sharing the body of a group of robots (third study)

was studied. Additionally, in order to explore the facial expressions characteris-

tics that influence emotion perception, emotion conveyance, and emotion visual

perception of a person, the effect of the number of agents was investigated to

enhance the facial expression of a person. In other words, the influence of the

number of agents for enhancing facial expression (fourth study) was studied.

10
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CHAPTER 2

RELATED WORKS

2.1 Interference

Movement interference is a phenomenon that has previously been studied using

humans or robots. However, these studies did not investigate the effects of the

interference of groups (number of agents in groups) and the type of agents (hu-

man or robot). The movement interference appears in many degrees, as William

James described that imaging on performing a movement awakens the possible

movement to some degrees [98] In other studies, it was verified that imaging

an action, observing someone’s action, or trying to represent the action on per-

son self mind excites the muscles to be used to execute the action imagined,

observed or tried to be represented [99, 100]. This phenomenon leads to the

assumption that the action performance of a person may be able to be influ-

enced by others humans’ performance. For example, a person’s hand’s mus-

cle potential is linked to the observation of an active movement while being

the observer of a different person remained linked temporally to the observed

movement [101]. In addition, the timing of the muscle initiation of a person

becomes slower after watching another person moving their finger in similar

patterns, or even when the other person was grasping an object in a similar

way to the person [102, 103]. Moreover, the actions of a person are another

characteristic despite the time. Wilner found that people tend to imitate mod-

els’ actions when they perform a synchronous action [104]. In this study, he

asked the subjects to move their pointer finger on a table with points at a certain

speed while watching a video of a human hand moving. He found that the imi-
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tation accuracy on time increased when the cognitive demand of the action was

less intensive. In his study, he suggested that non-goal actions are moreover to

be influential on visuomotor mapping (interference movement) in contrast to

goal action which is moreover influential on accuracy. Hayes extended Wilner’s

work by creating a different task with mouse pointers [105] Hayes drow two red

points on a monitor screen and show videos before the experiment starts where

the mouse cursor moves from one point to the other one. He manipulates the

videos for showing atypical movement speeds on the cursors, assuming that

when the cursor moves more human-like, the cursors will be able to move sim-

ilarly to the human-like movements. He found that in cursor movements, the

people were more willing to learn the imitation the movement when the move-

ment was more human-like. None of these studies explore whether a group of

agents may be able to influence the action of the agent. Moreover, the evalua-

tion of a high cognitive demand task was not enough studied. Studying a task

such as trying the people to keep asynchronous movement may clarify the hu-

man movement interference. The movement interference has been studied on

avatars as well. Kupferberg found that the movement interference depends on

the similarity of the movement that the agents have [106]. In this study, she pre-

pared a robotic arm that moves in front of a human with orthogonal and parallel

movements. They used 4 stimuli: a human, a humanoid torso, a robotic hand

with a table base, and a robotic hand with the base attached to the wall. They

suggest that the configuration of the speed is more important than the presence

of human-like features, like body shape. In this study, they also suggest that the

biological movement of the hand as a human may not influence the interference.

In opposition, Chamide [29] suggested that humanoid robots (without faces or

any social stimuli) may be more influential for having anthropomorphic body
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shapes. He found that human-like movement speed was significantly more in-

fluential than robot-like movement speed. A similar conclusion was proposed

by Gandolfo [107] who compared a virtual humanoid agent with a human-like

body shape, a real human, and a non-humanoid agent. The task was to grasp

an object instead of moving a hand. They compared the position variance of the

hand at grasping finding no significant difference in the results. None of these

studies, try to compare the social aspects of the avatars, they focus on the move-

ment and they did not consider whether the conception of the avatar would

influence the movement of the subject to be evaluated.

2.2 Emotional modalities

In this study, it was discussed that visual clues in communication might alter

a person’s perception of the message. Park[108] examined the effect of syn-

chronous text on conveying emotions. The researchers compared a text syn-

chronized with the speed of the writer and a text presented at once by recording

the keys pressed to create the synchrony condition. The study found that using

synchronous text to display the communication made the communication feel

more emotional, which led the subjects to communicate more effectively. In

other words, there was better communication when subjects correctly recognize

others’ emotions. Moreover, Ziembowicz [109] proposed that having a chat dis-

played in rhythm and tempo of the produced text help to identify the emotional

states of users. They found that people are better at recognizing the emotions

in the text the more they used this synchronous chat. But text modality was

not the only visual clue able to enhance the emotion conveyance. Whitaker and

Connail[110] found that people feel more comfortable using video conference
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system than using only audio conference systems, suggesting that using video

enhance the emotion recognition of others. Moreover, they found that there are

two main classes of visible information named them visual behaviors of the par-

ticipants and the visible environment. Previous studies have focused their ef-

fort on demonstrating the capabilities of video communication. Bailenson[111]

found that the mutual gaze in virtual avatars enhances social inhibition, induc-

ing the subjects to perform worse than when they were not being watched by

the virtual avatars. Bickmore[112] found that the immediacy empathy frame

can be enhanced by using zooming on the face of an avatar, focusing the avatar

only on the face. Kang [113] found that avatar videos helped the social richness

of the interactions. Avatars have been studied to enhance communication in

different aspects. Nass and Moon [114] found that creating an effective avatar

that affects humans’ emotion perception factors such as stereotypes of avatars

or classifying the computer by ethnically identifying with computer agents in-

fluences the emotion perception. Moreover, humans can express their politeness

and reciprocity towards agents. Finally, they showed that providing a specialist

set of avatars on the television set in contrast with a general set of avatars en-

hances the perception of the content due to the emotional state of the audience.

Sproull [115] investigated the responses of people to a face that produces voice

by synthesizing a talking. In their study, they proposed that adding natural tex-

ture to the human avatar would be able to interact with people. Even when

the voice was not natural, the face itself was able to enhance feelings like happi-

ness, likability, trustworthiness, and others. This study shows the importance of

having an expressive face for enhancing the emotions recognized by the people.

Kopp [116] also studied the effect of a virtual avatar named Max on a museum

to express more emotions and enhance the emotion recognition of the agent.
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In this study, they focus on expressing the greetings and the words correctly to

the meaning. The main objective was to express emotional information through

the agent. They were able to imitate the face-to-face conversation with the max

agent. None of these studies focus on checking whether an avatar of a group of

avatars may be able to convey emotions and help others to identify the emotion

of a person speaking with additional avatars attached to them.
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CHAPTER 3

STUDY I: INFLUENCE OF AGENTS IN MOVEMENT INTERFERENCE

AND SYNCHRONIZATION

The interference effect has not previously been studied using a group of syn-

chronized agents or veritying the type of avatar influence. Adding the group of

agents in virtual reality environments may influence the result of the movement

interference in groups. Moreover, these agents might be able to enhance the syn-

chronization timing of the movement of the hand. Exploring the influence of an

avatar’s characteristics on a group of synchronized agents will help to design

more influential systems of virtual agents in the future. In this chapter, two dif-

ferent projection groups of avatars were used to increase motion interference

and synchronization.

3.1 Experiments

3.1.1 Methods

To investigate the effect of multiple agents on movement interference, it was

conducted an experiment in which it was investigated combinations of the fol-

lowing variables: Number of agents (one, two, and three), type of avatar (hu-

man and robot), and agent behavior (human-like agent moving with biological

movement and robot-like agent moving with linear movement). In the study,

the agents moved their hands orthogonally to the movement of the subjects to

influence the subjects’ movements. Each group of variables was separated de-

pending on the subject movement i.e., vertical hand movement or horizontal
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hand movement. In this experiment, it was hypothesize that (H1) the higher

number of agents, the higher movement interference they influenced, (H2) the

human agent interfered more than the robot agent the movement, and (H3) the

biological moving agent interfered more than the linear moving agent. It was

additionally hypothesize that (H4) the higher the number of agents the higher

influence on the synchronization between the virtual agents and a person, (H5)

the human agent influence the synchronization between the projected virtual

agents and a person more than the robot agent, and (H6) the biological move-

ment agent influence the synchronization between the projected virtual agents

and a person more than the linear moving agent. The subjects provided written

consent, and the experiments were approved by the ethical committee.

3.1.2 Subjects

Twenty-four subjects participated in all the conditions (13 females and 11 males,

mean age=22.17, standard deviation=3.69). The order of conditions was coun-

terbalanced for the number of agents, type of avatar, and agent behavior. After

the orthogonal movement, was prepare the synchronization movement condi-

tions.

3.1.3 System

For this study, it was developed a system for tracking hand movement. The

system used two Optitrack V120 trio desktop trackers for recording the position

of passive infrared markers with a frequency of 120Hz. The Optitrack cameras
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were placed side by side with the distance of 3 meters from each other and

put on a cylinder bar with the height of 1.8m. The trio camera had 3 camera

sensors, with a shutter speed of 1ms, a focal lens of 3.5mm, and a low pass filter

of 800nm IR. The measurement error of the hand position of the participants

was around 0.8% based on the frequency of the cameras. Two client programs

were prepared to record every point after synchronizing their timing by using

network time synchronization. As the sensors did not have an NTP server, it

was needed to estimate the package delay after some seconds of tracking the

points to be able to recover the possible missing positions due to the loss of

focus of the markers in front of the cameras. It was tracked the first 10 packages

of each Optictrack, calculate the time difference between them and calculate

the time average for having a time delay between the cameras. This could be

explained with the following formula:

γ =

N∑
i=1

(µi − ζi)

N
(3.1)

where γ is the average delay time, µi is the delay time between tracked point on

the Optitrack1 and ζ j is the delay time between tracked point on the Optitrack2

and N is the number of packages of each Optitrack.

The average delay time was used for calculating the difference between the re-

ceiving time and the estimated real-time measurement. This estimated real-time

measurement was stored on a variable in the program before the experiment

started. The starting recording of the tracking point was received by an addi-

tional control socket which was developed by using socket.io on a Nodejs server

(Figure 3.1).
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The robot model was displayed by using the three.js library. The library al-

lows moving the robot remotely by using WebSockets. An additional signaling

server was created to receive the command from the experimenter to start the

condition required for the experiment. After the experiment finished, there was

a function created to send a message to the recording program to store the data

on a JSON file by using Nodejs information. The algorithm of the system is

shown on Figure 3.2.
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Figure 3.2: Algorithm system flow of the system for showing agent move-
ment.

22



As the robot needed to have biological movement, it was recorded a human

model movement to simulate the biological movement in the robot. The robots

were able to move their hands in synchronization due to the time attribute

javascript scope shared between the robot model displayed on the screen sys-

tem.

3.1.4 Experimental setup

Two Optitrack cameras were placed one in front of the other on cylinder bars

facing the passive retroreflective marker. A chair was placed 1.2m away from

the wall. Before the experiment, a background image was projected on the wall.

The projection image had a resolution of 1280x720 pixels and a size of 2m in

width and 1.125m in height. The environment set-up is shown in Figure 3.3 .

The position of the marker was recorded using a Python script that connected

through TCP protocol to the Optitrack software, and stored the movement of

the tracker on two separate files.
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Figure 3.3: A person standing in front of the projection.

3.1.5 Avatar of the agents

One colleague was recorded moving his hand for projecting a human avatar on

the wall. The size of the human avatar was 80% of the height of the projection

window on the wall (0.9m) and 0.3m in width. Figure 3.4, shows an example

of the projection of the human avatar. The human avatar was made using a

video of a human and edited frame by frame to create a constant speed naming

it linear movement.

24



Figure 3.4: Human avatar projected in the experiment.

A robotic model was used to project the robot avatar on the wall. The size of the

robot was similar to the human avatar. The robot was a humanoid robot based

on a robot named “CommU”, developed by Vstonre Co., Ltd., in collaboration

with Osaka University. The projected robot head employed 3 degrees of free-

dom (DoF), two eyes with 3 DoF, upper eyelids with 1DoF, a mouth with 1DoF,

two arms, each with 2 DoF, and a waist with 2DoF. This model was manipulated

using Three.js and WebSockets. Figure 3.5, shows an example of the projection

of the robot avatar. The movement of the robot was tracked to a human avatar

for creating the agent biological movements on the robot.
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Figure 3.5: Robot avatar projected in the experiment.

The controlling of the avatar movements was adjusted to start at same time and

end at same time. The human avatar was able to move with the same speed of

the robotic avatar for biological and linear movement.

3.1.6 Procedure

All instructions, including informed consent, were provided via written docu-

mentation. The subjects’ tasks were explained before the experiment. The sub-

jects were instructed to move their hands vertically and horizontally on hear-

ing a metronome at 2Hz (120bpm) before the experiment started. The trained

session consisted of 20 sessions (5 seconds for each session) with a total train-

ing time of 5 minutes. Before each set-up in the experiment, the subject was

instructed to move their hands in vertical or horizontal directions. An intermit-

26



tent beep sound was played at 2Hz for 3 seconds at the beginning of each ses-

sion, muting it after the 3 seconds. The subjects were instructed to start their

hand movements after hearing two beeps, asking them to synchronize their

movement with the third beep. The projection images were displayed after the

sixth beep. At the end of the experiment, a beep sound was played to make

the subjects stop. Subjects moved their hands for 15 seconds in 24 conditions:

2 type of avatar (robot/human), 2 types of movement (Biological movement,

linear movement), number of agents (one/two/three) and 2 movement direc-

tion (Vertical/Horizontal). Additionally, the subjects attend to other 24 condi-

tions on movements corresponding to the parallel movement of the hand. The

subjects started on opposite movement times by adding an extra beep to the

3-second initial condition beeps and having the same independent variables of

the kinematics movements. The movement of the hand started on a 90-degree

difference in phase, due to this, the movement was named antiphase. Follow-

ing each set-up, subjects were allowed to rest for 15 seconds. If the subject felt

fatigued, the experimenter stopped the experiment for 5 minutes to allow the

subject to recover from fatigue. It was asked one random question regarding

physical feeling in the subjects’ hands at the end of every set-up. Figure 3.6,

shows an example of the movement recorded by the subject.
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Figure 3.6: Recorded movement of the subject hand position. The top
graph shows the position of the hand on the x-axis in time(ms),
the middle graph shows the position of the hand on the y-axis
in time(ms) and the bottom graph shows the position of the
hand in the y axis in time(ms).

As the figure 3.7 shows, the signals obtained from the cameras were combined

for compensating possible oclussion. In the combined signal, it was calculated

the standard deviation of the orthogonal axis.

Figure 3.7: Process of combining data, calculating the standard deviation
S(x) as formula 3.2 shows, where x is the orthogonal axis and
Im is the interference movement index.
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The data obtained of the position of the hand was processed after the exper-

iment finished. The orthogonal plane of the position of the agent hand was

evaluated for the interference movement. In the case of the antiphase synchro-

nization, the parallel plane of the position of the agent hand was evaluated.

3.1.7 Evaluation on interference movement

It was evaluated and compared the kinematics interference movement of the

subject hand in each condition. As it was utilized two cameras to avoid loss, it

was combined the signals and processed them to have the first 14 movements

of the hand as it was assumed that fatigue developed after 7 seconds of moving

the hand due to the occlusion of the markers. It was processed the incongruent

axis as the formula 3.2 shown.

σT =

√√√√√ N∑
i=1

(xi − µ)2

N
(3.2)

where σT is the standard deviation of the position of the incongruent axis, xi is

the position of the incongruent axis on time i, µ is the mean of the position of

the incongruent axis and N is the number of sample analyzed.

In other words, the interference movement was the standard deviation of the

incongruent axis of the position of the marker of the hand.
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3.1.8 Evaluation on Synchronization

Evaluating the antiphase synchronization in time requires a measurement based

on the phase changes. As the interested was focused in understanding the

changes in the synchronization, project the cycle starting time and calculate the

cycle phase value of an expected agent’s trajectory. By calculating the cycle

phase changes, it was evaluated the variation of the synchronization between

agent and subject. The changes in the synchronization based on the peaks of the

subject trajectory hand position was evaluated. As it was utilized two cameras

to avoid loss, it was necessary to combine the signals of both cameras. it was

processed to have the first 14 movements of the hand as it was assumed fatigue

was developed after 7 seconds of moving the hand, due to the occlusion of the

passive marker placed on the subject.

A sinusoidal wave that started on the antiphase movement of the subject’s first

movement was made (ninety degrees phase) and it was named as the expected

trajectory of the agent. To calculate the synchronization between the subject

and the agent, the peak values of the trajectory subject’s hand position into the

expected trajectory agent’s hand position were projected so that the first peak

projection was in the minus ninety-degree phase of the trajectory agent’s hand

position. In order to obtain the phase value for each correspondent agent peak

on the periodic movement of the subject’s hand, the inverse sinusoidal func-

tion of the subject points that time correspond the agent peak was calculated as

the formula 3.3 shows. Figure 3.8 shows an example of standardized subject’s

hand trajectory and the projection of the peaks on the y plane or x plane for the

vertical or horizontal movement respectively.

θs = sin−1 (P(t)) (3.3)

30



where θs is the phase of Subject in agent movement peaks, P(t) is the position of

the hand subject at time t and t is the time of the agent phase position at ninety

degrees.

Figure 3.8: Recorded movement of a subject hand position and expected
movement of the agent. The top three graphs show the stan-
dardized hand positions on the x, y, and z-axis, respectively.
In the fourth graph, the standardized hand position on the x-
axis (the same as the one in the first graph) is shown as a blue
trajectory while the expected agent hand position is shown as
an orange one. Circles indicate the peaks of the trajectory of
the standardized hand position while the squares indicate their
projected points on the trajectory of the expected agent posi-
tion. The fourth graph shows the subject’s hand trajectory in
which the first pick projection phase value is minus ninety de-
grees difference.

The signals was divided into two sections by separating the phases projection

of the first half time and the latter half time as the formula 3.4 shows.

As the figure 3.9 shows, the signals obtained from the cameras were combined
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and the synchronization index of the parallel axis was calculated.

Figure 3.9: Process of the combining data, calculation the agent peaks
hand positions time into the subject agent phase (Formula 3.3)
and calculating the difference between the average of phases
(formula 3.4).

S i =

m∑
i=1
γi

m
−

n∑
i=1
θi

n
(3.4)

where θi is the phase on the prior half time i, n is the number of phases corre-

sponding to peaks in the prior half, γ j is the phase on the latter half time, m

is the number of phases corresponding to peaks in the latter half and Si is the

Synchronization index.

The difference between the average of the phases in the first half and the latter

half was the synchronization index.

3.2 Results

In the following result report, M means mean, SD means standard deviation

and p is the calculated probability of the alpha of the utilized t-test.
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3.2.1 Results on movements interference

A three-way ANOVA for the horizontal movement interference was conducted,

the results of which are shown in Table 3.1. There was not found any signifi-

cant interaction effect on the variables. On the other hand, a main effect (F (2,

276) = 3.72, p<.05) in the number of robots was found. Then, post-hoc analysis

utilizing Bonferroni correction (here, adjusted alpha levels of 0.017) was con-

ducted (Figure 3.10). The results show that three agent set-up has greater inter-

ference in the movement (M=33.38 mm, SD=19.15 mm) than the one agent set-

up (M=27.3 mm, SD=14.86 mm), where t (190) =2.46, p=.015, Cohen’s d=0.35.

In contrast, the two agent set-up (M=28.46 mm, SD=13.98 mm) was not signifi-

cantly different from the one agent set-up (M=27.3 mm, SD=14.86 mm), where

t (190) =0.56, p=.578, Cohen’s d=0.08; similarly, the three agent set-up (M=33.38

mm, SD=19.15 mm) was not significantly different from the two agent set-up

(M=28.46 mm, SD=13.98 mm), where t (190) =2.03, p=.043, Cohen’s d=0.29.
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Figure 3.10: Standard deviation results on orthogonal horizontal move-
ment interference.

A three-way ANOVA for vertical movement in movement interference was

conducted, of which the results are shown in Table 3.2. There was not sig-

nificant interaction effect found on the variables. On the other hand, a main

effect (F (2, 276) = 4.49, p<.05) in the number of robots was found. Then, a

post-hoc analysis utilizing Bonferroni correction (here, adjusted alpha levels of

0.017) was conducted (Figure 3.11). The results show that three agent set-up

has greater interference in the movement (M=18.82 mm, SD=9.28 mm) than the

one agent set-up (M=15.49 mm, SD=6.76 mm), where t (190) =2.85, p=.005, Co-

hen’s d=0.41. In contrast, the two agent set-up (M=16.72 mm, SD=6.93 mm) was

not sig-nificantly different from the one agent set-up (M=15.49 mm, SD=6.76

mm), where t (190) =0.18, p=.215, Cohen’s d=0.18; similarly, three agent set-

up (M=18.82 mm, SD=9.28 mm) was not significant different from the two

agent set-up (M=16.72 mm, SD=6.93 mm), where t (190) =1.78, p=.076, Cohen’s

d=0.26.
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Figure 3.11: Standard deviation results on orthogonal vertical movement
interference.

3.2.2 Results on time Synchronization

A three-way ANOVA for the vertical time synchronization was conducted, the

results of which are shown in Table 3.3. There was not significant interaction ef-

fect found on the variables. On the other hand, a main effect (F (1, 276) = 10.63,

p<.01) in the agents’ avatar was found. Then, post-hoc analysis utilizing Bon-

ferroni correction (here, adjusted alpha levels of 0.05) was conducted. (Figure

3.12). The results show that robot has greater phase change in the hand move-

ment (M=44.66 deg, SD=33.24 deg) than the human agent set-up (M=31.68 deg,

SD=33.64 deg), where t (286) =3.29, p<0.01; Cohen’s d=0.39. In contrast, there

was no sig-nificant main effect for the agent number (F (2,276) = 0.84, p=0.43);

similarly, there was no significant main effect for the biological movement (F

(1,276) = 1.06, p=0.3).
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Figure 3.12: Synchronization index results on orthogonal vertical move-
ment interference.

A three-way ANOVA for the Horizontal time synchronization was conducted,

the results of which are shown in Table 3.4. There was not significant interaction

effect found on the variables. On the other hand, a main effect (F (1, 276) = 13.39,

p<.01) in the type of avatar was found. Then, post-hoc analysis utilizing Bon-

ferroni correction (here, adjusted alpha levels of 0.05) was conducted. (Figure

3.13). The results show that robot has greater phase change in the hand move-

ment (M=34.72 deg, SD=30.99 deg) than the human agent set-up (M=22.82 deg,

SD=23.18 deg), where t (286) =3.69, p<0.01; Cohen’s d=0.39. In contrast, there

was no significant main effect for the agent number (F (2,276) = 0.12, p=0.89);

similarly, there was no significant main effect for the biological movement (F

(1,276) = 0.35, p=0.55).
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Figure 3.13: Synchronization index results on orthogonal horizontal
movement interference.

3.3 Discussion

Results of the experiments revealed that the effective factors for movement in-

terference and synchronization index are different. It was found that H1 was

partially supported while H2 and H3 were not supported. On the other hand,

H5 was supported while H4 and H6 were not supported. In the following sub-

sections, the possible reasons for the difference are discussed based on each

factor.

3.3.1 Number of agent

As it is known, the ability of a group of people to accomplish a task efficiently is

known to be enhanced when they have a similar efficiency level [117, 118]. Ad-
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ditionally, members of groups with different beliefs are more likely to change

their beliefs when the rest of the group gradually changes their own [119].

Moreover, emotions are easily spread within a group when there are more peo-

ple [120]. Thus, by increasing the number of agents, the participants might

perceive themselves as part of the group of agents, effectively affecting their

hand movement. However, there was no evidence that the two-agent set-up in-

creased interference compared to the one-agent set-up nor that the three-agent

set-up increased interference compared to the two-agent set-up. The reason for

not having a significant difference might be because in a two-agent set-up the

number of the agents were not conceiving a group. It is possible that in the

two-agent set-up the two agents were perceived as two individuals instead of

a single group due to the small number of members. Therefore, it is suggested

that for recognizing a group, a minimum of three agents are required for affect-

ing the movement interference. Nevertheless, the effect of the number of agents

was not observed for the synchronization. In the interference experiment, the

movement of the subject and agent(s) were orthogonal while for the synchro-

nization experiment, it was parallel. When subjects were looking at orthogonal

movements, they may focus less on the rhythm (since it appears to be difficult

to follow two or more orthogonal movements by eye) and place a larger em-

phasis on the properties of the projected agent (such as the number of projected

agents). In contrast, in the case of the parallel movement, the subjects might

focus on the rhythm of the movements (since focusing on and following the

parallel movements by eyes seems not to be so difficult) but not on the features

of the projected agents. As a result, for the interference experiment, the group of

the agents might be recognized easily by the participants while for the synchro-

nization experiment it could be difficult. This could be the main reason that the
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factor of the number of agents worked for the interference but has not appeared

in the synchronization experiment.

3.3.2 Type of Avatar

The effect of the type of avatar may be due to the perception of the subject about

the agent as a peer when it has similar physical aspect doing the same action.

As it is known, people feel more motivated to use avatars when the avatar share

similar characteris with them [121] and humans are more willing to cooper-

ate by synchronizing their starting-ending actions on cooperative spaces when

they share similar characteristics [122]. Therefore, in the synchronization ex-

periment, more similar agent, i.e. the human agent, led to more synchronized

movement by the participant.

3.3.3 Biological movement

The effect of the biological movement was not observed in any of the exper-

iments. Even though Kilner[28] proposed that biological movements might

have a significant effect on the interference of the moving hand, in our case

it seems that too many conditions were combined. Therefore, the difference in

movement seems less obvious to the participant. As a consequence, neither the

movement interference nor the antiphase synchronization was affected by the

agent’s biological movement.
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3.3.4 Synchronization Index

Previous studies verified the effect of biological movement between robots and

humans [28, 62, 63], the robotic shape influence [107], and humanoid robots

influence [117]. However, they did not study how the agents influence the syn-

chronization of the action. This synchronization influence needs more research

to clarify the details of the nature of its influence. In this chapter, the proposed

index is a phase-based index that was designed for this experiment. To study

more deeply the synchronization concept, more studies with different measure-

ments might be beneficial for understanding the dimensions of the influence of

the agents on this field.

3.4 Limitations

Although in this experiment the influence of the number of agents and the type

of movements were explored, it was not tested any social behavior of the robots

such as speech, gaze, behavior, or relational interaction among the agents. Sub-

jects might have been affected more significantly if such social behaviors had

been included. Moreover, fatigue may influence the results of movement inter-

ference. In addition, even though it was experimented using counterbalance,

the subjects participated in all the set-ups, being therefore possibly influenced

by previous conditions.
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3.5 Conclusions

This chapter, it was proposed that a group of projected agents moving their

hands orthogonally to the subject would be able to increase movement interfer-

ence. The projected agents were: one, two, or three agents; humans or robots;

biological agent movements or linear agent movements. To explore the effect of

the proposed factors, the following comparison was made: 1) the effect of ex-

posing subjects to a different number of agents, different type of avatar, and dif-

ferent types of movements in incongruent vertical or horizontal subject move-

ment. 2) the effect of exposing subjects to a different number of agents, different

type of avatar, and different types of movements in congruent vertical or hori-

zontal subject movements. In these experiments, it was gathered 24 participants

that were involved on both experiments that last around 25 minutes each. The

interference of the agent on the hand movement of the participants was stud-

ied which was around 13 mm. Also, the synchronization of the agent on the

hand movement of the participant was studied which was around 12 deg. In-

creased movement interference was found between the three robots’ set-up and

the one robot set-up. It was also found, that enhanced synchronization between

human set-up and robot set-up. The results showed that the numbers of robots

enhanced the interference movement which reveals the knowledge about the

influence that number of agents in the interference of the movement of people.

Moreover, it was proposed an additional paradigm that was not previously con-

sidered which was the influence on the synchronization in which it was found

that the avatar type influence on keeping the synchroni-zation. The results re-

veal the knowledge about the influence that the avatar might have on influenc-

ing people for performing complex tasks such keep synchronization. However,
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this experiment did not verify the effect of different social behaviors of agents

or different types of non-humanoid avatars, which will be analyzed in forth-

coming experiments. It is also worth to evaluate the group dynamics on the

interference of synchronization and movement on people. The combinations of

different type of non-humanoid avatars would help to understand these group

dynamics on depth.
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CHAPTER 4

STUDY II:INFLUENCE OF AGENTS IN SYNCHRONIZED MOVEMENTS

WITH MUSICAL BACKGROUND

In this chapter, it was conducted an experiment to evaluate the effect of the

number of robots in synchronizing rhythmic humans movement. Two persons

participated in the experiment: one experimenter and one subject. They were

positioned in front of each other and their task was to play drums in a musical

environment; the robots were moved according to the drumbeats. The level

of synchronization among the humans and the level of enjoyment experienced

was measured. To measure the level of synchronization, it was calculated the

variance of the timing difference between the first drumbeat of the experimenter

and the next nearest drumbeat of the subject and multiplied the variance result

by minus one.

4.1 Experiment 1

4.1.1 Method

To investigate the effect of multiple robots on human synchronization, it was

conducted an experiment in which three conditions were adopted: zero robots,

one robot, and three robots. As argued for in the Introduction, it is hypoth-

esized that (H1) the higher the number of robots, the higher the level of syn-

chronization will be between the two persons. Meanwhile, a positive influence

is considered to occur in human perception of human–robot interaction with

the increase in synchronization. In other words, it is hypothesized that (H2)
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the higher the number of robots, the greater the enjoyment perceived by the

subject. The subjects provided written consent, and the experiments were ap-

proved by the ethical committee of the Graduate School of Engineering Science,

Osaka University.

4.1.2 Subjects

Twenty-six people participated in all the conditions for the first experiment (13

females and 13 males, mean age = 22.6, SD = 3.9). One female and one male

subject were excluded from the analysis because they could not complete the

experiment owing to technical or environmental problems. The order of the

conditions assigned to the subjects was randomly selected so that it was coun-

terbalanced.

4.1.3 Experimental Setup

It was developed a musical system using humanoid robots that could produce

rhythmic body movements according to signals detected from electric drums,

which were played by the experimenter and the subject. Figure 4.1 illustrates

a sample scene of the zero-, one- and three-robot conditions. One and three

robots were placed on a table between the experimenter and the subject in the

one- and three-robot conditions, respectively. In the one-robot condition, two

robots were moved under the table. In the zero-robot condition, one robot was

left on the table but it was covered by a small panel and the height of the table

was reduced to conceal this robot from the subject’s view.
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Figure 4.1: Sample scene of the zero-, one-, and three-robot conditions.

Humanoid Robots

For the one- and three-robot conditions, it was used a robot, “CommU,” devel-

oped in collaboration with Osaka University and Vstone Co., Ltd. CommU is

a tabletop humanoid robot (see Figure 4.2) with a height of 304 mm. Its head

employed 3 degrees of freedom (DoF), two eyes with 3 DoF, upper eyelids with

1 DoF, a mouth with 1 DoF, two arms, each with 2 DOF, and a waist with 2 DOF.

CommU is programmable with two types of movements to represent rhythmic

behavior: neck and arm movements. Neck movements were produced with the

roll joint of the neck, swinging it left and right with an amplitude of 20°. Arm

movements were produced with pitch joints, alternately swinging them up and

down with an amplitude of 30°. These robot movements can be triggered inde-

pendently by external signals.
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Figure 4.2: CommU.

Rhythm Detection System

The rhythm detection system detected the onsets of drumbeats played in real-

time on two electric drums (KORG WAVE DRUM WD-X, 75 mm (H) x 349 mm

(W) x 344 mm (D)). The drum signals were captured by an external sound card

(Presounous 44VSL) and delivered to program units using a sound server dae-

mon, “Jack server audio.” It was used to detect the onset of drumbeats in audio

windows signals of 22 ms. The onset of each sound was calculated based on the

energy contour of the waveform to detect percussive sounds [123], which first

calculates the fast Fourier transform of the sound signal within the focused time

window. It later calculates the integral of the amplitude along the frequency
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axis. Finally, it identifies the onset if it surpasses a predefined threshold. The

identified onset of drumbeats was used to produce robot movements: one on

the experimenter’s drum (neck movements) and one of the subject’s drum (arm

movements). It was selected these two movements because they are considered

to be simple enough to show the rhythms of the subjects and the experimenter

and could be produced without any interference between them. In other words,

the robot exhibited a combination of both the rhythms of the subject and the

experimenter such that it seemed to produce the neck movements in the same

rhythm as the experimenter as well as the arm movements in the same rhythm

as the subject. It was adopted the KXstudio Linux operating system, which uses

a special kernel to achieve a faster audio processing.

Finally, in order to control the potential effect of the experimenter’s gaze among

subjects, it was placed a light-emitting-diode (LED) on CommU to light up at

preprogrammed intervals to let the experimenter know the timing for changing

his gaze. When the LED was on, the experimenter had to watch the subject;

when it was off, he had to watch the table. The LED was placed such that the

subject could not directly see it. The LED was alternately turned on and off

every 20 s.

4.1.4 Environment

The experimental space was built in a sound-proof room (AMCVB37,

YAMAHA Co.). It spanned 2.1 m (W) x 2.6 m (D) x 2.1 m (H). A height-
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adjustable table was used for placing the robot. Chairs were installed for the

subject and the experimenter, each in front on the opposite sides of the table.

The drums were placed 20 cm in front of each person. To record the experiment,

it was mounted two cameras to capture the drumbeats, and it was recorded the

drum sounds. A personal computer was placed in the room so that the sub-

ject could search and listen to music, choosing a favorite song to be used in the

experiment. The subject stood 90 cm down from the table, whereas the experi-

menter stood 60 cm from the table.

4.1.5 Procedure

All the instructions, including informed consent, were provided via written doc-

umentation. The subjects’ tasks included attending musical sessions in which

they played a drum with an experimenter who played on the other side of a ta-

ble on which zero-to-three robots stood. In the one- and three- robot conditions,

the robots were placed on the table so that the subjects faced them and could

clearly see them. The subjects’ tasks also included evaluating the impressions

formed during each session. The experimenter demonstrated a typical method

of playing drums as training. The experimenter needed to produce a rhythm

that would not be spontaneously produced by subjects. In this experiment, the

experimenter was trained to tap twice at each beat of the song. Figure 4.3 shows

an example of how the experimenter and a subject played. Approximately, the

experimenter (green circles) tapped twice every 1.2 s while the subject (blue

squares) first tapped every 1.1 s, but later changed to every 0.6 s.
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Figure 4.3: Examples of the tapping rhythms of the experimenter (green
circles) and a subject (blue squares).

The subjects were asked to choose their favorite songs to reduce fatigue due to

the long duration of the experiment in which they had to listen to the same song.

The experimenter edited the sound files so that they lasted only 3 min each.

The subjects were then asked to play a drum by following the rhythm of their

selected song in their preferred timing while the experimenter tapped his own at

the predefined timing. Then, to reduce possible novelty effects, it was asked the

subjects to attend four 3 min sessions and they were habituated to the situations

where they played drums with the experimenter and with different numbers

of robots. The subjects attended a training session with two robots, then they

attended three sessions to habituate to the novel environment they would be

exposed to during the experiments. During the experiments, they played drums

with zero, one, or three robots. The order for the three training sessions was

random as were the subsequent experiment sessions. In the latter sessions, the

order of the number of robots was counterbalanced. Upon completing each
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session, each subject had 20 s to answer a question on enjoyment. The subjects

then had a 15 s rest. When the habituation process has been completed, each

subject was allowed to rest for 2 min. In total, experiment 1 lasted 40 min.

The procedure for experiment 1 was the same as that of the counterbalanced

habituation.

4.1.6 Evaluation

One question to evaluate the subject’s perception of the session was asked, and

it was processed the timing of drumbeats to evaluate the level of synchroniza-

tion. The question was: “Please score how much you enjoyed each session by

choosing one number from one to five where ‘1’ indicates that ‘you did not

enjoy it at all,’ ‘3’ is ‘undecided,’ and ‘5’ is ‘you enjoyed it very much.’” It was

detected the beat rhythm of the experimenter and the subject where the detected

beats were the starting time of the movements of the robot after they tapped the

drums. The sequences of the detected beats were preprocessed to interpret the

turn-taking between the experimenter and subject. It was filtered out every beat

except for the first beat on the experimenter playing cycle (experimenter’s i-th

double tapping.).

The experimenter was trained to tap a drum two times for each beat in the se-

lected song. Hence, the first tapping of the experimenter for every beat and the

tapping of the subject appeared just after they were extracted and paired. Then,

it was analyzed the sequence of the time difference between these paired beats.

Hereafter, the beats of the experimenter and the subject in each pair are referred

to as the leading beat and the turn-taking beat, respectively. Then, it was an-
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alyzed the sequence of the time difference between the filtered beats and the

subject’s turn-taking beat as equation 4.1 shows.

Di = S ′i − E′i (4.1)

where E′i is the first timing of the experimenter’s i-th double-tapping, S ′i is the

first timing of the subject’s taping after the first timming of the experimenter’s

i-th double-tapping E′i , and Di is the discrepancy for the i-th tapping.

An example of how the E′i is obtained is shown on figure 4.4. In a similar way,

an example of how S ′i is obtained based on E′i is shown on figure 4.5. Finally,

the equation 4.1 is shown on figure 4.6.

Figure 4.4: Example of the conversion of the first timing of the experi-
menter’s i-th double-tapping
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Figure 4.5: Example of the conversion of the first timing of the subject’s
taping after the first timming of the experimenter’s i-th double-
tapping

Figure 4.6: Visual example of the discrepancy for the i-th tapping.

Finally, it was calculated the variance and multiplied it by minus one because

less variance in the time difference seems to represent reliability of synchroniza-

tion as the equation 4.2 shows. Because synchronization between two persons

takes time, it was used the last 48 s of each session for analysis.
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S l = −

N∑
i=1

(Di − D)2

N
(4.2)

where Sl is the synchronization level, n is the time discrepancy amount of data

and D the discrepancy discrete signal and D is the average of D.

4.1.7 Results

The time sequences of the variance of the time difference in the robots’ condi-

tions are plotted in Figure 4.7. The average value for the three-robot condition

was significantly greater than that of the zero-robot condition (t(23)=2.64, p<.05)

after Bonferroni correction. On the other hand, there were no significant differ-

ences between the zero- and one-robot conditions ((t(23)=0.58, p=.566) or the

one- and three-robot conditions (t(23)=1.31, p=.204). The enjoyment of the zero-

robot condition was significantly smaller than that of the one-robot condition

(t(23)=3.50, p<.05) after Bonferroni correction. It was also significantly smaller

than that of the three-robot condition (t(23)=3.84, p<.01) after Bonferroni cor-

rection. The enjoyment of the one-robot condition was not significantly smaller

than that of the three-robot condition. Figure 4.8 plots the enjoyment results for

the number of robot conditions.
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Figure 4.7: Human–Human Synchronization Level according to the
Number-of-Robot Conditions.

Figure 4.8: Enjoyment Perception according to the Number-of-Robot Con-
ditions.

The Pearson correlations between the levels of synchronization and enjoyment

for all conditions were not significant: 0.22 (n.s.) in the zero-robot condition, -

0.22 (n.s.) in the one-robot condition, and 0.19 (n.s.) in the three-robot condition.
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4.2 Discussion

The levels of synchronization reported in the experiment suggest that three

robots influenced human synchronization more compared with no robot. How-

ever, no significant differences were observed in other pairs. In other words,

hypothesis H1 is partially supported. Moreover, it was found that enjoyment

perception of the interaction was enhanced when more robots were added;

meaning that H2 was supported. It is known that mood contagion in groups

is higher in collaboration tasks when the group has more than two individu-

als [120]. The more the people in a group look toward a certain direction, the

more the audience will also mimic them by looking in the same direction [124].

Thus, a group of robots may have the same influence on humans and prompt a

person to mimic their behavior. In this chapter, it was presumed that the sub-

jects, robots, and experimenter all considered themselves to be part of a group

of collaborative musical session. Therefore, they were prompted to mimic the

group rhythm produced by the experimenter, and this was more pronounced in

the three-robot condition. Individuals who are not identified as part of a group

have less social influence than those identified as part of a group [41]. The lack

of significant differences between the zero-condition and the one-robot condi-

tion may imply that subjects in the one-robot condition did not perceive the

robot or the experimenter as part of one group. Meanwhile, it is possible that

some subjects had such a perception of the group not only in the three-condition

but also in the one-robot condition, which can possibly lead to lack of significant

difference between the one-condition and the three-robot condition.
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4.3 Limitations

In the discussion of Experiment 1, the results suggest that the actual number

of robots, that is, zero, one, or three, may influence its perceived sociability.

Hence, the number of robots may influence the synchronization of two people

participating in the experiment. Other studies suggest that nonsocial individual

stimuli such as a bouncing ball, or the sound of a metronome can influence

synchronization between people, including their synchronization to the beat of

a song [125, 126]. However, in the present experiment, it was not evaluated

the case where the robot influenced the synchronization of subjects with the

experimenter only due to the movement.

4.4 Conclusions

In this chapter, it was proposed that multi-party interaction that includes people

and robots can increase the level of synchronization in a musical performance.

It was developed a multi-robot system in which humanoid robots moved ac-

cording to the drums played by two people. Using multiple robots the synchro-

nization is enhanced.
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CHAPTER 5

STUDY III: INFLUENCE OF AGENTS IN SHARING SYNCHRONIZED

MOVEMENTS IN A ROBOTIC BODY

In this chapter, it was evaluated the effect of robots using their bodies to syn-

chronize with humans. To support the interpretation of the evaluation of this

experiment in relation to the rubber hand illusion, it was conducted a second

experiment to evaluate the effect of an in-sync robot that moves in-sync with

the subject’s rhythm by comparing it with an out-of-sync robot that moves with

a fixed rhythm independent of the subject. Two persons participated in the first

experiment: one experimenter and one subject. They were positioned in front

of each other and their task was to play drums in a musical environment; the

robots were moved according to the drumbeats. It was measured the level of

synchronization among the humans and the level of enjoyment experienced.

The level of synchronization among the humans and the level of enjoyment

experienced was measured. To measure the level of synchronization, it was cal-

culated the variance of the timing difference between the first drumbeat of the

experimenter and the next nearest drumbeat of the subject and multiplied the

variance result by minus one. In the last experiment, only one subject and one

robot were involved. The subject tapped a drum in front of the robot, which at

first moved rhythmically but suddenly stopped after a while. It was measured

how the average time lag between the subject’s tapping increased between the

periods before and after the robot stopped.
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5.1 Experiment 1

5.1.1 Method

To investigate the effect of the type of rhythm on the synchronization of humans,

it was conducted an experiment where two humans and three robots moved.

Two conditions were adopted. In the mixed-rhythm robot condition, robots

move their bodies using both the experimenter’s and the subject’s rhythms,

whereas in the unmixed-rhythm robot condition, they move using only the ex-

perimenter’s rhythm. It was did not consider the condition where robots used

the rhythm of only the subject. This was because the main interest of the experi-

ment was the influence of the experimenter’s rhythm on the subject, depending

on whether the robot’s representation included the subject’s rhythm. As dis-

cussed in the introduction, if the subject observes part of the robot movement

synchronizing with subject’s rhythm, the subject would be more influenced by

the rest of the movement. In other words, it is hypothesized that (H1) the level

of synchronization between the experimenter and the subject is greater in the

mixed-rhythm robot condition than in the unmixed-rhythm condition. Mean-

while, as in Experiment 1, a positive influence is considered to occur in human

perception of human–robot interaction with the increase in synchronization.

Therefore, it is also hypothesized that (H2) the subjects feel greater enjoyment

in the mixed-rhythm condition than the unmixed-rhythm condition.
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5.1.2 Subjects

Twenty-six persons (13 females and males: mean age = 22.6, SD = 3.9) partic-

ipated in both sessions of the mixed-rhythm and unmixed-rhythm conditions

of the second experiment. The subjects who participated in the experiment of

the previous chapter were also involved in this experiment. The order of the

conditions assigned to the subjects was randomly selected so that it was coun-

terbalanced.

5.1.3 Experimental Setup

In the mixed-rhythm condition, the robots exhibited a combination of both the

rhythms of the subject and the experimenter, just as in Experiment 1. That is,

their neck moved in sync with the experimenter’s drumbeats while their arms

moved in sync with those of the subject. On the other hand, in the unmixed-

rhythm condition, the robots only exhibited the rhythm of the experimenter.

That is, both their necks and arms moved in sync with only the experimenter’s

drumbeat.

5.1.4 Procedure

All the subjects participated in the experiment of the first chapter participated

on this experiment. The experiment was conducted after a 2 min break. Each

subject was exposed to a second habituation process of four sessions. The first

two sessions were performed using only one hand under the conditions of

mixed and unmixed rhythms. The other two sessions were performed using
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two hands in the same order as the previous two. When the habituation process

has been completed, the subjects were allowed to rest for 2 min. In total, this ex-

periment lasted 35 min. The experiment had the same order as the habituation

process, which was counterbalanced.

5.1.5 Evaluation

The same question as in the previous chapter was asked to evaluate the subject’s

perception during sessions. The same analysis as in study 2 was performed to

evaluate the level of synchronization (Equation 4.2).

5.1.6 Results

The time sequences of the variance of the time difference in the mixed and

unmixed rhythm conditions are plotted in Figure 5.1. In the last 48 s of

the session, synchronization between the subjects and the experimenter in

the unmixed rhythm condition (M=0.06, SD=0.05) and mixed-robot condition

(M=0.07, SD=0.08) resulted in different trends in the expected direction without

reaching significance; t(23)=1.83, p <0.1. The enjoyment from the mixed-rhythm

condition (M=4.0, SD=0.96) was significantly larger than that from the unmixed

rhythm condition (M=3.16, SD=1.4) (t(23)=3.5, p<.01), as plotted in Figure 5.2.
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Figure 5.1: Human–Human Synchronization Level according to the
Rhythm Condition.

Figure 5.2: Enjoyment Perception during the Rhythm Conditions.

The Pearson correlations between the levels of synchronization and enjoyment

in both conditions were insignificant: -0.34 (n.s.) in the mixed-rhythm condition

and 0.19 (n.s.) in the unmixed-rhythm condition.
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Figure 5.3: Experiment 1 and Experiment 2 order sequence.

5.2 Experiment 2

5.2.1 Method

It was investigated whether a robot that has moved in-sync with the drumbeats

of a subject becomes effective in influencing them, which is considered to be

similar to the phenomenon of the rubber hand illusion. It was conducted an

experiment where a subject played a drum in front of a robot. It was adopted

two conditions: the in-sync robot condition where the robot moved to follow

the subject’s rhythm and the out-of-sync robot condition where it moved to fol-

low a fixed rhythm independent of the subject. If a similar phenomenon as the

rubber hand illusion is induced, it would be expected that the sudden changes

occurring to the robot’s rhythm would be confused with the subject’s rhythm

and be followed by the subject. In other words, it is hypothesized that (H3) the

subject in the in-sync robot condition changes subject’s rhythm more than that
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in the out-of-sync condition. Meanwhile, as in previous experiments, a positive

influence is considered to occur in human perception of human–robot interac-

tion with the increase in synchronization. Therefore, it is also hypothesized that

(H4) the subject will feel greater enjoyment in the in-sync robot condition than

in the out-of-sync condition.

5.2.2 Subjects

Twenty-two persons (7 females and 15 males: mean age = 25.58, SD = 3.26)

participated in the sessions, alternately repeating in-sync and out-of-sync robot

conditions two times. The subjects were not involved in the previous two ex-

periments. The order of the conditions assigned to the subjects was randomly

selected so that it was counterbalanced. The experiment was approved by the

ethical committee of the Graduate School of Engineering Science, Osaka Uni-

versity.

5.2.3 Experimental Setup

The subject was asked to tap a drum with only one robot in the room. The

experiment ran over a short time span and a song called “Macarena” was re-

peatedly played throughout the experiment in an attempt to keep the subject

alert. Unlike in Experiments 1 and 2, there was no need for the subject to choose

a favorite song because of the duration of the experiment. In the in-sync robot

condition, it moved its neck and hands each time the subject tapped the drum.

In the out-of-sync robot condition, the robot was programmed to move in a spe-
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cific rhythm and the subjects were not able to move the robot during the session.

The rhythm selected was similar to the one provided by the experimenter in the

first and second experiments.

5.2.4 Environment

The experimental space was built in a space of 2.0 m (W) x 4.0 m (D) x 3.4 m

(H). The drum and the robot were placed on a simple table. Chairs were placed

in front of the table for the subject. The drums were placed 20 cm in front of the

subject, and the robot was 10 cm behind the drums. To record the experiment,

it was mounted one camera to capture the drumbeats.

5.2.5 Procedure

The subject was asked to read an instruction document about the experiment. In

the document, the subjects were asked to play a drum until the song ends. The

song lasts for 60 s; the robot moves only in the first 50 s, while it suddenly stops

in the remaining 10 s. The subjects attended four sessions in which the first two

sessions were the habituation sessions and the last two were the experimental

sessions. Both the habituation and experimental sessions consist of in-sync and

out-of-sync conditions. After each session, the subject was asked a question

about the enjoyment he or she experienced. Figure 5.4 shows a sample scene of

how the subject played. The in-sync and out-of-sync conditions were alternately

conducted, and the order of the condition was counterbalanced.
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Figure 5.4: Sample scene of a subject tapping in front of a robot.

5.2.6 Evaluation

It was used the same question used in the previous experiment to evaluate the

perception of enjoyment during each session. In addition, it was calculated how

the average time lag between the subject’s tapping increased from the former

session in which the robot was moving to the latter session after it stopped.

That is, it was calculated by dividing the average time lag between the tapping

in the first 50 s session by that in the last 10 s session as the equation 5.1 shows.

It was compared the ratios using the paired t-test.

S l =
(tN − tn) × (n − 1)
(tn − t1) × (N − n)

(5.1)
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where Sl is the synchronization level, n is amount of tapping performed on the

first 50 seconds, N is the total amount of tapping, and t is the tapping time.

5.2.7 Results

The increase in the ratio of the average time lag in both conditions are shown

in Figure 5.5. It is larger in the in-sync robot condition (M=1.06, SD=0.16)

than in the out-of-sync robot condition (M=0.97, SD=0.11) (t(21)=2.08, p<.05).

The enjoyment of the robot moved by the subject’s rhythm (M=3.73, SD=1.03)

was significantly larger than that of the robot moved by the predefined rhythm

(M=3.05, SD=1.05) (t(21)=2.73, p<.05). This result is plotted in Figure 5.6.

Figure 5.5: Increase in the ratio of the average time lag between subject’s
tapping average condition.
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Figure 5.6: Enjoyment perception in experiment 3.

The Pearson correlations between the increase in the ratios of the average time

lag between tapping and enjoyment were not significant in both conditions: 0.06

(n.s.) in the in-sync robot condition and 0.08 (n.s.) in the out-of-sync robot

condition.

5.3 Discussion

In Experiment 1, the mixed-rhythm robot condition was marginally different

from the unmixed-robot condition; the mixed-rhythm condition exhibited a

higher level of synchronization among persons; meaning that H1 was partially

supported. Although it was not possible to conclude that the current data suc-

cessfully verified hypothesis H3, it did not indicate any conflict. This is compa-

rable to results of a study by Nishio [127] that showed a robot hand teleoperated
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in a synchronized manner to a subject’s motion causing the subject to feel like

it was an extended body part. Thus, the rubber hand illusion [32] may have

occurred between vision and proprioception. In the present chapter, part of

the robot body moved in a synchronized manner to a subject’s drumbeat in the

mixed-rhythm condition. Therefore, it is possible that the subject felt that the

robot was an extended body part. When a virtual hand that was recognized as

a subject’s extended body part is suddenly moved (i.e. asynchronously to the

subject), muscle activation of the subject is induced, which matches the asyn-

chronous movement [36]. The robots in the mixed-rhythm condition, which

were possibly regarded as extended body parts by the subjects, also exhibited

different rhythms from the subjects using other body parts. Therefore, match-

ing the subject’s rhythm to that of the subject using a different body part (the

experimenter’s) was induced. Other experiments suggest that the rubber hand

illusion also occurs using a virtual ball, but the illusion is greater when a vir-

tual hand is used [128]. This means that having the perception of body pro-

jection can increase the level of synchronization. However, it should be noted

that this is not conclusive because the results from the present chapter demon-

strated such an increasing trend but reached significance level. Furthermore,

it is worth noting that this also means that the rubber hand illusion cannot be

considered as the only reason for the increase in the level of synchronization in

the experiment. In this experiment, it was also found that the subject felt more

enjoyment during the mixed-rhythm condition than during the unmixed one,

which supports hypothesis H2. In the unmixed-rhythm condition, the robot

lacked synchronous movement with the subject’s drumbeats. Thus, when the

subject had less chance to observe the synchronicity between the robots and her

or himself, the subject felt less enjoyment during this experiment although the
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influence in the behavioral aspect was only marginally significant. On the other

hand, in study 2, when the subject had a chance to observe increased synchrony

from more robots, he or she felt more enjoyment although the difference in the

behavioral aspect was significant only in the limited pair of conditions. There-

fore, in the results from the present chapter, although it cannot be concluded,

it seems that the more the subject is synchronized in the group, the more the

subject felt enjoyment. One possible reason for such inconclusiveness is that the

subjects’ flexibility of their drumbeat rhythm or the fragility on the consistency

of their drumbeat rhythm were greater than expected. To obtain more conclu-

sive results, a more precise approach to normalize the influence on synchrony

by considering the subjects’ high flexibility of their drumbeat rhythm or high

fragility on the consistency of their drumbeat rhythm is worth investigating. In

Experiment 2, it was observed that the tapping interval of the subject in front

of an in-sync robot changed compared with when the robot was out-of-sync,

which supports hypothesis H3. Meanwhile, the subject felt greater enjoyment

in the in-sync condition than in the out-of-sync condition, which supports hy-

pothesis H4 and is consistent with the increase in the level of synchrony. The

subjects may have felt that the robot was an extended body part. Slater [36]

investigated a virtual hand that a subject recognized as an extended body part,

and when it was suddenly moved (i.e., out-of-sync robot), the subject’s muscle

activation matched asynchronous movement. The in-sync robot condition in

this chapter changed the tapping interval of the subject when the robot stopped

because of the in-sync movement of the robot. The changes in the subjects’

rhythm may be interpreted as resulting from the rubber hand illusion because

in both situations the subject appeared to confuse the movements of subject’s

actual body with those of an in-sync external object. This is comparable to the

73



rubber hand illusion in which synchronous brushing between a subject’s actual

hand and the rubber hand made the illusion more pronounced. This suggests

that the subject’s rhythm in Experiment 2 was more synchronized to the exper-

imenter’s rhythm because the subject confused the robot’s rhythm with their

own owing to synchronization to the robot.

5.4 Limitations

In the discussion on Experiment 1, it was argued that the influence of the robots

might be enhanced by making the subjects recognize the robots as their ex-

tended bodies. It is known that the rubber hand illusion, that is, the illusion

that a non-body object is a subject’s body, likely occurs when the used non-body

obj ect realistically resembles a human hand [129]. This implies that the level of

visual similarity among the robots might also influence the current outcome.

In this chapter, it was assumed that subjects would have a similar influence as

the rubber hand illusion on the robot rhythm when the robot was also in-sync

with the subject. It has been argued that the rubber hand illusion [130] and the

sense of self-agency [131] are experienced in the synchronization of both the

motor signal and visual feedback; this self-agency decreases with the increase

in the spatiotemporal discrepancy between the motor signal and visual feed-

back. Moreover, the self-agency might not be the only factor that influences

synchronization. The current chapter has a limitation owing to the experimen-

tal design. Since it was used subjects that participated in the study 2 for the

first experiment, it should carefully evaluate the result from the viewpoint of

subject habituation, fatigue, and the exposure effect. Although it was consid-

ered that this was not a serious problem in terms of evaluating the effects of the
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conditions because it could find significant differences even under such a ha-

bituation or positive bias (if there was any) after counter-balancing the order of

the conditions, conducting these experiments separately should be considered

in the future to increase the reliability of results. In the current experiments, the

rhythms of the robots were generated only from the drumbeats of the subject

and the experimenter, and the effect on the subject’s drumbeats was analyzed.

However, it is possible that the subjects’ synchronization to the experimenter

might be induced also in their different modalities such as neck movements,

which the robots used to reproduce the experimenter’s rhythm. By consider-

ing the increased effect in the mixed rhythm condition where the robots also

appeared synchronized to the subject, the effect might be made clearer if the

system could represent the subject’s potential adaptation of the rhythm in such

a different modality.

5.5 Conclusions

In this chapter, it was proposed that multi-party interaction that use group of

robots representing two persons’ rhythm increased the synchronization in the

persons’ rhythm. It is possible that the group of robots representing the persons’

rhythm induced stronger synchronization than the robots representing only the

experimenter’s rhythm. However, the synchronized interaction between the

robots and people resulted in them enjoying their task more compared with

those that solely used the experimenter’s rhythm. Additionally, the person was

more influence by a robot in-sync with him or her than a robot out-of-sync.

The experiments in this chapter focused on robots producing rhythm without

using any other social signals, such as emotional expression, eye-contact, or
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utterances, which are believed to enhance the sense of group belonging and

may influence the synchronization it was examined. This influence on the syn-

chronization could be useful in various fields such as musical therapy sessions

[132], musical training [133], autism treatment [134], improvement of learning

processes [135], and improvement of social skills [136].
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CHAPTER 6

STUDY IV: INFLUENCE OF AGENTS IN EMOTIONAL PERCEPTION

AND EMOTIONAL CONVEYANCE

In this chapter, it was proposed the use of virtual agents to enhance the degree of

perception of a person, who did not clearly was happy, by showing happy vir-

tual agents. Investigations on whether a virtual agent can enhance the degree of

the perceived emotion, conveyed emotion, and perceived curvature of the per-

son’s lips were performed. In addition, increasing the number of virtual agents

and matching their behaviors to enhance emotion perception, emotion convey-

ing, and the perceived curvature of the lips was also proposed in the chapter.

Since the virtual agents had similar behavioral cycles when they were matching

their behavior, the matching could be considered to be a primitive way of syn-

chronization. Namely, the word synchronization was used for expressing this

matching timing behavior.

6.1 Experiment 1

Emotional Avatar Projection System

It was prepare a system using webRTC API for teleconference communication.

The system is divided on four processing blocks. It was used a detector for

camera frames, a control for the characteristics of the agent, an emotion selector,

and a displayed image. The characteristics of the agent to be controlled were

emotions, numbers, and position of the agent. The emotions that were avail-

able to be displayed by the system were happy, sad, angry, disgust, neutral and
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fear. The system was able to recognize emotions of the user(experimenter) with

a library named face-api.js in real-time. Face-api.js utilize a tensorflow based

model developed by Vincent Mühler for the emotion experimenter’s recogni-

tion. The background on the experiment side was removed by using a machine

learning TensorFlow library named bodyPix, posted by Dan Oved, and Tyler

Zhu. The emotion recognition accuracy is 95% for happy and between 70% to

80%. The system allowed the user (experimenter) to record different videos

for each emotion in order to asynchronously synthesize the virtual agents. The

videos were stored on a temporal database. The user was able to select which

emotion the virtual agent would display. The user is able to record an exagger-

ate emotion in order to enhance their own emotion. The video duration was

between five to eight seconds. After selecting the emotions, the virtual agent

was created and added to the main camera frame. All this processing was do-

ing on a canvas DOM element and controlled by using JavaScript with a 60ms

delay for recognizing the emotion. The system block structured is shown on the

Figure 6.1.
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Figure 6.1: System structure for emotion displaying.

In this chapter, it was displayed virtual agents with stronger emotions than the

main person. The main focus on the experiment was to explore the basic fea-

tures of virtual agents in order to convey an emotion that may be difficult to be

correctly recognized. Due to this, it was used non real times videos prepared

based on our system by using only happy faces. It was used facial features and

place them in a thin and small body, making them virtual agents for web con-

ference systems (Figure 6.2).
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Figure 6.2: Virtual agent designed for the experiment.

6.1.1 Method

To investigate the effect of a single agent on emotion perception, conveyance

of a human, and curvature of the perception of the curvature of lips, an experi-

ment was conducted, wherein two conditions were adopted: no agent condition

and one agent condition. Each subject watched the video and were asked to fill

on a questionnaire their opinion of the watched video. In this experiment, it

was hypothesized that the one agent condition, that is, placing a virtual agent

on the shoulder of a person in a video conference environment enhances (H1)

the emotion recognition, (H2) emotion conveyance, and (H3) degree of the per-
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ceived curvature of the person, better than the no agent condition. The subjects

were recruited using a prolific website and provided informed consent at the

beginning of the experiment, which was approved by the ethical committee of

the Graduate School of Engineering Science, Osaka University.

Subjects

Forty-eight people participated in all the conditions for the first experiment (21

females, 25 males, and 2 people preferred not to disclose their gender, mean

age = 25.23, STD=7.38). A few subjects were excluded owing to failure to pass

the attention check. The order of the conditions assigned to the subjects was

randomly selected such that they were counterbalanced.

Experimental Setup

An experiment was conducted using a website created for this purpose. The

videos were downloaded automatically by the website to avoid possible inter-

ference owing to poor Internet connections. The answers were stored in a Mon-

goDB database immediately after the participants completed the questionnaire.

Content of Video

One collaborator was recorded with the purpose of saying one stimulus di-

vided on four phrases: “Today is my birthday,” “I am having a birthday party

tonight,” “A lot of friends will come,” and “We will have a great time,” The

four phrases were said in written order, one after the other. The collaborator
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recorded these phrases, showing a neutral face and a neutral pitch at the mo-

ment of speaking, while looking forward such that the video recorded could be

perceived as through the person was in a conference video. The neutral video

was recorded in order to verify whether the virtual agent who was recorded

with happy emotion reaction to the phrases influence on the emotion percep-

tion of neutral collaborator video as happy. The video lasted twelve seconds in

total.

Virtual Agent

A virtual agent having the face of a different collaborator and capable of pro-

ducing emotions by replicating a collaborator’s face and body was created. The

emotions that the virtual agent produced were represented using only facial

and body expressions. The virtual agent did not use sound to express emotion,

and its facet was enlarged to facilitate the recognition of the emotion. Further,

the virtual agent was placed on the shoulder of the person’s video. The vir-

tual agent began by looking towards the front to be perceived as watching the

participant who attended the experiment. In the initial state, the virtual agent

exhibited a neutral face. Then, he changed his gaze direction to the main person

after he/she finished the first phrase. This was followed by looking back at the

lens camera after the main person finished the third phrase. The virtual agent

began to smile when the person finished saying the second phrase. In Figure

6.3, a sample of the scene of the non-virtual agent condition and one-virtual

agent condition are shown.
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Figure 6.3: Non-Virtual agent condition and one virtual agent condition

Procedure

The participants were asked to provide their consent to participate in the ex-

periment. They were asked to carefully read the instructions of the experiment

and fill out their gender and age information. Following the completion of the

video, the participants were able to play the video. They watched the video only

once. The video disappeared once watched, and the participants were asked

to answer a questionnaire regarding emotion recognition, emotion conveyance,

and curvature of the face. Consequently, both conditions were shown, with the

questionnaire presented once after each video condition. The conditions were

counterbalanced to avoid order effects.

Evaluations

The questionnaire asked six questions to measure emotion recognition, four

questions for emotion conveyance, and one question to evaluate the curvature
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of the face. The questions were rated on a scale with 7 levels, where the middle

item was “neither agree neither disagree”. Subsequently, indexes found pre-

viously in a different experiemt were used to calculate the value for emotion

recognition and emotion conveyance, as shown in Table 6.1. It was considered

considered invert questions in the questionnaire e.g. “he looked feeling bad” as

inverted question of “he looked happy”. From the previous studies, the Cron-

bach’s alpha for the variables in Emotion recognition is 0.889 as the Table 6.1

shows. Similarly, the Cronbach’s alpha for the variables in Emotion conveyance

is 0.840 as the Table 6.1 shows. The indexes for the factors F1 and F2 of the table

6.1 were calculated by using varimax rotation factor analysis type. As this value

is high, it was remained the same questionnaire for this experiment.
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Table 6.1: Indexes used for each question for measuring emotion recogni-
tion and emotion conveyance.

Degree of Emotion recognition α =0.889

F1 F2 Communality

He looked fun .86 .29 .82

He looked energetic .64 .30 .50

He looked feeling bad* .47 .28 .30

He looked happy .88 .16 .80

He looked pleasant .82 .21 .72

It was difficult to detect which emotion he was expressing* .62 .25 .44

Degree of conveying emotion α =0.840

His emotion was easy to understand .12 .61 .39

His emotion was conveyed to me clearly* .21 .87 .81

It was difficult for me to understand his feeling* .40 .63 .56

I think his feeling was explicitly conveyed to me .35 .72 .64

Eigenvalues 3.55 2.43 5.98

% of variance 35.49 24.33 59.82

Results

The emotion recognition results are shown in Figure 6.4. The average value for

the one-agent condition (M=15.98, SD=5.36) was significantly greater than that

in the no-agent condition (M=14.87, SD=4.52) (t(47)=2.08, p<.05, d=0.22). The

conveyance recognition results are shown in Figure 6.5. In this case, no signif-
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icant difference was found between the one-agent condition (M=9.53, SD=3.92)

and the no-agent condition (M=9.03, SD=3.61) (t (47) =1.31, p=.20, d=0.13). Fi-

nally, the curvature results are shown in Figure 6.6 and no significant difference

was found between the one-agent condition (M=6.19, SD=0.98) and the no-agent

condition (M=6.06, SD=0.60) (t (47) =0.86, p=.39, d=0.16).

Figure 6.4: Emotion recognition results.
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Figure 6.5: Emotion Conveyance results.
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Figure 6.6: Lips Curvature perception result.

6.2 Experiment 2

6.2.1 Method

To investigate the effect of two synchronized agents that can enhance emotion

perception, emotion conveyance, and the perception of lip curvature in contrast

to a single agent, an experiment was conducted wherein two conditions were

adopted: one agent condition and two synchronized agent conditions. In this

experiment, it was hypothesized that two synchronized agents, that is, placing
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two virtual agents on both shoulders of a person in a video conference environ-

ment, enhances (H4) the emotion recognition of the person, (H5) the emotion

conveyance of the person, and (H6) the degree of the perceived curvature of the

person, better than a single agent condition. The subjects were recruited using

a prolific website and provided informed consent at the beginning of the exper-

iment, which was approved by the ethical committee of the Graduate School of

Engineering Science, Osaka University.

Subjects

Fifty-two people participated in all conditions for the first experiment (22 fe-

males and 29 males, mean age = 29.43, STD=8.71). A few subjects were ex-

cluded owing to failure to pass the attention check. Moreover, the order of the

conditions assigned to the subjects was randomly selected such that they were

counterbalanced.

Experimental Setup

An experiment was conducted using a website created for this purpose. The

videos were downloaded automatically by the website to avoid possible inter-

ference owing to poor Internet connections. Further, the answers were stored

in a MongoDB database immediately after the participants completed the ques-

tionnaire.
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Content of Video

One collaborator was recorded for presenting four phrases: “Today is my birth-

day,” “I am having a birthday party tonight,” “A lot of friends will come,” and

“We will have a great time.” The four phrases were said in written order, one

after the other. The collaborator recorded these phrases, showing a neutral face

and a neutral pitch at the moment of speaking. Moreover, they kept looking

forward such that the video recorded could be perceived as though the person

was in a conference video. The video lasted 12 s in total.

Virtual Agent

A virtual agent with the face of a different collaborator capable of producing

emotions by replicating a collaborator’s face and body was created. The emo-

tions that the virtual agents produced were represented using only facial and

body expressions. The virtual agent did not use sound to express emotion, and

the face of the virtual agent was enlarged to facilitate the recognition of the emo-

tion. Further, they were placed on each shoulder of the person in the video. The

virtual agents began by looking towards the front to be perceived as watching

the participant who attended the experiment. During the initial state, the vir-

tual agents exhibited a neutral face. Then they changed their gaze direction to

the main person after he/she finished saying the first phrase and looked back

at the lens camera after the main person finished the third phrase. The virtual

agents started to smile when the person finished saying the second phrase: The

second virtual agent was a copy of the first virtual agent, synchronizing its be-

havior with the timing. In Figure 6.7, a sample of the scene of the two virtual

agent conditions and the one-virtual agent condition are shown.
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Figure 6.7: Lips Curvature perception result.

Procedure

The participants were asked to provide their consent to participate in the ex-

periment. They were asked to carefully read the instructions of the experiment

and fill out their gender and age information. After the video was completed,

the participants were able to play the video. Participants watched the video

only once. The video disappeared once it was watched, and the participants

were asked to answer a questionnaire regarding emotion recognition, emotion

conveyance, and curvature of the face.

Evaluations

The questionnaire asked six questions to measure emotion recognition, four

questions for emotion conveyance, and one question to evaluate the curvature

of the face. The questions were rated on a scale with 7 levels, where the neu-
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tral perception was considered in the middle item of all the questions that was

“neither agree neither disagree”.

Results

The emotion recognition results are shown in Figure 6.8. The average value

for the two synchronized agents’ condition (M=17.60, SD=4.83) was signifi-

cantly greater than that of the no-agent condition (M=16.69, SD=4.91) (t (51)

=2.14, p<.05, d=0.19). The conveyance recognition results are shown in Figure

6.9. In this case, the average value for the two synchronized agents’ condition

(M=10.76, SD=4.15) was marginally greater than that for the one-agent condi-

tion (M=10.06, SD=3.74) (t (51) = 1.86, p=.07, d=0.18). Finally, the curvature

results are shown in Figure 6.10, and no significant difference between the two

synchronized agents’ conditions (M=6.29, SD=0.90) and the one-agent condition

(M=6.20, SD=0.78) (t (51) =1.00, p=.32, d=0.11) was observed.
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Figure 6.8: Emotion recognition results.
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Figure 6.9: Emotion Conveyance results.
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Figure 6.10: Lips Curvature perception result.

6.3 Discussion

The level of perceived emotion reported in Experiment 1 suggests that the one

virtual agent condition enhances the perceived emotion of a person more than

the non-virtual agent condition. However, no significant difference was ob-

served for emotion conveyance or the curvature of the lips. In other words,

H1 was supported but H2 and H3 were not. For H1, humans recognize easily

happy facial expressions in groups of people [137]. Moreover, a body with a

posture that shows emotions similar to that of facial expressions aids in recog-
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nizing emotions [138]. Thus, showing a happy representation of the face and

body of a person near a main person without a clear expression can enhance

emotion recognition of this emotion. In these experiment, it was added a vir-

tual agent with the face and body characteristics of the emotion that needed to

be conveyed to enhance the emotion recognition (H1) of a person. In case of H2,

it is known that agents in groups can convey emotions more easily than isolated

agents [139]. The lack of a significant difference in the conveyance of the emo-

tion(H2) may be attributed to the fact that the main person and the virtual agent

were not considered as a single group, but as isolated agents. Therefore, the in-

fluence of the virtual agent on enhancing the level of emotional conveyance of

the main person may be weak and insufficient. Whereas, regarding H3, mul-

tiple faces with a laughter background were used to increase the perception of

lip curvature [97]. In the experiment conducted, only a single agent was imple-

mented; therefore, the effect of the number of virtual agents must be studied in

detail in future experiments.

The level of perceived emotion reported in Experiment 2 (H4) suggests that two

synchronized virtual agents enhance the perceived emotion of a person better

than a single agent. In addition, a marginally significant difference between the

two synchronized virtual agents and one virtual agent condition (H5) was ob-

served as well. However, no significant difference in the lip curvature (H5) was

obtained. In other words, H4 was supported, but H5 and H6 were not. For H4,

it is known that increasing the number of synchronized agents and rendering

them as part of a group enhances enjoyment perception [52]. It is believed that

the group of two agents enhanced the emotion recognition of the main person

better than the single agent condition (H4) because the virtual agents were per-

ceived as a group because of their synchronization. IN case of H5, finding a
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marginally significant difference in conveying emotions may support the idea

that increasing the number of agents on a group of more than two virtual agents

could enhance the emotion conveyance of the main person compared to a sin-

gle virtual agent. However, for H6, it is necessary to study the influence of the

group of more synchronized agents in more detail in future experiments.

6.4 Limitations

Although this experiment was not interactive, the participants were asked to

watch the videos offline making possible that people’s perceptions differ in real-

time interactions. Moreover, as the experiment was not conducted on-line (real-

time), it was not possible to measure the probable delays, the manual control of

the agent and the correct method to use these agents on online conference sys-

tems. Moreover, the synchronization described on this experiment consisted on

matching the behavior of the virtual agents. The current features studied about

synchronization might be insuffient and new features might be added e.g., emo-

tion timing, or voice onset synchronization, etc. In the discussion of Experiment

1, the effect of one agent was confirmed; however, the effective elements need to

be studied more precisely, such as the effect of body, size of agent, size of face (in

the current experiment, the face was not proportional to the body), and the po-

sition of the agent. In Experiment 2, two time-synchronized virtual agents were

evaluated. In future studies, the effective degree of synchronization must be

studied. Moreover, because autonomy and spontaneous movements of agents

have been reported as factors that increase the agency and consequently the

positive feeling of the participant regarding it [140], completely synchronized

behavior may not be sufficient for long-term interaction and real-world appli-
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cation. The effect of the number of agents is an additional factor that needs to be

studied. As the number of agents during the communication has a remarkable

effect on smoothening the interaction, improving the feeling of autonomy and

perception regarding involvement in the conversation should have a positive

effect on enhancing recognition; such an effect in the case of our virtual agent

still needs to be explored. In addition, the effect of other synchronous types of

agents, for example, the synchrony of the geometrical component features of the

agents, the synchronization in the emotional state, and the synchronization of

the attention behavior, must be researched in future works. Nevertheless, this

chapter conducted experiments which were focused only on the emotional ex-

pressions of happiness. Moreover, it was intentionally not included a scale for

measuring neutral emotion as the main intention was to seem the main person

on the video look happier. Thus, precise, and systematic research on other emo-

tions, such as those presented and classified in the circumplex model of emotion

by Russell [141] or basic universal emotions by Ekman [142] is required in future

studies.

6.5 Conclusion

In this chapter, it was proposed that the presence of virtual agents in videos

can enhance the perceived emotion of a main person even when the person has

a neutral face. A virtual agent containing an exaggerated collaborator’s face

and a shrunken body was developed, which was located on the shoulder of the

main person in a video-conferencing environment. In addition, videos wherein

the agents were presented and behaved synchronously were prepared. To ver-

ify the proposed method, two experiments utilizing human subjects were con-
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ducted to explore two comparisons: 1) the effect of utilizing the virtual agent

compared to no virtual agent, and 2) the effect of utilizing two synchronized

virtual agents compared to one virtual agent. In these experiments, improve-

ment in the perceived emotion expression, emotion conveyance, and the degree

of the smile of the main person in terms of perceived level of curve in the mouth

of the main person were evaluated, as the experiments was conducted for the

case of the emotion of happiness. The results of the statistical hypothesis test

indicated that one agent improved emotion recognition and conveyance com-

pared to the case in which there was no agent. In addition, it was revealed that

two synchronized agents performed better than one agent in terms of emotion

recognition. These results show the potential of the proposed virtual agent in

improving the online communication of humans by increasing their positive

perceptions of each other. However, these experiments did not verify the effect

of different shapes of the agent or different types of synchronization, which will

be analyzed in future experiments. Moreover, the current evaluation was per-

formed by only checking the effect of watching prerecorded videos, and future

studies will use the designed system for real-time communication experiments.

Moreover, this chapter focused on virtual agents that produce only happy be-

havior without using pitch voice, topic context regarding the smile, or having a

background which are believed to enhance the emotion recognition more.
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CHAPTER 7

CONCLUSIONS

The purpose of the studies mentioned was to find the influential characteristics

that agents have in humans. For this, it was decided to explore the influence of

agents in synchronization, movement interference, and emotional perception.

it was tested the influence of small humanoid robots, projected big size robots,

and virtual humanoid agents throughout the experiment. The information rep-

resentation of humans on robots and its influence on their behavior was also

tested. Moreover, whether a human-like behavior is more influential than robot-

like behavior was evaluated. In addition, whether an agent is able to influence

others’ emotional perception and conveyance of a person was evaluated. In

other words, it was explore the influence of a group of agents as a catalyst for

behavioral and emotional influence on humans.

To reach this goal, it was explore three studies in which the influence of three dif-

ferent agent embodiment was used. Therefore, in this dissertation, a full chapter

was assigned to present each one of these influences separately, and below is the

summary:

CHAPTER 3 presented a group of projected agents for interference with the

hand movement of people and for synchronize the agents in antiphase synchro-

nization. The projected agents have two different avatars: a) the avatar was

similar to the first experiment avatar, and b) the avatar was a human recorded

previously. In the experiment, the avatars move at two different speeds: a)linear

speed which was matched to the speed of the robot, and b) biological speed

which was matched to the speed of the human. The robot agent was pro-

grammed to move at the same speed as the human, and the human avatar -
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which was recorded from a video was processed to have the same speed as the

robot. The projected agents were increased for testing the group influence in the

humans.

From the results of the experiments, three agents were found to be more influ-

ential in the hand movement interference than a single agent. Moreover, using

human avatars was found to be more influential in the antiphase synchroniza-

tion of the human with the agents than using robot avatars.

CHAPTER 4 presented a group of humanoid small robots -normally used

for enhancing communication- for enhancing synchronization between two per-

sons. The robots have big eyes and they were supposed to move accordingly to

musical patterns generated by a human or by a computer. The goal of the chap-

ter was to explore the influence of the robots on humans synchronization. In

order to explore this influence, three different experiments were conducted for

evaluating the number of robots, the rhythm patterns shared on the robots, and

the influence of a single robot on humans’ rhythmic patterns. Moreover, the

enjoyment that humans experience after being involved in the interaction with

the robots was explored as well.

From the results of the experiments, three robots were found to be more influ-

ential in synchronizing two humans than having the humans alone playing the

drums. The results suggested that a group of robots are more influential on

synchronization than having no robots.

CHAPTER 5 presented a robot and a group of robots that shared the rhythm

of two people into the robots. It was found that sharing the robots’ bodies to

show people rhythm was more influential than not sharing the robots’ bodies
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to show people rhythm. Moreover, having the robot in synchronization with a

person influenced the person’s perception of the robot.

From the result, it is suggested that sharing robots’ bodies to show people’s

rhythm influences the perception of the robot and the synchronization of the

person to the robot.

CHAPTER 6 demonstrates the possible effect of using virtual agents on real-

life applications. The agents used in this experiment were prepared for enhanc-

ing emotion perception and emotion conveyance. In the experiments, the vir-

tual agents were tested by increasing the number and synchronizing them.

From the results of the experiments, having one virtual agent enhances the emo-

tional perception more than having no virtual agents. Moreover, having two

synchronous virtual agents enhances the emotional perception more than hav-

ing one virtual agent. The emotional conveyance might be influenced by two

synchronous virtual agents more than having one single virtual agent, but more

experiments need to be conducted in order to verify this fact.

In general, the influence of a group of agents was found in simple synchronous

simple tasks, such as playing drums. Moreover, the group of agents was found

to be more influential in human behavior interference, such as moving the hand.

In more goal-oriented tasks, such as synchronizing on purpose, the influential

of the avatar is more relevant than the group. Because of this, the influence of

the avatar of agents in the emotional perception is more influential as the task

is complex, but the influence on the conveyance of the number of agents might

be more influential.
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