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論文審査の結果の要旨 

 

近年の深層学習の発展は、コンピュータビジョンや言語処理などの分野を中心に進み、医療・創薬や生命科学研究に

も応用が始まっている。既存の多くの深層学習モデルは自信過剰な推論を行う傾向があり、予測の不確実性を的確に

捉えた信頼性の高い推論が求められている。Bayesian Neural Network（BNN）は、パラメータの不確実性をモデル化

することにより、予測の不確実性をより高い精度で表現することができる。しかし、深層BNNはパラメータの安定的な

収束が難しく、またその学習に計算コストがかかるという問題がある。そのため、ベイズ深層学習の発展には、学習

方法の改善と電力効率の高い専用プロセッサの開発が必要である。 

本論文ではまず、BNNの典型的な学習手法であるBayes by Backprop (BBB)の改良を行った。BBBは専用プロセッサによ

る効率的な推論を実現できる手法であるが、変分パラメータが容易に収束しない問題があった。BBBでは損失関数がノ

イジーになる。一般的には、adaptive moment estimator (Adam)をoptimizerとして用いると、ノイジーな勾配でも安

定な収束が得られるが、BBBの場合にはAdamが安定な収束を妨げていること、その理由を解明した。解決策として、BBB

のコスト関数に含まれる事前分布・事後分布の対数尤度の項をAdamから切り離した“Adam with decoupled Bayes by 

Backprop (AdamB)”を提案した。AdamBを画像識別タスクの共変量シフトベンチマークに対して適用し、その精度と信

頼性の評価を行った。現在信頼性の高い学習手法として使われているアンサンブル手法と比較し、優れた性能を確認

した。 

ここまでの成果は、IEEE Access誌に発表されている。 

さらに、AdamBによる学習を実現するシステムオンチップ（SoC）生成システム“Movitan”の基本アーキテクチャを検

討し、効率的かつ安定的なベイズ深層学習向け専用プロセッサの指針を示した。 

これらの成果は、収束が不安定かつ計算コストが高いというBNNの困難を解決するための新しいアプローチを提案する

もので、深層ベイズ学習の本質に迫る要素を多く含む重要な成果であり、かつ高いオリジナリティを有すると認めら

れた。論文の内容は数理アルゴリズムからハードウェア開発までを含むもので、多分野に跨る境界領域研究としても

評価される。また、ノイズの多い系に対して信頼度の高い学習を可能とする本手法は、今後の生命科学における画像

解析等に広く適用可能であると期待される。これらを総合し、博士の学位を授与するに値するものと認める。 

 

 

 

 


