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Deep learning has been studied by researchers interested in understanding the basic principles of information
engineering, such as those pertaining to computer vision and language processing. In addition, deep learning has
been investigated for application to fields such as automated driving, medical diagnostics, and drug discovery.
Recent advances in deep learning have resulted in vast performance improvements, because continuous improvements
in the computational power according to Moore’ s Law have made it possible to handle large—scale neural network models.
However, existing deep learning models tend tb lead to overconfident inferences, and this tendency becomes even
stronger for inputs with distributions that differ from those of the training data, as'is often the case in practical
‘applications. Reliable inferences via deep learning are essential to precisely capture predictive uncertainty. In
this regard, Bayesian neural networks (BNNs) are expected to capture predictive uncertainty to a high degree of
accuracy because of their ability to model parameter uncertainty. However, in large—scale NNs such as those employed
“for deep learning, BNNs are problematic in that the stable convergence of parameters is difficult and the learning
process of these NNs is computationally costly. Further development of Bayesian deep learning would therefore need
to focus on improving the learning method and developing a dedicated processor with ligh power efficiency. Attempts
to address these shortcomings are expected to improve Bayes by Backprop (BBB), an algorithm for BNNs that optimizes
the variational parameter @ = {u,p}. The advantage of BBB is its capability to deliver efficient inferehce with
dedicated processors; however, because the variational ‘parameters do not easily converge, the efficiency of learning
with dedicated processors has not been sufficiently discussed in previous studies.

The objective of the research presented in tbis thesis was to develop algorithms for stable parameter convergence
with BBB. The aim was to design these algorithms such that they are suitable for efficient learning with dedicated
Bayesian deep learning processors. These algorithms and hardware are expected to enable reliable predictions of
complex phenomena by BNNs. BBB operates by sampling neural network weights from variational parameters, which makes
the ioss function noisy. Although the parameters of noisy loss functions can be made to successfully converge using
Adam as the optimizer, for BBB this optimizer prevents sfable parameter convergence. To overcome this problem, I
proposed using Adam with decoupled Bayes by Backprop (AdamB), which decouples the log-likelihood terms of the prior
and posterior distributions in the BBB cost function from Adam. Using a covariate shift benchmark of the image |
classification tasks with a shifted distribution from thevtraining data, I evaluated the accuracy and reliability
of the models trained by AdamB. In addition, I discuss dedicated hardware architectureé that enable AdamB to conduct
training efficiently. ‘ ) ‘

My study revealed that the difficulty of \learning with BBB lies in the rapid and excessive update of parameter
p. This problem was fundamentally solved by AdamB using a Gaussian scale mixture prior (SMprior). In this research,
I demonstrated that the rapid updates of parameter g can be decoupled from Adam, whereas the excessive increase
can be suppressed by using an SM prior. Experiments also showed that parameter pu takes a sparse distribution and,
by using the SM prior, is strongly robust against noise type corruption. Currently, the robustness of AdamB has
only been proven for covariate shift ih image identification tasks, and its applications to other tasks would have
to be assessed in future. Additionally, by examining the basic architecture of Movitan, a system—on-a-chip (S00)
generator system capable of enabling AdamB to efficiently train neural networks, I provided guidelines for a dedicated |
processor capable of efficient and stable Bayesian deep learning. This study makes a fundamental contribution to
the existing knowledge base by proposing a novel approach to solve the difficulties associated with handling BNNs

because of their unstable convergence of parameters and increased computational cost.
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