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Abstract of Thesis

In recent years, Deep Neural Networks (DNNs) have shown their power over many research fields,

and related applications are entering people’ s daily lives with unstoppable momentum. However, the
large number of DNNs’ training parameters causes difficulty in learning representation from real-world
data efficiently, and the black-box nature harms its explainability. To accommodate actual demands, a
DNN model should be adaptive (able to learn meaningful representation for different tasks) and
trustworthy (interpretable of its decision). In this thesis, we will show how to design a DNN for
better representation, as well as interpret its behavior for reliable artificial intelligence (AI). We
first show the effect of designing DNNs according to real needs. A well-designed DNN is adaptive to the
target task, owning the ability to learn better representation. We also try to unveil the decision made
by DNNs through explainable AT (XAI). By embedding a slot-attention-based XAI module, we find that a
DNN model is interpretable, and the learning of representation can be benefited from this
interpretability. XAI methods are further extended to find representation in a simple classification
task. The found representation is transferred as training data for a complex object detection task
realizing weak supervision. In three different real-world scenarios, we evaluate that our proposal can
encourage DNNs to learn better representation and let them be interpretable
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