Osaka University Knowledg

Adaptive Rendering for Improving Locomotive

Title Experiences in Virtual and Augmented Realities
Author(s) |Zhao, Guanghan
Citation | KPrRKZE, 2023, LA

Version Type

VoR

URL https://doi.org/10.18910/91987
rights
Note
Osaka University Knowledge Archive : OUKA

https://ir. library. osaka-u. ac. jp/

Osaka University




Form 3

Abstract of Thesis

Name ( Guanghan Zhao )

Title Adaptive Rendering for Improving Locomotive Experiences in Virtual and Augmented Realities

(ARBLIE L HERRE CTOBIKR L WET D720 DEIGE L 2 ) )

Abstract of Thesis

Motion is a fundamental part of interaction in virtual reality (VR) and Augmented reality (AR).
Challenging situations occur more often to the users while they are moving virtually or physically in
the environment since the view or body is no longer stable. In addition, the motions cause distraction,
sickness and loss of self-orientation. Thus as the user starts to move virtually or physically,
ordinary approaches of interactions and rendering may not be reliable compare with stable scenario. To
date, several methods have been proposed to support users to gain instant and accessible information
and visual effects while moving such as real—-time visual guidance, field of view (FoV) modifications,
auto-placed interfaces and hands—free interactions. In some practical use cases, however, those
approaches were not well performed on counter balancing interactions and user experiences. Moreover,
most of the current methods are only focusing on motive parameters such as speed, further explorations
about applying interactive sensors and environment—adaptive rendering is still barely touched. To
tackle these issues, this work focuses on exploring innovative methods for interactions in locomotive
scenarios with motion tracking, eye tracking, environment sensing and real-time rendering technologies.
The focus can be distinguished into: a) virtual passive motions (locomotion) in VR, and b) physical
active motions in AR

In virtual reality, VR sickness resulting from continuous locomotion via controllers or joysticks is
still a significant problem. In this work, I present a set of algorithms to mitigate VR sickness that
dynamically modulate the user’s field of view by modifying the contrast of the periphery based on
movement, color, and depth. In contrast with previous work, this vision modulator is a shader that is
triggered by specific motions known to cause VR sickness, such as acceleration, strafing, and linear
velocity. Moreover, the algorithm is governed by delta velocity, delta angle, and average color of the
view. I conducted two experiments with different washout periods to investigate the effectiveness of
dynamic modulation on the symptoms of VR sickness, in which this approach is compared against baseline
and pitch-black field of view restrictors. The first experiment made use of a just-noticeable—sickness
design, which can be useful for building experiments with a short washout period. In the second
experiment the methods were tested with a fashionable long washout experimental design for further
comparison.

For physical active motions, this work focused on applying AR techniques to cycling interfaces. During
cycling activities, cyclists often monitor a variety of information such as heart rate, distance, and
navigation using a bike—mounted phone or cyclocomputer. In many cases, cyclists also ride on sidewalks
or paths that contain pedestrians and other obstructions such as potholes, so monitoring information on
a bike—mounted interface can slow the cyclist down or cause accidents and injury. In this work, I
present HazARdSnap, an augmented reality-based information delivery approach that improves the ease of
access to cycling information and at the same time preserves the user’ s awareness of hazards. To do so,
we implemented real-time outdoor hazard detection using a combination of computer vision, motion and
position data from a head mounted display (HMD). We then developed an algorithm that snaps information
to detected hazards when they are also viewed so that users can simultaneously view both rendered
virtual cycling information and the real-world cues such as depth, position, time to hazard, and speed
that are needed to assess and avoid hazards. Results from a study with 24 participants that made use of
real-world cycling and mixed reality (MR) hazards showed that both HazARdSnap and forward-fixed
augmented reality user interfaces (UIs) can effectively help cyclists access virtual information
without having to look down, which resulted in fewer collisions (51% and 43% reduced compared to
baseline, respectively) with virtual hazards.

Additionally, cyclists often focus on pedestrians, vehicles or road conditions in front of their
bicycle. Thus, approaching vehicles from behind can easily be missed, which can result in accidents,




injury, or death. Although rear information can be accessed by applying rear-view mirrors or monitors
having to look down

at this kind of small interface distracts the cyclist from other hazards. To help address this problem,
a peripheral information delivery approach that enhances awareness of rear—approaching vehicles and at
the same time preserves forward vision, which was named ReAR Indicator, is presented. ReAR uses
computer vision applied to a rear—facing RGB-D camera with position data from an HMD for real-time
vehicle detection. Then, an algorithm that delivers information to the periphery such that the user can
simultaneously view forward information but still use cues that provide

information about hazard distance, width, and probability of collision was developed. Results from a
VR-based experiment with 20 participants showed that the ReAR Indicator can effectively help cyclists
maintain focus on their forward view while still avoiding collisions with virtual rear vehicles.

The findings of this work provide implications and insights on the implementation of locomotive
interactions, the design of locomotion-related experiments in VR and AR, interfaces that adapt to
environments, and applications of motion—based real-time rendering for HMDs. The applied combination of
real-time rendering techniques with motion tracking can lead to great improvement of human—HMD
interaction in both VR and AR




B A7
BT AORE R DES K N

K £ ( Guanghan Zhao)
(Hi%) K %
+= & % ikt RKE
AROUERAEAYE | A A i R L
B A % =W Mz
Bl W% Orlosky, Jason (Augusta University)
RWABEORBROES

KGR, N=F vy VT V7 ¢ (VR) KROYEIREHRE (AR) ICBWT, BE#ICHET 22—z s A2 =%
(UX) ZdET DS R BG AR TIEORE, B, FHEICET2ETHD.

INET, VRBLUARTOBEICHIT 2XWEO FIEITFEAREINTNDED, TOLTHE R L OHET) /T A
ZDOHRIIZEBLTEY, BEEO—ZX 7 —ATRHXICHEORMNED. £/, AV ET7 7T 4 7R P—8R
FHEGE L 2 ) T OIEHICOWTE, ERFEAEMNLNTWRY. 07w, REMHIL TR, T3
VET XS, TANT RS, BRiERV VU, UTAEALLUE Y TENERWT, BENCET HUX
EWETDHAE T a r FEICOW TR TN 5.

ARENLFHCTIE, a) VRICBIT 23y b= A0 A"A—F v L2 B8R LW, b) ARICEBIT 5 EEEIR 22 B KB E)
DO2FIFIC OV TOUXLFEIC OV TH LTV D . RPN DO ERRREIE, UTFTD LB THD.

HORET, VREREICRIT 2ZBNRBEARICB O TRA L LTREARMETHS, Tarbo—7Vadg
AT 4w 7K B HERHZERNC L AVRE ] ICER L, VRERWZEIT 2 FIECHOWTIH L TW5. BIAMIC
1%, ERENDVRBGOEE, @A, WEICESHWTEFBELHO= NI X NS5 T, 2—F Ol
EERICTIE T DRIV O 72O 7 L TY XAEZREL TS, WA ERIC L 2FHMEOR R, RETFES/E
BP 550 % B < T D R TIE L RIS OVREEOBL IR A H 0, INx T —F MR 2 VREMOE DK T 2830 %
BILTWVWDLZ L aMHIR L TWND.

F ORI, BEBNRYEBE TOUXSGEE LT, Y147 U ZRHIAREM 2 H L7285 LS MIE R Tk
(HazARdSnap) DIEE LT EZITo TWBRICHD. VA7 V7T, VA7V A MNP BERBEICHES LSS
YA I a s a—2EEHNT, BHOLHESCEBENEE, BEIERE, R Ske RERE =2 —
TLHZENZV. F, BTELCEEMDIFAT HHECKE ETT 256 HEL, P47 VA NP EERICE
BHLUTIEHR SR EZ ERT D 2 & T, FOEMIC I 2EEES SR TAREERHD. 20D, ¥4 7 U R
N ORI RANIC LB REREIE R T D LR, RIS OERAEZRIL, TOBRERETRT LFEEZEEL T
5. 248 OWEBRE EBROFER, MBETIECLDZV A7V TRICEBT 2 ZEMER E~OREBHER SN TND.
FEZORRE, VA7V RO AERESR T OF#RE, RGB-DI AT EHOTIEL, LEAFHREARTIRMLT S
ReAR IndicatorDIERELFUM THSH. %A OLHEET 2 HEEDOHRAZARTRHIF OBRRANOERTTHZ & T, RiF
~OEBEYT D L, BITEREAREE T 5 FIEEZMIE L, 204 OHERE % 7= VRZE[H C O FAM R D fh
R, BEFEORIMEZHERL TV D.
AR TESNIZH R, VRLARTOBEIA > &% 7 —ADEE, VROARIZB T ABEIRED Y 27 AFHF A B L
OEBRTFA VHIZEL ORBERNEEZ 5250 THY, VREARDEFIZE W COBENCBEE T HUXO%E L ([
FIZRELFHFETHHLDOTHS.

INHOREE, EERPGGE KOEBESHFETRRIN TN D.

bED X5, REENGRSUIBFEILS S RBHEEAS D E LTS, VRUARZEAWEEMT U r— a2 OB
WCEWTHELRD, UXRGFIEEELTA2TO0EEREETHY, HRAFOERIIFSFTLLIANKE
V. X T, KRSCIE L (FFRELY) ORI E LTUIMECH D560 LR 5.




	22_情_010_ZHAO GUANGHAN_要旨
	22_情_010_ZHAO GUANGHAN_結果

