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1.1 HEoT=BM

Bea R - ERPBE TR TR LTiiEIhd L5 1XkoTWw3. iz
HMoBIRTIHMEI N TR LERPEFIICREEIhD, —A—BFBHLZ
CYDENCR 572 A~Y— b7 U TIE 24 BNV BEERE P o F U TE 5.
CRBEDF—RIZEIEML TWE2FTRL, 7 HERT D IUIERIGERC w5
By, 2A~x— b7+ YOMBERTHIUIHE L ZEFHPHEZ 7AWV &S
2, B3 F— 2 ZRIT o TWA,. EROBEMIT SN TF—XITE
WHREREZL DD, ZOAMEHBEATNS [9,10,11].

L LS, TF—XBNKEBCEREDEMERIGERA~— N 7 + YO EIG
WD XS RMEANCEDDZHRPEE L BRVT =X, WHW B =Y F LT —&
EEHUGER I AREBPILETH % [12). KRS TRERESEEZ 7 — X%
WM 2 FAEL, MRDF—EZR—ZA AT ATEIE ARV LW A Tz
LTHERCMAEUIREE Y 2o TLES 28D S, ZOBREHZL DA
BEREPBRALTHERTZ ZeNEZLNED, BRAZX N2, T—X
MEEAEZNET 2 ZeREEND. $/2, =V F LT —RE2EUEEIHED
TIANMREDPREL 725, FrAREFNCEANCE DD B IFERNENDS L D1
BoleZbdbdbh, EEEITTANTERICTS XS ICERIATHS, KT
Y LTEMINTWREMIZI TS, HARCET 2 EAEREELRY, EU KB
% GDPR?, KENZHIF 5 HIPAAY S GLBAY 2 ¥, ERNROEROMEEHIC X -
THATHS.

1) https://elaws.e-gov.go.jp/document?lawid=415AC0000000057

2) https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX :32016R0679

3) https://www.govinfo.gov/link/plaw/104/public/19171ink-type=pdf&.pdf

4) https://www.govinfo.gov/content/pkg/PLAW-106publ102/pdf/PLAW-106publ102.pdf
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REZIBL e 757 A NOREICHD #HEe. od, AWIFETIIFRIC SQL 28 L TfT
b s 7T — IR ZETS.

1.2 AN IS 7 7O0—F

KR TT — XU ZNET 272D P ERIZ 2 O1ICKBITE 3. 121
B t, B8O 1DF T TANIRETHS. KEITREFNEFNDT O —FITO0
TR 3,

1.2.1 3&F{t

7 — 2o E#RICX, BEFEOUME Y SE(bT 2 7 7 u —F L RO 215
TCERILT 27 I —F0H 5.

HIEDGE, BFOT —XAR—AT AT 5 (F—RIWHS R T L) ODaVR—%
YIMRMTHETSILT, 2—HFDOAMNZEZ 2 Z Lia @m#E (LA RIEET D
3. EBOHEe LT, fIZEN—F Y2725 RbDICE XX 5, N
ZAF - SEERRTITS £918T 3, LWVWolklehEZLNS. ZOHTHEL
DT —=ZR=AZVRATLIHET 2D LT, 7T VAT T 44 2HET S
ZeBBITFonD. J VAT T oAV, BAONLRENLR TV ZED
LW T 20, WOWARETT IV Z2RETHaVR—2 Y bTHH, ZOE
T77YORLVELICE > THEITHERIIRELSLETT 2. 2L T2y A ST
AVFDOEBEIN—T 4 F VT AHEEETINEEY 2 —VOBEPMENTH S Z
EDBHIHNTWVWS [13]. 2T TH—=T4FV T HE LR, fHESINLFEM2hT
TTF—EDPT = ZR—= AN FEST 20 EHET 2L VWS X R I THE. 7T
VATT 4 AP TR IOMELILICETAX PRV EHR SN EEIT TS V%
ERT 5.

—HBREDGE, MOBEELWHEEED NS v 20HPTEEILEZRZ Z L &R
5. ZIZTCHEBWRIED S5, Kbz TR RIS T 20 GalA v >~ b
IV 2EZ S5, TNE DT+ F VT HEELCFEMTH S Z b
3. Flolrlh vy b7 VX, BRA TP 7Y 254 T8 L
THHATE%. 2D, AN RNEZNET 272DEH—T 4 F VT 4 HED



WELZITZIZRVWE WS Zehbhb.

CHE5D7 7 —F T I —T4F V)T AEDODUENEETHL b, K
METEI—T 4 F VT4 HEDODHELHBH L CLEEL 2007 T —FoE#LE
X% .

1.2.2 FSANRE

T IANNRERITOIGE, CORERENZRALT 2 680D 2D IFHIAT
W [14]. 2 Z2 b REMOIEEE—E TR L, RIB L THEWSIF ST
W3, [KKHIBATWE e LT Ek-EXRMEDRDIFONE. k-EXAECIE, By
LR IFHAEDEZ Z e TEANDREIZ OB ZBHEOEEN LB L CWE L a—
RZ2ITN—=TLTze 22, IRTDOIN=T0HLRed kLR TWS
YPOWHOWHETHS [15]). ZHuckh, va—FEEeKrSEAEZRELES L
TH LRI DIAERE Z ek, FEAN R T X5 T—& 2T T
UM% -EAILE WS, WPICHZEANE E ADPHRET 2 Z LIFTERND,
B RAFRSCEBOBWEDLERETHABTDOE L 2 TTIANTDHRENTL
F528 0D [16]. WBEENY D X5 ISR Z B3 2 000/ = Al
3 2A[HEMER E 2 HRNCEET 2 Z I3 LW, REDREICILRWT S
ANTRENEE L. ZOXIRMEZROLEMEDOIBEL LTES ST AN
TSN TED, GDPRADFEH B IATVS [18]. Zo T 74 >k
X, —EREOHBINNEEZ MRS 2 Ik TR ENZHHET 216ETH 3.
T—RRX=ZADHBHBrL, TIZRXIENTWVWEDHE1D2DLa—F ¢t 7ZIFHD
RN TF —ZRN—2 D BRETS. D IZELa— Rt hETA TRV, ¢
WS 27 94N OBIRIBEEERY. ZOLEID2O0DFT —XX—2 D, D
WX BB WEDERERIBIRETHIUZ, t KT E T T AN RREINL
BEWVWRDEWVWHIHHATH 5. RFFETR S EBA Y >+ 7 = V) IWFCIEHE &4 72
WA DHEEZIIT 288D H 2 720, TEOWBICH L et e Rl
BENTIANNERE YT,



1.3 fRRINZTRE

RIEICRZ & 512, RFFETEE#RILE 74 NREL WD 2008 EL D
D, HEEMREL HEERWL L —T 4 F VU T HEETFIRE 2 I ATRER 257
TIANT B THEMORBEEHIEL TWS. AEITIREFAZHOBAICEBITS
BAFEOMERICOWTIANS.

1.3.1 BA—FTaFIVTFHETEICHITIHEEREE EFEDMIL

TR SHHESNTVDE A —T 1 FV 7 4 HEFIEORE L IFRREE
NTVWAEMEE ZRH LA —T 4 7V 7T 4 EFEOFEZHHAT 5. 1ERD
T—=RAR=ZAY AT LTI, BEZCIWCHI LA N7 0 2FHLTAI—T 4
FUVTAHERITO 2B —RITH 5 [19]. EMHFR T -2 THIIERDEMERM
WHEED H 27, BBOEMEICEZ I L A NI LA TRV EERHEEITTER
W, 2D, BEZCICHY LA NI 22X HEIX UL UIXTIERER
Db [13]. BEROBEMHZMHAEGOLEL LA NI 0E2RFHT2ZdEZION
20, ZETOMAGOLEEZRET2EBFECEH IR IOEILOWNEETH 5.

COMEEZRIRT 270, Baxlh—T 4 F V) T4 HEEFEIREEINLTY
% [20,21,22,23,24,25,26,27,28,29,30]. A, ZOHTHEEMEE 2RI U Fik
DEWHEEERZHME L TWS. LA LR S, HlZIEX MSCON 28,20 1I3FEH D7
HDTAOVEIG 3 X FAEN, Naru [23) EEBEREIEESVWAEREN T —X v b
BEEITIKIFE T 5, NeuroCard [24] IZFTWEHENRD 7 — T AP 700 & HRED
W, DeepDB [25] XHATFIHEH AR M X BV HBENKEVE Vo 2 KD R
D55, Naru, NeuroCard IXHEEMERENE VW 3D 2D DD, FEERANIMKF LT
WATEN D D HREN I EZETH B. MSCN, NeuroCard, DeepDB IZ A F—~<H
AR LT SDRDRAT =)L LIEWHEZEA TV, ZD7D, KBIBZ*—
Y TCOFMHZER LGS, KELHERRE L HEZWILLDOD, AF¥—<¥A
RN L TART =T Eh—T 4 F VT4 HEEFENIBEL TN TVS.



1.3.2 ERTS1N\>

Z ZTCIATRDEE B M E R e LGB EZS T 7 AN il 372D
FEORELFHAT L. EEFETED T 7ANT 2 T2DD0F R LTI,
DPSGD [31] AL FIHNT WS, DPSCGD iZ=2—F Lty b7 — 27 RN L
ACfE RIECTHERT 202, AEE—ED/ VA7V vy Lk LTl
FANTBEIZIE U ) A A2 HECIET 5. Zuckd, 2ERERE LTSS
N2ETIVE, ZOREIHKS THEBEOHRNGREDED ST AN EHMT. £5
TIANNT K DEEMEDPRIES NS~ CTHABIWREELZMZ 5720, ET VAR
ODERME, PIZEXPEET A THNEIDEEREIE T T 2205 FL— N4 70(F
£3%. ZOEAEDER NIV UVRER LOMEL 22 e h s, Zethr T
522 RAAEAMZHET ZIREMNTOATVS [32,33]). WINOFED =2 —
Ity b7 =7 DILRMICEDZFEHRNRD T X =2l o63 2 T, G
DIV YT )4 XNMBEOHELEMLUAERAEOM EEZK>TWS., LaLR
N5, NREROMWEDPRENTH 272D 7 XA —ZEHIRCHHST 2 =2 —F 1%y
N — 2 DIEMEPEIIITHZ s, AAEOERERZICKE W,

1.4 IEERMOBIE

PLED &5 LR RS 2720, AR TIEREBEP DML X F —< 2D
T— 2D EENE T AN MREEFEBT 572D D 3 DDERTM ZRRT
5. H2E, B3R TEHEMLOBLRLIA—T 4+ TV T WEFER, FH4FEL
TH 2, B3RO TRITEMAIRERZT 7 74 N— M ERETFER2RRET 5. YUT
WCBRROMEZRT.

141 RETEELLEA—T1FIT#HEFE (E25)

F2ETIE, T—XO0HMERZHEBEEEMCEHL, m#HTHEDOEWL
=T 4 F VT A WEFEERET I TCr— 2O EHILEN 5.
T—=RAR=ZAT AT LIBWT, h—T4F VT4 #HE T TV ICEMERRICKE
BB N R OBERBEREMTHS. BFEDT —EZRXR—ZAY X7 L TIEEEMD
WEFBREZERB LRV, h—T 1 FV T o HEOHRELZEMIEZFHEA L ko



TW3 [13]. 4, WA X 2BEEOKFREFREEE LI —T 4 FV 7 4
HEETANDPRB SN TV B D, FEROBMEIEFIHKE L THEEERED R Z S EG
SNHEFREE DBV WS N D 5 [23,24].

Z ZTH2ETIE, BREYEEIND 1 D TH % Denoising Autoencoder [31,35] T
B ORIEBI R 2 CREEHESRE LTHEE L, #HRFicEiohiro )i
ISUCTe =T 4 F VT A HEZIT O FEZRR T 5. BUFRAN & B 0 EHENEF I
IFLRWzD, DRWHERA T v TBCRE L —T 4 7V T 1 HEEDARET
H5.

FEMR T -2 HOTBRORYFv—=2712B0WT, BEFEDOY— 7 K
FFEEDOMREE ZE L CEMR L7z BT 2~3 FFo@EEIicizh Lz, R —&Ic
T—RAR—ATRATLPEAIN TR 2ELL, GPUDKSIRT7EF
L—XEFHALBRVEREICT, Ga b TE 2 Z e RSNz Fh, 72U
TARATANDISHZEE L ERZToe 25, HEXINZ2IXTFTDORENS
T ZHUDCEHED T — & R— RS AT AL HE L TEERsHER I N .

142 RT—FT7NBEEN—T+FTITH#HEFE (E3F)

B 3ETIE, RF—~IESWIEROEEHEREMHALE, PHid 1o

DFEHMEE L7 VDA —T 4 F VT o HEFE WEI—T 14 FV T4 HEE
Fih) BRETS. HEHELHELZWMLTEILICED, JZVATT 4 ~<A4 Y
DEE LB LTz T — XU (G e MR A 7 v b 7 ) U o YERER &
X %.

T—=BR=AYAT LD TV TT 4 <A FICBWT, BElEFREIZFRIC
HETHLZePHIoNTWS., EHFFT—XIIIKRERFHIEENS -0, #H
Uits G EaF 2 IR T 2R W e BRI T — I RAEL R T7 3 —<v Y AE T %
SlERIT. ZOMBIERRELEEE D —T 14 F U T 4 #EEDHREICHR S RTFT
. L2LENS, AN LRFHLUMERFRSEERD T — 7L OMHB
BRZIEZ SR WD MEREMMK L, SEFRESIN TV M E 2 FIH LTk

SHEE DRDIEZ 5 L HEERMERED K E KT T 5, SEaX MR XEVHEEDK
XWVE WO BT FEREL R,

ZFITHEIETE, BEFEMMERE LRV X S R AR 2 X —< 2 HORET
BRATELMED—T 4 TV T4 HEFEZRET 2. BEFHEIIE X -1



WHEHOZEBDODAFXF -~ LTHEEHESREZAHT 22T, AF—<EMRIR
RETHHEME L HEZWILT 5. —MNIC, BEOREH ERZFHT 2 e #HE
PR CACTHERRDHATL U THEREDME R LT L X 52, BEEHESROHERERE D
HERAR DR LTHIAT 2 2 e TEWERE R EH T 5.

FMHR T — 2Ly bEHOEERORYF~>—212T, BEFEIMEELERVD
LRIEMHREDNE R T 2 X5 RBEICBWTYH, WEa 2+ e #EEERED NI R
L. ¥7, 722074 A FNDICHZRE L-EEE2To7 25, BfF
DT —=ZR—ZAZ AT LEHBEL T Y I 2538 TE 5 2 e g S k.

143 A—TFTA4FIToHEECERTSANY (F4E)

HAFETIE, B2ESRHEIETHWS XS REEYAEFEIINLT, AHMEEE
BTTANNZ R B RN Z WL L EFEZIRE T 5.

BFD DPSGD Z28&E 3§ 5 FiElE, MROUEDSREN TH o7 D, BEHFREGF S
TR =R DOHIBD TR DD o7, ZZTHALETIE, =2—F1%v b
V=0 NFX=RD2ODTRMIERL, ZR T IANIICE RN ENA
FMWZ2 M L EFEERET 2. I X=2%2175 LT, KEBRTTEMSE
ZRZBTDIKT v 7z, RFFITREZIEZ 57202 =217 5.
BMIEFECIZERD, —2a—F02xy N7 OB HEZFHT2 2 TKS
Y7 2= 2{LDBHE R L TWS., IOHICE D FEHFRRT X -8
DHIRE N, ZeEWZ2EE T IRV v ¥y 7R/ 4 XNNE D5 E 2 5
LTERMEDEWEED R 72 5.

HoRmEE3ETIRRE L A—T 47V T4 HEEIWCHEA L2772 Z
5, BRI IANT I L ECERBRAA—T 4 TV T A HENTE S Z L 2l
L7z, Z20oficd, 2R7 ¢ L THASHELHESEHBGUWHE, 7 EL LTE
AIAAJER Attention B EFFOR Y, HAREREZHEELZFHMGZITo/2 2 5,
2D —ATREFEILRENZH T BRARAMZHRET 2 2 & 2R
L7.



1.5 ZAFHEXDIERK

KELFEONFILLTO@ED THZ. KBEAF —~TOEERI—T 14 FV
TAMEERETA-OD0RETIEL LT, F2ETa7 L R3EHTHEDEL
H—=T 4 F VT A HEEFEICONWT, HIBETHEI—T 4 FV T4 HEEE R F—
< DR B CAIRANCAT S FIEICOWTEN T 5. HICHE 25, o 3 = TR
RUIEFEEZR=YFNAVT =X eWOSBRFETHHTE 2 X512T 270 DIREFE
YLTC, FABETHEHEDOEVWED T 74 X— MEBYEFIRIIOVWTHMNT 5.
BRRICE S B CTRAMAEOREEZZT D2 HIZ, SHROFFLHEIC OV TR

ND.



28 RETRELEA—TFT1FY
1

21 (FL®IC

FH1ETHENRED, 7 —XOFEHADILNE S ITHEHNATT —ZRXR—=AT AT LI
B sHWELOELHEOEFEA IO RDENT VWS, 2Dk, 7T VL TT 4
AR VIR EINE =T 4 F V) T 4 HEEFMIEETH 5.

T =R =ZARNRZVLIAa—-FRERNICAHLTVEEWVIREDD
E, W= T A F VT A HERIKRARTY PTn—FTREEMRAIN TV S
D3 [20,21,22,23,24,25,26,28,29,36,37], EHEINTWEFIETIIEDMED S 104
5108 fF t\WVokt —X—THmLI —DRETLIZenHL. —fle LT, %
DL —%2BZCH—T 4T VT4 ZRHLIZ VAT T 4 A FIT X o TERX
NIFATTT X, BRI —T 4 F VT4 Z2RHLSE LTI ) IbE
PERET 100 fEL EMBEIR R T2 22 b2 2 HIHGNTVWS [13]. ZHUIiR- T b —
TAFVTARED 7TV X T T 4 <A IBESNERERA > 7 v 7 LB RO
WERMLTLES Z2IERT 2. {EROFETESEBE L ITHIILZLA NS
Zrefiat e LTEELTEBD, H—EBIHCN T 2:#NEEO I —T 1 FV
TAWEIEEENSVWZ EPHIONTWS. LarLEDYS, BRoEEICE 5%
REFECHEHEEICE LT, FBEEDIHTH 2 L WIS RENERD T — & LTk
HELTEBD, Reh#ffmozo—r LTRELT S, FIZIZFOLAP DXkS54Kax
FDEWSHI S T PR DB 7T VF T T 4 A FADICHDOGE, #HEMW
RED 7 T ) MR MEREAN D EII R X Wi, HRUHIZa A M2 TH H—
TA4F VT 4 HEMRER M EXESEZERDLNATVS.

METEEEMOMEBEEREZIRIAOATHEL S —DBRELTLE I EWVD
REERIRTNL, MR ER WD —T 4 7V T4 HEEFEIREIN T
% [21,22,23,24,25,26,28,20,37]. T BFE 22007 Fur—FIZKilENn3. 121
V—ou—REFERITLIeTH—T 4 F VT4 HEZITOIFETH S [28,29,37].



7 —27ua— BT H 255 RADGETH 7 VX AIERS Ny -0 —
REFHT2 2 CRROFELEBEL TEOWEREEZERL TS, L2 LD
5, MRED Y —Zu— RICHELKIFT 5729, RO Z = VIZ§ - ER LY —
78— FDI7VEIGa X g FEICREDL DD % - T — X X=X HEHIZ
FoTENT 2 HFEEPMEERDE VO FENDL. 51207 Fu—F
CLTT—REFET 2008 T 6N 5 [23,24,25,20]. HEEIGEE TV [38,39]
X Sum-Product Networks [26,40] Z W, FEIEIC T — X O 5510 % 1 Z #HEdmi 12 b
EEMEAT S 2 TERDTFEL R L TEWERERER L TWS. £, 7—X
DAEZFENHHT 2206, HECYV =70 — RFE2REX LEWVWE WS Effd
EiFoh s, LaLARXS, #Hiwa R Fa3Ey, BERANCHED L 85 X — &R I2HEE
DEGINTLES bW if@rd 5. flziXEClREETFTAEZFELZFIET
HUZ, FERICEEZ N TU S H#HmrTREREEOIEF I X > TEDEDL S 102
25 103 GO T 5 —RE T IREBICHERPALETH 2 Z e hREIhTw
% [23]. HANCEEHEOMHAEREZ BN LHmEREOBVIEF ZRE T 2 Z & h
MEf XN TWaD, 7—Xty MTERSINLIEF (EIE) 2fiXBvemEEn
TWwa. FEEICEF -2 EIRBEEZEICLRSTVE WS NL 7RI LD HEH
PEREDS R < 7R B HEANC D 2 £ WO HEREIMTHONT VWS [23]. L L7256 ZDJEF
BAFRKZDDTHD, 2TOT—XEy FTHRILTZ2DDOTIERVE WS [HE
MWHb. FlZDETNVIHRBFICZHOY Y TIADBRBEL T 570, —KIR
T —RAR=AYRAT LAERBIZIEROVCGPUD XS R T I7E I L —RBPDREE 5.
ZoMoFERE e LT, ZROIEF 2 RS BOERE TV [38,41,12] OF|H
BEZONDD, WIThOFEDEY - #Hima X P OEE R B IEFICHIRD D
2205, ZROBWERD h—T 14 FV T A HEANDISHITOR TV,
ABETEERTKE LD —T 4 TV T 4 HEFEOREZITS. Frlcax b
BV ) ZWREe Lz VL T 7 4 A4 Fall s = ) IEADIGH %
Hi & 9 5. Denoising Autoencoder (DAE) O&EEHEE L L TOWEZHWTT —
RE¥ETLHIeT, BESONHIEI TR 2T — 7 o2EEMOMHBEREfR
WA= =T 4 F VT4 #HEERITS. FERICHEGER T =2 2 BIEOIEFEE X h
TLES>HCHEFEF L EIZER D, DAE B2 NS 7-DEEDIERFE
THERCTZ 5. Ztuckb, BOHRET LV THER - w3 2 BEDIEFIC X
EAREEEDR NS —FT 4 F VT 4 WENEHINS. F/-, #i%E DAE DR
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ZIEHLEEINRIERICS 2 28T, Y IAH A4 XHPVNIWEETHIEHEDE
WHEEZAIREL § 5. ZHUC & D, GPU R LOBRETHHERNOIEEREN 7 =
VAL R e i LT s ms e 2R 5.

AREOFELEMRAIIITOED TH 3.

e VI VAT T4 AFREMI VYV UHIICHT X %5, SETKE LT —
T4 F VT 4 HEFIEZIRZE T 5. Denoising Autoencoder ZF|H T 5 Z & T,
HOBRET NV THEL SN TOLIEFIC X 2 A REWN L, RELLHE
PEREZ RS .

« I VICEHEENDEHREFH L I-BINRIEF (HaaEE R X4 > ERIE) ToH
MmEiRRT A, UKD, BOVIHEEMEZRoLEF YV I A X/ &
{, DF ) GELHRENBEL 35, T PostgreSQL D X 5 7 — X R— R
AT LATHREINCHAHENT WS (GPUD LS RT7EI L —XDIRW)
CPU BREETIEY ¥ I ¥ 4 ZHIIZ & 2 EEEANDFENKREL, =T+«

F VT 4 HEEEEBOIMENHITBENDZ 7 VLT T 4 A FReh—T 4 F
V7 4 HEE DD ENCEMRE ¥ 22 238D T > b 7 ) A DS %)
Rz dbDrinb.

 EBOFEMA T -2 EHOT, HROBH O —T 47V 74 HEFEL DL
AR Z7AHMliZ RS T2 (24116, 2431H). £, I—T4F VT4 HEE
DIGHLED 1 D THZ 7T VI T T 4 <A FEFA LT, FEEINLFMD RE
55 (24.2H).

22fITH—FT 4 F VT 4 #HEDER(L Y DAE IZOWTHAZITWL 2.3 HiTIER
FIEEFHNRT 5. 24 HICTIREFEOFMEZ 1TV 2.5 HiCREEME & OBEIZ O W
TR, 26 HITAEZE LD 5.

2.2 EHi%EfE

AREDECHHT A2 ERS Y RILDERE LR 21 ITRT.
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#2.1: AEDMETHHT2ERS R

EFR - B

\(/
N
Y
N

JE .

veV. HREAR RAFXF—<2777TlEviX
T—INERL, TEdHERiLTS.

= | =

=

(u,v,¢) € B, c:= (cy,cy). THR u & v ZFEST
RV et EHRIES. AF—<27 77T
T—Tu & obuc, =v.c &\WVDESEMLET
—MZDV L= arsy TWHBLWVIHE
F il EERT.

G G :=(V,E). HEEGV LUEE E D ORI
NI~ EFRIIEKEZES S 7.
F—RAR—ZADAF—<5RT. DD,
N—TTRINIHOHEIETRVDDE T 5.

Gars Gars = (Vais, Farp). FHTT — X X=X 2K
DAF —<rRTIHT LS EFHRAIEK[E 2 &H
77 7.

Go JIV) QBPNMRETET—T VL —Ta
Yy TRRTAEMIEKE 7S 7. fHKa TS
7 L TR 2WIEETHS. £, 7—X
RN=—REHRDRAF—< 7 Z 7DD 77, D
£D Gy CGarp THA. ARETIEMER W
RO EMARTDH 3.

12



> VRV

TR - B

REEDSRM. Ro(A) X, BHEADKXAL VD
SH7xT) Q OAMGED KM THMAE
£ 9. Ro(A) C dom(A) TdH 5. BhFEMIEE
ENTVRVWEEIEITTDO F X A ¥ Z%L<
Ro(A) = dom(4) £72%. Q DR TOHFED
%72 3 #FK [T Ro(A) E RELT X, %ﬁ
FRTH2. QBHL2PRGEIT R ERELT
5.

Q= (Go.Ry). 7TZVTHD, 7TV 57
Go L RFED LM Ro(A) 2 &SNS,

dom(A)

B ADEFEXAL .

JHEES e ITNIBT 57— 7L 2 EeNEEE
LT —7 .

Nr

BEDS L, Rl —I AT O~ —h—%1T
D, T—TIN—H—IZDOWVWTIX222IET
HHT 5.

BHD S5, FHZ Fanout 2783 H @D. Fanout
WZOWTIE 222 THTHAT 5.

F— 7N T OBEEHEERR.

FT—INTTlEM Ay, ..., A, OFEEH-$H
IRFTifE 2R, ﬁ%#%%#t%mumT%%%b
T P(a1 S R(A1> ,an € R( )) t%naj—%

B6(Q) 7311)Qc:%o<77—747”)7‘4.

S(Q) I QIIEILELIZT 4T 4.

v PEIMFEE 7 VP Rat BRI E 0 67 o 74
FEE.

1. SfF c BWTHEIX L, WX RVEAIEZ0

baRAS Z.)TEVTB@%(.
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221 B—F—JINIINTRIHh—FsF VT HEDER

=T 4 FVTAHEERZIAINR—ZAF T T 4 AP TRITS 7 VB RET S 72
HDOaR RS DA HEMTH 2. 51 onRiEOEMLEIH-TL
aA—FHOI—FT 4 FV T4 DHEERITS. 2T, I—T 4 F VT 4 BITEUC
W5 2IRFED MR THIRE Y L TRE 2 22205, BiEDOSM %2 3R
MERICIEHT 5. BUHERSGZ A={A,... 4.}, RTVEETRINDT -7
BT ={t,,....tn} ¥ L, &L BBIZVEQLTAY. 21V QRili-TEL
774874 8(Q) FFEMEMLTRXINVDEGE LT RO LS5 IcRENS.

_ H{teT | Aseat- A€ R(A)}

T
27Nt dEN (AL, A DBEE {a € Ay,... a4, € A} DIHAGHE THEKX
Nadzenrn, ZORFHERE Play,...,a,) 255,

S(Q)

a1€A; an€Ay, AcA

S@)= >, - >, {(H ﬂaeR(A)) PT(A1=a1,-'~,An=an)}

EHEREDL. ELADLSLTDBE LD, ZOMAEDLERIEFEIZIZ R
27-0EZEWS L FZHELY. 208D, FEENMITH 2 WV IRE
Pr(Ay,...,A) =1L, Pr(4) 2B LT, BEZLDR NI L0060 —T 4
FVT 4 BWETZTFEDNLLFHEINTVE., LELERYS, FEEIHNLTH
% WO IREIFHFEMA T — RIIEIAETTHY, T7—DFELBFEREE IR o> TV
% [13].

AR TIEZ D & 5 RFEWMFR T — 2122 S OBRVREZ OV TITHE R EHLD &4
2D . [FRFERIGRFEEEICE D,

P(Ay,..., Ay) = P(A)P(A; | Ay)
- P(AL | Anq, -0, AY)

YEETES., 20O LM EHRITEEDBEDIERETELL RS, 2Ihb

1) ZZTERHE—=T—INDARZEHR>TVWED, JITVITT Gy l3EMHAT 5.
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L7747 43U TOBE LTHET 2.

S(Q): Z Z (H ﬂaeR(A)) PT(Alzal,...,An:an) (2].)
a1€A; an€An \A€A
Z (( (1“1€R(A1) X PT(Al = @1)) Z (]laQER(Ag) X PT(AZ = a2 | A= &1)) )
_ a1€A; az€A2
to Z (]]-anGR(An) X PT(An = Qp ’ Anfl = Qp—1,""" 7A1 = al)) >
anEAn

(2.2)

CITX D0 iBHODERRIRAEITITSAERZ X, &L Kkt E,
Saen, P(Ai=a; | Ay = a;) BHABDIC 1 THD, Y, cn LoeranPlai | Aci = asy)
Z[0,1] OFEIFHZEL S A AT —(HE 72D R(A) TRINI5MG 2T THEREZRL
TWb. Zhobroh—T4FIVT7 1 63,

€(Q)=IT]-8(Q)
:|T| Z Z (H ﬂaER(A)) PT(Alzala"~7An:an)
a1 €A1 an€A, \A€A

Tl > (( (ﬂaleR(Al) x Pr(A; = Gl)) > (ﬂazeR(Ag) X Pp(Ay =as | A1 = a1)))

a1€A azE€A2

e Z (ﬂanER(An) X PT(ATL = Qp ‘ Anfl = Qp—1,""" 7A1 = (1,1)>>

an€An

ERES.

2.2.2 #BET—TILADILER

T—=RRN—=ANZEHD T — T NADBFET 5 23T —RNTH D, BEOD
T—=INENRE LI —T 4 F VT4 HEEDDEEINE., LELEREL, T—
TADPEBEET 35813 221 HTAREZERMLZHEHTE RV, 22T, ¥
T —=BZR—=ZAND T — T NN F —HIFNCE DOV TR E 2o 72 D%
REMRE—FT—T)L, DFha=N—HP L)L —arveAETZLT, 7—7
ADPEBHFET 2G80B3 —T 4 F VT4 #HEREHRTS. 7L, 2=
N=PNY VL= aYEMBALED—T 47V 7 4 #EEZITOITITEMT 2 OFRE
LRTNERORBRVEDH L. 1237 TV IZEENRNT — T VO E LT
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LESDEREI—FT 4 F VT 4 DHERICHATERVE, 395 1232 —¥
N L= a YOEMUIBT RN RLBRVE VWS KTH 5.

Yang 5%, Hilprecht & D5ERMNERFEE D & NERE & 2 1HIT S % FIL [25] & Zhao
5 D Exact Weight Join Sampling [13] Z#HAGOE S Z IZXoT, HidD 2D5D
MEZIRR LI =T 4 TV T4 MEFEEZRZL TV 2. FEEZ=—F
NYL—=2ayTHr IV TEINEEZTIVERIAT S, #HmE7 oV icEEns
T =T NDAITEDIACSMEEMAZ, BHIZ, ZZVIZEENRVT =71 DG
WEBEELITBHTERIEZITS. ZhboilLkD, 2="—H VYL -2 a»yTOD
WY =T 4 F VT A HEEZEFLTWS.

BARENZIE, FHEflH e LT, EOT7 =7V ALTOMEZITODERAF—< T F
7 LTCERTAY. 2L TURERZEE LTTF—7~—%— (Ny) & Fanout
(Fp) #8323 (R23). ZorEn=|A|T5. T—TL~x—h—¥iX X4
T — IR EENEEEEINER T NVICEEFNT VIR RTEBIETDH 3.
H 5 1DO0D Fanout 1%, HDT—TNDRXR I NERAF—< 75 71> THEA
B/ BIIHIET BREELT—TNVNDRXR IV TH . WNEEETH L7120, 1=k
ARERLET =T NVAINIET 2 R TADBHEEL TORWEHETH NULL BHEEN
ReH 1 U EOBBEL 2%, CASZMALTRAF—<77 701 — 1%
MOEET TV TRITS. T E, BERODHIKE oY T 557
», Fanout ZEA L L THAENRD X T)IVEIREITS. ZhxBLHbo > 7Y
Y7 LTREREBITY, §6h/zT — 7~ —5— ¥ Fanout 235X h iz
SN—HAY L= a DX INVEGEEEIHHT 5.

HERIFICIZZ TV ICEENR VT — IV OEERITHIET 2 DDBEERITS. %
T, JZVREEhL T EdER T =7 ElT 5 (K24, K 25).
JIVIZEENI/EIELTT—INDY—D—DBETHEI k7T DEM
rLcBEmST 2 X26). NEEESTHIUIT T — 7 VD~ —Hh =0, SRS T
HNFERERDZ T =T NDI = —=DPNREKRD. 2K, 7ZVIZEE
NDBT—TIVHBHEET DX TNV DIAENS. A TRKERZHE T 2RI,
JIVIZEENRZ VT —TND Fanout TRV Y A7 —1) 7 &2i7w (2.7, K
2.1- 22 LA UEMEI TS (28). Zhuckbh, ZZVRETARVWT—T L

2) FULT—INHLUTERRZBETOREEERERT 2 dHETH 5.
3) NL— MIMEEDHELTEW.
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Y DIEREE TR 22 VO ENTBIHIN, BONIMHERDMEN T VI
BFENBT—TNDAIHE SIS b RS, B, X272 28 T, 7 T1FE5%k
By Uiz Fr BAETH 5.

A' = |J T.AUNr U Fr) (2.3)
TeT
Tsea={T €T |TeVy} (2.4)
Tnotused = {T eT | T ¢ VQ} (25)
Ro'=RgN N NrisTrue (2.6)
TETused
Q/ = (RQ/7 GQ)

Daied, Zan/eAn, [Tacar Lacr(a) Pr(Ay=ai,..., Ay = ay)
$(Q) = ( = L (27)

T€Thotused

Zmefh <( <1a1€R(A1) X PT(Al = a1)>

2 are Ay <]lageR(A2) X Pr(Ay=as | Ay = al))>

T ZanleAn/ (ﬂanIER(An/) X PT<ATL’ = Gy | An’—l = Qp/—1," " ,Al = al)) )

I[I  Fr
TeThotused
(2.8)
2.2.3 DAE: Denoising Autoencoder
DAE [31,35] £1Z, Autoencoder ZHiRT 2 TRESNIETLTHD, AN

WP LLED ) A XEMATEEEITS. MO 1-2 LT, ARETLELTOD
HEIROZ BT ohd. ZOREEEILCHE LT, /A XXX A %

MW7 BASEEUB O SLFEAERTFIE [14,15,10) 3D 5. ZhbHDFEIE, DAE &
FANC AR FENE D 72D IR X T - HEEIRE T L [38,39] I DAE D348

ZWO AN DTH S, HAREGEETFILVCIEIHERREEIK S > — 7 » R RIZHH
$3—FT, DAE ZED Az 7Y Tl RN AN ATRERR 12, (FE

4) Zo%E, HlERETFvoXthe LOEECEREET Ve SIHEN 5.
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LR EEBRICITR S WS BFieRio. BRI, —HE~RA 7 LBEY -7
YA ANL, ARLIWHGES — 7 VA ZEILT 5 L5 WFEEZ1TS. fMiRe L
T, HEES =7 Y RADO—H% &ML LTANT 5 2 e TR OFEREDEEZIFNIC
Himz iR ET NV EREK 2.1, IREFIETIE, ZOHEBEI—F XX T LE
BEZ L2 TT—INWVERT X LOA—T 4 F VT4 #HEZITS. XD —H
B TR X 5 EWERED. HABRE T LOSE X FERICNEF 2 EE
ENB7D, PIZIE Ay, ... A, EWIEFTHEET 2 &, HEamATRER ST 2 HER
DA P(A)), P(Ay | Ay), ..., P(An | Aney,. .., 4) IR 50323, DAE DIFEIE
RO EESiEEONS. ZHUTED, I—F 4 FV T4 HETIE, 5
DIERFETREEY 7k v b OHEFRZ T VO DOFER %2 B U - RGE ek oHim b il ke
CloTW5,

| oavois [ s [ w0 anois | <noes | As |

S S SR S

S S S

| pan || Pan || P || Pauay || Paaglay |

(a) DAE (5&fF72 L o) (b) DAE (A3 Z5&f v U-H#Eq)

I
Yy vy

| pay || paldapy || PasiaLa,) |
|

(c) HEHFEET IV

X 2.1: DAE GEECEwET L) L HEMFERET L. NULLIZYAZ HBWIEAT
DHEAEZ R T .

FRELL LT, HAHKET LD 1 DTH S Transformer [39] ZRX—Z & L
ETADZETHNS [10]. Self-Attention FOY X7 ZHFT T IZX>oTDAE & L
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TOWHBERS NS,
2.3 REFE

REFETEENRIEF TOHFREITS 720 DAE ZHEEHELSR  LTHHAL,
WEEDSEM 2 M- THEREHR TS 22T, 228020 —F 4 FV 7 4 H#EE
ZEBT L. 7B, FACHRNTEEZFOEEDE TV ZHHAIRETH 508, K
BETIEMEN FH CHERZEMLALZE S-S by (MLP) ITX2ET L
(X 2.2a) & Attention 12 & % = 72 HEGm I AT HEZR Transformer [39] ZX— R ¥ L7z
ETL (K22b) D220Z2WOKkS. BEFEEZT =X DTMDADEE DOMNERT
J—27u— R2HEFIIBE LRWED, B—D0FEBEAETLTHEREIZ VYD
H=T 4 FVTAHEEPARETD 2. WNRT —EXR—RIEHRDOT—TIADBEEN
AL, 222HTHEREZXIIC, 2 TOT— IV EERATEE LIz = N—
PLVL—=2arye LTRARTIET, Maxadh—T74 7V 7 4+ HEEDARET
H5.

DT, 2872 —X, #iH7 2 — X FNZFHITOVWTHAT 5.

231 FE7x—X

T —F 4 F VT 4 HEE WK FATEE R DAE 12 & 2 B EHEE D2EF 2OV TRAR
3. ¥RIET Ry bV 2RFRE TRy b T VR LYY TV T LTR
TIVHEANTITbis.

BRNCE, ETEMES AL~ RA 7323 Ac A~2A 7 LAvwENE
Ac AZERTZ (A°=A). 20Kk, K23 DI T—TAhoX I EED
HL, SR LERTIVEAS], SXAZLTO0WRWER I ILVER—F Yy b eT 5. %
LT~vR27 L@y LTSN ERSH P(A|A) 2 X—% v b P(A|A) &
DRETY b —%2EHL, ZORMETAIZE|A TRATr—Y Y7 L2dbD%
N2 L e LTHFEICHHTE (R29). RINVILIISRRIEZT U RLBE, 7
VELRBEBHICGEIRT 22T, ACEFET LV EIZERD, BEOBEMZ &M
Y LMEREOREOHER DM EHRTRERET VE RS, BBRX AL UREED

5) Decoder DA ERHT 3.
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A, A,
AN/
[ Normalization ]

[ Multi-Head Attention |

[ Normalization ]

\[ MLP ])

r p
[ Normalization ]

O cee O [ Multi-Head Attention |
// ce \\ [ Normalization ]
(

MLP ]

A, A, \// \\)

(a) MLP i2 & 3 DAE
A1 o o 0 An

(b) Transformer {2 & % DAE?

2.2 IR RFIETHHHT % DAE

CWERRZRBZZ S, HOAAZENEZ 1T One-hot T a—7 1 ¥ 7% Entity
Embeddings [17] ZHMH L TIT5.

:Bz
Ql
B
N~—
—
[\
=)
SN~—

= |A| Z Z )logP(

AcAacA
2.3.2 HHI—X

RO EE TR ONIETAERMBAL T —T 4 FV 7 4 ZHET 2 FEICOWV
TR 2. 221 HTHBRZZ K512, H—T 1 FV T 4 13RFEZZE L /- [F RS
R TNBOBEEMTH 2 22 b, REFETEFMFIEZHRIO D —T 4
FUVTAZMETS. TIT S,en, P(Ai=a; | Aci=a) BEIZ 1 THB I I
FET2E, BEBONREIZ > TORVEEDOHERDIIKRD 2 BENIZNT &
5B, DFED, FlZIE A={A, ... A}, R(A) C dom(A4;), R(A;) = dom(A,),
R(A3) C dom(As) THIUILRD X ST A, & Ay ITBAT 2R D & [FIRFiESR
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Mask A;and A,

A A, A
/")l a, | | a; | | as |
| <NULL> | | <NULL> | | s |
A1 AZ A3 I : :
: T
[ AR ]_< { - ........... }
: — i
— .
| P(A1|A3) | | P(A,|A3) | Loss by Ayand Ay
\"l a; | | a, | | as |

2.3 h—=F 14 F VT A HEED/DD DAE O¥H
DHEETE 3.
6(Q) =1T]-8(Q)
=17 > > > (H ILaeR(A)) Pr(A; = a1, Ay = ay, A3z = as)

al €A1 a2€A2 a3€A3 AcA

T Z (( (ﬂaleR(Al) X Pr(A; = al))

a1€A,

Z (]laQER(Az) X Pr(Ay=ay | Ay = a1))>

as€As
Z <]]-CL3€R(A3) X PT<A3 - a3 | A2 = a27A1 — al)) >
az€A3
T Z (( (:[]'aleR(Al) x Pr(A; = al))
a1€A;

> (Jla3eR(A3) X Pr(As =a3 | A1 = al)))
az€As

EDEICETAZNHALUTHERZHR LA —T 1« F V7T 4 ZHET 201200
T T 5. #EFETE, BRHRET AV ZHHT 2 BT TH % Naru [23]
TR X N7z Progressive Sampling % DAE IZ55R$ 5. Z @D Progressive Sampling
BEYTANVAERICE Y T TN LEHERITS 28T, FSRAHLETT
RAFHFEZEO 72V =T 4 F VT4 HEEZ BB ICAREL T 5. B
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ETFNVEMALHEHFZEFOHRTIE, HET22ToMAEDLE (HFEKFDOHE
FBES) MR 20EBHD, FXA UL Z BHENTIIR RS, 22T
Progressive Sampling T2 TOMAGTOEZHR T 2D TIEIRL, HET 5HHA
BOEDPDL 7 VR LYy IR THEERZITWZ O 2 iafblfige LTi#lo.
ZOtE, R THEHIFD O —RRICY > IV R EIRNT 2 D TR BTS2
HAERODAICH D GEREITS 28T, IRy Ty 4 X THOEICHE
DERTRS.
A; €{2,7,8,9} A Ay > 10.0 A A3 =" Tokyo'

10 38.2 Yamanashi
9 -
8 f 33:3 \ :
L . Hokye— (7, 35.6, Tokyo')
10.0
[ 2 1]
1
0 2.3 dich
A A, Az

2.4: Progressive Sampling T A;, Ay, As DEICHEGRZ 1T S 13T DH]. HOFE
M7 T VICK2EM%Z, BOEOHIEITTIEBETY VIV EINERICE D H#
HzRT. ERIQFHEESNERDMEZEAE LIHEHE R 5.

BAKFNZIEK 24 DX DIZ, Ay DF 7Y 7T TRETTS A =7820w5H%
IV LTHERR LA RO D2 AT 2. Al =7A100< A, <333 &
RAEBT—=EADHELBVWT =Xty P RELLSGE, 72V THREINHH
(4, >10.0) ¥ HERL TX D PRWEIF (A, > 33.3) ZHDE Lty TV v rek
D, B&ILD Az OHERRD Ay, Ay DRICAIL DD RS, B, $ TP A X
EARBOFEANCED ZFRE LS TUIEDEIED K SHima X MR 2 N4 8—
NRIA=REIRD. =T 4 F VT 1+ HEDERMEHER 2 X + L HHIBEFHRTD
7%, I A RFHENZEICT 208D S, 22T, REEHITKS
FRERONXEHICITEHT 2. ZONERMBRIIEERD DTH 5D, Progressive
Sampling TENEFIZ & o THEENZE(L T 5. Progressive Sampling (355173 2 #Eim
faREY 7Y 7 LR OHERICH S 5 2 256, NBRDIEIHKEE L - H#Ham
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izoTWa. KHIZ, IEMEENMEVEEOHEGRDLITIIRDHRO = 7 —JFHK &
25720, MELREZZ7ZVIZIGETE D HRENE L R 2 EHIEZ HOT 2 6250
»H5. HOMEFE T A TIXEMEIELG S OB CREE I N5 7= D FHFNIRET 4
ERH 20, BIEIEEMIXIES DT Al @D LIEFICZ L, BHIEEEC 125
PR LUCHEYIREMRIEE RoT 5 Z 2 IR TH S.

—77 DAE 2 A T2 IEZFIETIITEORBREIETHRTE 5. ZOREEIED
LTHROEWHERZ R T 2720, DX A OIS 2R w S CREDX
SBDRTVEWVWILa—YRT 4 v 7 ICHIE, SEXoNRGERBEHA L &
DR XA PR CEIEIE iR K X 4 U EREIH) CTHamziTS (Zoka—VU 2R
T4 v 7K BET 243 THIZRT). Algorithml IZHEGRIFD R X A4 V¥4 X%
BERLIEHA—T 4 FIVTAHETNTY) XA LZRT.

% 2.2: Algorithm1 THIH T 2 BB D EFE

B TEFR

DRAWSAMPLE(dist4) | JBTE A DA dista 226, Dz EAE LY TV v
JEITS.

ENCODE(a) JBE A DEFE o ZHHIAT. One-hot X7 b L= Entity

Embeddings [17] 72 EDHHTZ 5.
SORTBY(A, key_func) | BHERE A % key_func IZHEDWTEHIAIZHEREZ 5.
MEAN(a) BUESES o O FEZFIHRET 5.
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Algorithm 1 DAE ZRHL7zA—T 4 F VT4 HEE T VTV X (HEGREF B X A
> ZEIE)

Input: Density Estimator J(, Predicate ranges of query @ R, Attributes A, Universal relation

size |Junivl
Output: Estimated cardinality €(Q)

1: procedure ESTIMATE_N > Sample size is N
2 procedure ESTIMATE(M, Rg, Ag, A tanout)
3 Initialize inputs with nulls
4 p7:0b — 1.0
5: for Ac Ag do > Estimate probabilities of predicates
6 dista < M(inputs) > Forward
7 dist' 4 < {dist, * (a € Rg(A)) | a € A} > Filter distribution by Rg
8 prob « prob * Y acA digtfl
9 a <+ DRAWSAMPLE(di§tj4)
10: inputs[A] + ENCODE(a)
11: end for
12: for A € Atunou do > Estimate fanouts
13: dist s « M (inputs) > Forward
14: @ < DRAWSAMPLE(dist 4)
15: fanout|A] < @
16: inputs[A] < ENCODE(a)
17: end for
18: return perb, faﬁout
19: end procedure
20:
21: Ag +— {Ae€ A||Rg(A)| < dom(A)} CommentFilter attributes by predicates
22: Ag < SORTBY(Aq, key : A — |Rg(A)]) > Sort attributes by domain size
23: forie{1,...,N} do > Batched in practice
24: probs[i], fanouts[i], < ESTIMATE(JM, Rg, Ag, F')

25: end for
26: S(ACQ) — MEAN(SA/ Hfanoutefanouts f(anUt)

IN ~

27 B(Q) + |Juniv| X S(Q)

A~

28: return €(Q)
29: end procedure

Z @ Progressive Sampling ZHLER L7271 3V X LI DAE €TV M, 7TV D
Szl SHM Ry, 7T— 7 NVHNDORBEMHES A, 2="—H LY L —2a YHNOD
R TNVE | Tunie| BZTFED. FTHRICBRZ X512, BFEOWNRE 2> TV
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JEMEDTERDAIEIRD 2 BB RN DRFEDO R L I TWBEMELZED H
L QU17), M TRAAL P A XFIECHARFZ 2 (22 17). KITHREEHITEHE
DR OHeGm & FREROEI A2 EY 7T ANV BRI X237V V7 TIT
7D, TV TINY A4 X TH5 N [FHZT ESTIMATE % FEITT 5 (23-25 17).
ESTIMATE (& DAE €7V M, 7TV QM2 THIPH Ry, ¥ — MAABEESE
B AERZRIWS. HIDIZETANDAN L FAR#ERZOHLET 5 3-417). %
DG Z o BEIEIIC a0 TIEEEIC X 2 H#HEE (Forward) 2175 (6 17). #HEdw
SN TERDAT disty WBERBEHAL, ZORMHT prob ZHFT 2 (81T) HIZ
RN EEAL LIz > 7V 7 (DRAWSAMPLE) ZITWEN A DEZ o 215
% (917). ZOEFZFZT>a—F (ENcopg) LRXDOAS T2 (10 17). FEEIC
Fanout D#EGmE1TS (12-1717). 1§60 7z N EOHER X N7 ¥ Fanout DR
DFIRI T QDEL 7T 4 T 4 ORI S(Q) L 3. Bk, L2774
VT 4 EE TN | | DFER I —F 4 FV T 4 OHERE 6(Q) ¥ L TR
% (26-2817). BBFEBICIE, 2325 TONL— T THEIRLE LTy FLEIN 5.

2.4 FHEEER

REFEOFMER L MRICEDSERZITS. 9 241 HTRENRFHMEZ

ﬁ%btﬁf,maﬁ6710ﬁ7%4v%%«@ﬁﬁ%ﬁibtﬂm%ﬁ%?
. BRIRIC 243 HTHERIFED NA ST X — R Th B BEIERY > T34 X

ﬁwuﬁié%%kOhfﬁﬁ%ﬁiL% maiTo.

T—=R2EYy FERYFI—7 (I 2 0DRYFe—TZFHLE 1D
EDMVARYFR—=ITHb. —a—I—T7ORHVWICEHTE2T7 -2y N TH
% DMV [48] ZXfGICEIET 2 A TANCAERK X 7z 2000 D 7 =V 25K 5. Z
NHD 7 T VIIF 4~10 HOEBSLMF e #HFALRGLEENE. DMV F—Xt v
MIBE—FT =TV THh37=DEEEZ V. B S5 1 21F Join Order Benchmark [173]
(JOB-light [28]) TH 5. fHE, MBRIZY X—T A XV MR TE S —25FICHT
57 —X+ty FTH2IMDD [19] ZNRICEHEST 2 0 HD 7 = U6 5. BE
DHEESEMG L HESLERD D, ZHT—TNVOBEAREEDEL. V—20— FHH
AHCEEXINTWAEREZEEL T, IMDb 7T —&Xt vy b®D 55, JOB-light 124
BT =70 - BHEDOAICKDIAAR T =&+ vy b (IMDb-JOB-light) & FI/H 3

25



3. F7 =&y O RMEIZR 23 1 ORTHED THS. KB, IMDb 7 —
X+ v b ¥ IMDb-JOB-light 7— &t v MIFEEERS /20, 222 THTHNHED
Exact Weight Join Sampling [13] 12 & D RFELD X T (B> T v 4 X) 72T H
BLEMET Y IV EFHT 3.

#:23 7T—Xty MR

T—&Xtv 7= 78| B & TR
DMV [15] 1| 11.6M 11|  11.6M
IMDb [19] 16 | 4~36M | 2~17 10M
IMDb-JOB-light [2%,19] 6| 4~36M | 2~4 10M

FHEHEIR - HEEEREDFHHEIEICE, EO A —T 4 F VT 12 6, HESNL
H—F4F VT 4% LTR210 THRENS Q-FError [13] ZHWVWS. T
EXNTH—T 4 F VT 4 DEDED SEHN TV S0 E2RTEAITOMETD
b, HiZ1UETNSWIHERTWS I Z2RT.
max (6, B)

-Error := =
@ min(6,6)

(2.10)

b9 1 ODHEEMEREDFHMFERE Y LT, PostgreSQL D7 TV AT 4 <A D
MEDA—T 4 F VT 4o HEEEZNHALTERT 2 77 > DFETa X bo#EME
(PostgreSQLPlanCost) ZHW3d. =74 F VT4 #HEEMEIZIZ VAT T 4 <A
PN TOMBIERE LA > 7 v 7 ZFEIRTHHEN S Z e T AMERICHE R
Fio. 2TV F 7T 4RAFRBIZ2ARNETNVOEERI—T 4 FV T 4 #HEE
CHEL THa/hEnwZ e [13] LA MEIEHEE U CEIRIETEEIC & 2 8RR TH
NBZe%ERET 5L, PostgreSQLPlanCost [ IMH XNz h—FT 4 FV 7 4 HEE
FEOURICEDK 72V T T 4 AP NOEMZRITEE RikE 5. EHHI/NZ
WIZEER SN 7T Y OFEITREAENZ 2GS 5 2 e TE, BhTwd
ZEERT.

HEFRIEFE DRI, TS 2 — VK7DV B AT IR THhr S Hh—T 4
F U T 4 WEMEZIRAT 5 FTORMEDTE CFEERHE) ZHWS. FHEE
DOFHEEEICIE, T—&Zu— D X5 i@t h 2 W Z RV, SFEOFE
WP D A DI & W 5 .
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FEREZEFHELLT, (1) DAERZE S—t 7 bur > (MLP) 2FHT 2
® (Ours (MLP)) ¥ (2) Transformer [39]” (Trm) ZF|H 32 H D (Ours (Trm)) D 2
DOREEMMT 2. BRFIRCE, REOTFT —RXRX-RAZRATLTHZ (3)
PostgreSQL (N— 2 > 11.8) & (W) HAH®ETLVZH WA I8 Th—T 4 F
VT 4 HEEX R 7 THREEEENIHE X4 TW 3B Naru [23,50]/NeuroCard [24,51]9 %
W%, Naru/NeuroCard @ HEHIFE T ILDREIZIET~Y A7 ZH W/ MLP Th 3
MADE #X]H3 5. fZ T, NaruiZiX Transformer % W 72583 FEitg & LT
W3, Naru/NeuroCard IZH5E T 2 N A 2085 X — X TH 2 BIHNEICIE, [23,21] 1
VBT —&ty MTERSNLEF (EE) 2FMHT 2. £, BEIEC X%
BrRzld, ElEZKIZZEREF GEIE) HFHTS. MAT, Sum-Product
Network Z #5583 % Z ¥ T Naru/NeuroCard & [FISF2E D MREZ IS LT3 (5)

DeepDB [25,52] & (6) FLAT [26,53] & el g e U THIH S 5.
BEERIEDNA 28R T R = RIZZ N NDR L F IR I N T VWD Y —Ra—
R [23,24,25,26,50,51,52,53] THME XN TWBEERHT 2. FHME - FRHEOBE

FFIE e OHEFRIERE - A E R - IR DL Z N EI2AT S 729, IBEFIED
A 20T X =R IA[EE L HiH CRIRMOMAFEMADET LV ER L DD EFHT 5.
DMV 7 =&t v % FIH$ % EETIE Ours (MLP) & Naru (MADE), Ours (Trm) &
Naru (Trm) 23, IMDb 7 — &+t v + % F|H$ % B Tid Ours (MLP) & NeuroCard
(MADE) 234453 2. & D Ours (Trm) & [01] #5EF12T 5.

RITRIE | IXNTOFIETHL 16CPUs (Fek 2.5GHz) + XE Y 64GB * Nvidia
Tesla T4 GPU Zfii 7= EATERIRIC CIHME 217 5. FHMENROFED S B, #BEF
1%, Naru & NeuroCard & GPU IC X 2 & LS AJRETH 5. 728, GPU ZF|H L 7
W CPU OADFHII 21T 5 HE X T 07 Z 456 GPU ZRHTE72 WX 5 ITE
L7 ECRICEREZFAT 5.

2.4.1 HRERLETE

FEDIEHE EFAR—2 3> P BFIED Q-Error (Median * 90 28—+t > X A )L -
95 V=t Y XA IV 99 =t ¥ R A - RKHE) &I ERE D &8 E B 7%
REZ RN L, IERFIEOA MM 2RI 5. Progressive Sampling TE Y 7 A1 1

6) NeuroCard 1X Naru 2T — 7 NIHR L 7=FIETH 5.
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FEWZE 232 7)) IBRERTFEIHEER EICERED NS VA 2E X, [23)]
DIMEITDRHAINTVWB Y > PP £ R 1000 IZ[EE L THEEZTTS.

BRECER  H—T—T07—Xty FENEE T2 DMV NV F v —27 TORE
RreFRo41z, BT —TNT—XEy FENRE TS JOB-light XV F~<v—27T
DIERELR 25 1TRT. B, BRHIEOEIEISE T —Xty NNTEREINZIEF
%, WIEXIEED@ %, HamlEdHERRC 5 2 SN - baE 2 A L 72BED R X 4 &~
DN WIE HEGRRE R X A4 VEBIE) 2RT.

#2405 Q-FError 2651 LTHR2 &, ##EFEEIZ S 0HEETEHWEREZ R
L, il 213X PostgreSQL & LT 2 &, 95 %=tV XA NVTIE1/40 RETH - 7.
F7-, HoERET LV EFIH TS Naru & MADE 2 W2 TEIEOEAIIZ L
AYDHEH TR BWERESHRIND 00, HIHOEE, TERED 10 225 10°
Bl EEAT 27— A EZT SN2, Naru 137 — X BEHICTKTFE L2k 22—V
AT 4y ZIWZEDWTIEEZERLTEDY, 7—&t vy MZXoTIE DMV TOH
ED & 5 IR HEREDMERWEF2GEIR X N B A[REMED D 5 Z L IR I v, —
RFHRITEZD LS BHEBEDIXSDENRVHT, Naru DE—ZHEEE o TV
% MADE ZHH L7 FEETIENETHERR 21T 5 7 — RIS WHEREZZR L TWa 2
D5, TEMWEHERERE L HRMALFIELER 5.

ZROBERME T &AL D EHRSEMZHD JOB-light XY F < — 27 DFERZ K
25 1R T. FHEIEBOT —Xty b TV, HEOV—2rn— FCHHfid 5.
¥ET—-2ty VOERIIEERRBEOERTH 270, HREHBRIISEEE 7 —4
£y FZRIZITS. IMDb T =Xty b, DFDHV—ru— RHRSRT 3 EEHD
EEMER R L TORwT—&ty b 2FEE LLGEICERT %, MLP 2|
HALUREFEIZL O — A TR EWHERELZRT Z e ORI N, —/HT
Transformer ZF|FH L 72581 HERENK R 3T 2 75 —AREZITIoNS. iz T
VUNAUTHELE 25, —HOBEENIERICBRVERZDOHFETH—T 1 FV
T4 RIS HEE L TLE Y, MRE LT Q-Error WREXLRBZ7TVDRDH B
e DR EIN. F—ofEY >y I z2¥E L TWw5 NeuroCard TIiE Z DHEZRIZ
REZohikhrolz. TOLSREREMETNIFRE LT, IBEFIETHHAL
7z Transformer E T3V ¥ PR FAE L TCWbd ZehEZ NS, kv 77
7 D XD BRNHNBRERLDEANSHRDFETH 5. IMDb-JOB-light 7— &
v b EFEEHLUTGEIFREFIELD D NeuroCard (MADE -« IEJB) 3@ PERE
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R L7z, NeuroCard IZIEH T2 &, £ 24 D Naru DFEEREFITC L, HFIZX > TH
BEDNEETH D Z e DRI N, D% D, 7—&t vy MZ X5 Tld NeuroCard
(MADE « IEIB) @ X 5 2@ WHREICZ 5 WATREM 2 BT 5. 7238, DeepDB i
F—REy FERDIAZRVEEEIC100GB Z@BZ 2 XEYBQBEL 2 HFEITT
XMool ZHEREZAV—u— FPBHEZDDTH T —Xty M3 KFRBL
T2 EICHBNEEICR S e BRT.

RICEEERE ey L-ERE2 2 03, HERGES LVEHWEBET
T U CHERPIE R IR T E 22 vic kb, A - [AREOETF AL 2R L
TBEEFEC R U TR T 3 BERRE o SHEIIT I Lz, KT 2.5 © IMDb @
X5k, ETAPHS EEMER B L Ty —2n— F2FHT 2 BHEEL D20
B, HEREEBHIBEIRD K X R B EADBMHRE SN, 72V F T T 4 <4 FA
DISHTHAUIEBEMT ST NS D RECIUHE PR TR 2 L 20 KRELRSE T
v, BlA Y Y b YV IEADIGHTHIUX S —T 4 7V T 1 #EEDEHLD Z
DFEFEL VIEOERKICRS ZeE2EZ L, ZOoHmDEERIFEER
ThHb. — /T, BAMITLI1HD L PostgreSQL X Factorize-Sum-Split-Product
Network ZF|H L7z FLAT 1%, #EMREIFZLERIMENMERDL D 2 S DD, JHERH
T2 U LSRR — ADMER S Nz, IBEFIE T R HEGmLE 2 5 > Ty
AXEFTO s, 243 THOFERTHENRS X512 > T34 XOHTEIC &
B ERRL A 7 v O oAEDEWFEITEREOEAICLD ThsDFEK
DK E i H R LA T X 5.

BRI BRI Z B LR E T D 5. #BHEEEHWEFIEOFTIE,
Sum-Product Network %X — Z ¥ L7z DeepDB %° FLAT 2MRAICEETH o /2. LI
Ours (MLP), MADE %Z#|H L 72Fi%, Transformer ZRH L7=FEL W HE -
7z. [EBETH % Ours (MLP) & Naru (MADE), Ours (Trm) & Naru (Trm) % Ours
(MLP) & NeuroCard (MADE) % thi 3 2 LIRRFENF ITEHTH o 7.

7) EXPLAIN X2/ LIBERMEZMET 2720, BEMETH L. I—T 1V T4 HEDAHDIE
REENEIBH L T2 AT X DA< 2 5.
8) HEEMMEREIZ Y — 7 v — FIZIKAIF S % 72 IMDD DFGROAHE T 5.
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K 2.4: BFED DMV 7 —&+t v b TOEEKRRH &
DMV RV F < — 27 TD Q-Error & Y35 LERHE

Fik (270 - BID || 50%th | 00%th | 95%th | 99%th | Max || RS (m) | %M (min)

PostgreSQL™ 1.27 | 2.22| 57.9|1.4-10°|7.6-10* 2.93 —
Naru (MADE -« 1EJI) 1.04 | 1.19] 1.32 2.00 8.00 10.3 29.3
Naru (MADE -« #[§) 60.8 505 751 | 2.0-10% | 4.2 10° 10.4 28.6
Naru (Trm * 1EJIE) 1.09 | 263| 5.349.7-10°99-10° 99.5 153
Naru (Trm « 3H)IE) 1.18 | 108 204 | 1.0-10% | 2.1-10* 103 155
DeepDB 1.07 | 200 | 4.76 30.0 288 10.5 2.00
FLAT 1.07 | 1.80| 3.95 35.1 | 1.3-10° 2.32 1.80
Ours (MLP * 12%IE) 1.03 | 1.24| 145 2.42 49.0 6.98 24.1
Ours (Trm * 1RZEIE) 1.03] 120 1.36 2.23 12.3 52.2 89.0

7 2.5: FF1ED IMDbD + IMDb-JOB-light 7— &+t v b TOXEKRHE &
JOB-light X F < — 27 T®D Q-Error & F-35)LE R HE

Fik (70 - B |

50%th | 90%th | 05%th | 99%th | Max || ESERM (us) | FEE (min

PostgreSQL™® 7.44 163 [ 1.1-10° | 2.8-10° | 3.5- 10 3.44 —

NeuroCard (MADE  iEJE) L.79 | 9.00 19.5 36.5 43.2 160 391
A NeuroCard (MADE * ) 6.04 | 723 118 298 400 158 327
& DeepDB —Out of memory to train (100GB+)—

Ours (MLP - 12XIE) 1.68 | 5.66 22.1 33.6 34.8 50.4 128

Ours (Trm * iREIE) 241 | 118 16.8 | 4.1-10% | 1.3-10* 1.9-10° 513
. NeuroCard (MADE - IEI) 152 | 3.90 4.78 9.69 12.6 10.3 120
2 NeuroCard (MADE * i#/IE) 1.71 5.22 14.7 33.2 33.7 10.9 346
5 DeepDB 1.69 | 4.06 4.55 87.9 240 15.4 13.2
é Ours (MLP * 12XIE) 1.88 | 11.3 16.9 159 441 9.23 22.0
= Ours (Trm « RREIE) 151 | 5.31 11.4 33.9 36.0 175 94.1

242 VI VFTT4IMFICERZZEDFME

FMEDEHE EFAR=—>ay h—T 4o F VT HEDICHD 1D LT, 7
IVFTT 4 A FANDSHERE L 23217 5. FHANCHRO 7 ) 2HEE
T Ty VMZHBEILTH—T 4 FU T HEERITV, ZOWEMEES
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CEB [71] & pghint_plan [55] 241 L T PostgreSQL DA 77 4 ¥ A FIZH5 252 &
T PostgreSQLPlanCost ZHUf§ LaHfifetR e L THWS. Zhuc kb, 2—74F
VT 4 #HESH ST RELRA Ty VARRZN LTIV T T 4 < AH
WCHZ 28 % M9 5. PostgreSQLICHZ T, EDQOH—7F 4 F VU 7 4 fH (True)
12 & % PostgreSQLPlanCost (Median * 90 »S—2 > X A )L+ 95 )S—+t > R A4 )L - 99
NR=t XA )N - BZKE) DHEEZITS. True A Z 2710 THY, I—T4FV
TAMEIL LD 72 VAT T 4~ A I 2 MREA LD EIRZ2 RS, 7B, FIH
TEREFIIE241He @B TH Y, IMDb T —&Xtw FREE LD ZHWS.

EREER  JOBlight RV F~v— 27 TOMREH 26 ITRT. ~90 88—k X
A L TIE PostgreSQL L IREFETRERBRI RN B o —HT, Tk
DK ERBEFER K2R LRI Nz, 2D ZOHEIEMED True 12 K 5 1H
WIEWZ e o, REFEEFFICETIX MDEVWEEDLNE 7 ) DT T ERK
WHIALTWS 2202 5. —HHENFEITaX FRvweBbihs 7o) Tid
True E DENKEL, WEORMDBHZ ZHRBINTWE., J YA TT 4%
AFANDEHZEE T 25E, 241THO XS BMNRIZZVIIHNTEIZH—FT4F Y
TAMETIIRLS, BRIZIZVDHEZ DY Ty b2 7T VEFIINT S
=T 4 F VT A HEERLVEREE RS, oD ZBEZX 5L, 2RFIET
35k, XOBEMR VT2 —T 47V T4 HEESRBOELITFZIT5 2L
TIZITVATT 4 A FIRHEZ R 2 WS R EZ 5N 5.

7 2.6: BFED JOB-light R ¥ F < — 27 TD PostgreSQLPlanCost

Fik (BE7V - JBMENE) Median | 90%th | 95%th 99%th Max
True 574444 | 1934955 | 2690204 | 12520363 | 28614678
PostgreSQL 635222 | 2324869 | 3490236 | 12847582 | 29351539
Ours (MLP - HE5GEF R X7 >V ZEBIE) || 661491 | 2397843 | 2836455 | 12550896 | 28649355

2.4.3 HEHREFDOINS X—ZDMHEENDRED S

FEEDIEH E EFAR—2 3y [ HBRZTFEEEE Y THAREL LY TS
TRV —T 4 F VT4 HEFIET, A3 A4 X EHIEIC & 28D
WTRHE 21T S . 2.4.1 THOREWZFTHMEICHBWT Naru O — 7 HHREL 7o TW -
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IEECTHER 21T 5 FEE2 BN R e 32 (HAHGEETLVORE, BHEIEZZLE
Bl ZFCE—IHRBERZ2ETNAVEREGIGERT 2 LI TERVARITERESN
720, A—=T 4 F VT4 HER T VA T T4 AFWICHT 5L 172 TH
BROFATINS Z e RINEHRED KD SN ZEMA 7 > b 7 =V UEADJEH %
EZBE, W—T 4TV T4 HEDINEREIIEETH . I I CIRREFENY
YINBA XERHNERT 22 0Wd 7 T u—FnoifmtEiE s e T2 e BT
X252y, PHMEFEREIZIE Q-Error (Median * 90 28—+t > & A )L« 95 X—t V' &
A 99 =t > R AL - EKME) & FEINERBZ AW 5. FEIRE R
GPU ZHH LRI AT, —MRNR T —2ZN=—AT X T L0KE T 2 8R15E%
HE L7 CPUDADERETOMRZMET 2. 2B, MHTZ2EFVIZ24.1THE
HETH 5. REFEIE—DETNTHEEDIEFEZNZ 2720, HRRFDIEFIC
KoFTHEUETNVERAL CEHEZITS.

BRECER DMV TH Y IV A X2 B E B ZOMB LR 2.7 ITRT.
WINDFETHY > I A4 ZDOZEITED Q-Error L ICERBETIL— A7
DORAGRDIMERE I N, 7272 UDERRENZHEMAR L — F A 7 T3 R <, CPUBRE
¥ GPURTRZ2MEMZ/RLA. £3 CPURKETIE, > 7134 X0
REIC B2 B EE D A S e, RBEFIRIEY ¥ I 4 i3 2 0 R O
masdienizd, FREORERBTHEKRT 2 TNH A X2 KRELTE,
Re LtHamttrezm bxgedwz e b b, —5 GPURKETIEX, 7L
B A 53100 BUR TG ERBE OISR 2 KRB AZ T oz, 23> 7
N A XN E Ve GPU 23—l FI LB R RE A2 #EPH I E D, $ > Tl
A RZHBILBWER AR MR I a VT4 kB DeEZILNS. GPU D
— AN R RE 7 i TR DY > T 4 XEERZ L THREL HE % &
PIWVW—), KR T—EARXN=—AT AT LTIIHVSENE Z 3w GPU O
BADNHHRE WO ZIFEEEINTZWV. Q-Error ICIFEHT % &, #2RF KT Naru &
B LT Y I A4 XN ZIWEETSH QError ZMIZ 505 2 L HER XL
72, FHZ 99 R—E Y RA PR AEICB VT ZE DX 10" 205 10% (SIEE » P
TH5. CPURBZEET 2 &, REFEFINI VWYV T VI A4 I THEZIT S
¥y T, MEREY HE DML AHEL 5.

CZTHYTINAH AL X% 101 L7728 TD Q-Error D7 —Jb (95 X—k > R A
V99—t R A KMH) IZHTBRERER 28 IR, HFIC K 2HE%
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g5 2728, 2.7 THOWEFERCMA TREFEOEWIEZEIHY Lzb 0%
WET 2. K28056, MEFETHIEIEICEE L THRZIT S & Naru & [FERIC
Q-Error 23 LT 5 Z e DR SNz, BiBZHA LD RX AL U KELk 3
s (HEERIRF N X 4 VB REIH) THEERZITS 28T, BT /MWK S T IENETOHEGR
PHEILT, /NS0 TIAY A4 XTHHET R —F 4 FV 7 4 HEEDAHE
DhB. BB 232HTHIRBRNRI X512, HEGE N X 4 VFBIREHERRRCEIRIC
REZHDTHY, PERICIHFPEE SN2 HEMFE T AL ZFAH L7 Naru ©
EORFETEEHTERW T 0 —FThH5.

£ 2.7: DMV TH ¥ VY 4 X2 BB/ 2D Q-Error & FINERR (ms)

FEH (GPU)

Fik (270 BIE: #v 70442 || 50%th | 900%th | 95%th | 99%th | Max

/AW (CPU)

Naru (MADE - IEJIE - 10) 1.06 | 1.32 | 1.70 | 23.1]13-10° 7.32 7.80
Naru (MADE - IEJI& - 100) 1.04 | 122 1.45| 242 361 6.72 24.1
Naru (MADE - IEJI& + 1000) 1.04 | 119 | 1.32] 2.00| 8.00 10.3 131
Naru (MADE -« 1EJIE * 10000) 1.03 1.18 1.29 | 2.00| 8.00 122 1.4-10°
Ours (MLP « $2ZIIE + 10) 1.05| 126| 151| 3.04 235 7.04 7.90
Ours (MLP « $2ZE + 100) 105 1.24| 1.44] 250 194 7.34 17.4
Ours (MLP « $2Z|I& + 1000) 1.05 | 1.24| 143] 250| 49.0 7.08 62.1
Ours (MLP « $2ZIIE + 10000) 1.04| 1.24| 143| 250| 490 43.0 428
Ours (Trm * $2ZRIE - 10) 1.04 | 1.22 | 1.45| 250 | 447 18.7 31.8
Ours (Trm * $2ZRIIE * 100) 1.04 | 120 1.36| 227| 980 18.8 69.1
Ours (Trm * £2ZIIE + 1000) 1.03| 120 1.36| 223| 123 52.2 354
Ours (Trm + $2ZEIIE * 10000) 1.03| 120 1.36| 223| 123 532 4.8-10°

£ 2.8: DMV TH Y F 3 A XD 10 D & EDEFIED 95%th, 99%th ¥ Max

Q-Error
Fi& (BE7 - BHIE) | 95%th | 99%th Max
Naru (MADE - IEJIR) 1.70 | 23.1 | 1.3-10°
Ours (MLP « 1E/E) 1.82 | 476 | 5.8-103
Ours (Trm « 1EJIE) 1.74 17.4 | 1.1-10%
Ours (MLP - 12ZIE) 1.51| 3.04 235
Ours (Trm -« IEEIE) 145 | 250 447
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2.5 BEERASE

2.5.1 #EHFEBERAWV:HA—FToFVT1HEE

WWEEZ W —7 1 F U 7 4 #HEEEINE, IRBEFELFRLC T -2 2%E T
52770 —FOMICY -7 n—F2¥ERTL57 70 —FPREEINTNS. RHET
BFehzhor 7u—F OREWBRTFERICOWTHERS.

T—REFBIBZTIO-—FOFE  ERFEL2ELT— 2 E T 7 u—
FOFETIE, 7T—XO0MEZHEMBR LICHFE LIZETVTH—T 4 F VI T 4 #HE
%47 9. Yang 5% MADE [35] X Transformer [30] & Wo = HAMHIFET LV TT —
X DEEHEZITV, HLHEROEHETHEOLN S BZEEDORMN ZMHERI O H —
TAFVTAHEZITOFEEZRELTWS [23,24]. BHEBRST 2> 7Y
YO RATH Z e THIPIGRGZ B VDA —T 4 F VU T 4 HEWHIG L TV 3.
Yang & O & FIRFHIC Hasan 53 HEREFET L2 LTMADE ZFH L7757 —
X DEEHE 2TV, HLHFOEMETHE LN ZEEDORMN ZHERI O H —
T ATV T A HEEZITO FIELREL TWS [27]. Yang 5 DFiE L [FARE O MERE
TH2ZEPMEINTVWSE. ZaAoDHARFET AV ZRAT 2 FETFEY - #
ICHH T 2 BHIEIC K o THEPIKREZSET 2 2 e e THRE IR TV S
D23, ZDIEFIET—&ty MEREBEKFET 2dDLR-oTED, 7—&Xtv
MZ X o TIHRED N LEIL R > TLES. ZOMEZMBRT 5 7-DICZHOIEF
25 ACEFEE T VOB SEROMSEHL LTETFLNTWED, ¥EHaX
+ OHTHEAUICITFEDIE 5. BEARNZZBONET 25 B AEEE 7 LIZDW0N
TR s 5.

Hilprecht & & Sum-Product Network [10] Z 7 — & X — X [} IR L 7=
Relational Sum-Product Network IZ2 &K 2 7 —7 4 FV 7 4 #HEFEZREL TO
% 20, T=ROaMETAMEANARaB L TET T 5 Z & T, H#Himht
WIS B SR T2 b D%, FI5ANCaEl R Twe b DI E %
528 THhH—T4FV 74 2EHT S, Zhu 5% Sum-Product Network Z L3R L
7z Factorize-Sum-Split-Product Network IC & 2 —7T 4 FV T 4 HEEFELRERL
TW3 [26]. B TZEZHEEZRIIMICHMET % Sum-Product Network & FE LT, K17
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BREWEEZ SIS ZER DA LTIRD 22T, IKEFEBERICIEY DH 3
T—=R%2ayRy MIETUETZ S @GSN T3, HAHET LS DAE
WEBIREBEFIELLHB LT, HoHI 2 RES 5 2 & THRN R LR % FEH
LTW3., —HTIDREITED 99 8—k Y R ALY —Z b — ZATHAEDE
b5 2MERBZED 2. FlOMELY LT, Sum-Product Network (& BEEE)E ' % L)
WHZZ ZEDRTERVEWVWS MEIIRESNTWVS 2. Zhz[EET 21213,
DeepDB TR FECRBICEEDFEHRZ 5 X 2 08X H 5. —FCHCHEIFET L
R DAE WX X 2IBBEFETHNIERIHRZ S22 TES. ¥/, ZEDXEY
ZHA L ZEEEKERE RO ENNE L 578, KT —Xt v b TOET
DEELWZ EDEK 2.5 DR O BRI N TV S.
D—o0—RFEFEFIZ70—FOFE . Vv—ru—-F2¥EIT57 7 n—
FOFETIE, 72V Z2Mo2r0hETREEILLZDDA L, I—=T4F
VT4 %27\ LTHEELEETATH—T 4 F VT o HEEZITS. Kipf 51
J—rn—RET—T7L GG - BFED 3 EREOMAGDE E LTV, Multi-Set
Convolutional Network [76] TH =74 F VT4 27 _Le LTEHRTLILTH—
T4 F VT A HEERITO FEZREL TV [25,29). Woltmann 5FW L D0 DJE
B h—T4F V74 %7~ LTCMLP £ET V23528 T, V-7
O— R TRELINTVWARHANIC T+ —H A LA —T 4 F VT 4 #HERTIT S FiE
PIRRELTVS 7). &V —2rn— FIRLLEDNSREFUCED, S0tk
RECIDBEHERENT 2 e MEXINTVWS. Dutt 5V —20— RORBRGEICE Z
2 TFRES ERERFEELL, L2774 8T 4% 7L LTMLP €7V
ZEHTHIET, BEFT-20fiHEF2EOY -0 —-F2fREeT5 kLY
T4 T4 HETFIEEZRELTWVWS [30). V—2n0— FERORMEEKIZT, B
PHEEOMNLZWRET 2 X BRIERD A —T 4 7V T 4 WHEFEI LB LN BHDFF
MBI THRENZEDTVWE. INHOTFECHEBETIEMELT, V—
7 u— RK2BHT 7 ) a7 2R T X 258 3R INEY - #HER1/1TA25 2
EDEIToNG. LeLRds, MEFEOLIRT—X2¥BTL7 I a—F L
LT, #EDDD T -7 a— RRHD 5 WVIEFBRICA T REBO5E O
BEIK IR EL, £/, 22V 0FfHTERWERIEIANLVERDZ =T 4 F
V7 A HOBRICHEED 7 T VAR HREL Y FH a X M E LR 5 &) i
DB B [28,57].
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25.2 ZHOIERFZH/SECEFEETIL

HOEIGFE T VOIEFIC X 2 ERED NLZE M Z2 ik § 2 7= DICZHDNEF 2 5
HOERETAIREREINT VS, =T 4 F V74 #HEEICH R E CHFE
TR DAE OO D ICHWS ZeBEZbN57:0, £ b OHERZHINC
AR B

Uria 5 HAEIFEE T LD 1 DT dH % Neural Autoregressive Distribution
Estimator (NADE) [558] Z#i5R L TZHMDIEF 2/ 5 T & DT Z % Ensembles of
NADEs (EoNADE) [41] 28R L TW5. EoNADE IZER 7 LIV X402 & b 4l
DT RXR—X L THBDOIEFZRNZ 5 LS NADE ZRX—R 2 LB 21T,
ZAUZ LD NADE X O MeEE M EX82 Z 2 I L TWa A, HEmkioa X b
DIEFE DN LLHI LTINS 2. (72, N2 ML TERWEERZ & DA o
2 RDENZ EHAREZINTED [38], IWEHESRD LN H—F 4 F VT 1 #E
FEWZEFEAMZFLEEZOHNS. Germain H1F MADE [33] DIRREOHTEHEIR 7 LTV
AL E D EBONEFZRA 2 EOICFB 2T OREDIToT05E. ZOFETIE
TROIEFERS LBNESGERILTLE S 72D, THPBDIEFES D AR
EYLUTHDIRS. 2D, DAED XS ICH—F 4 F V7 4 #fiiwkcr oy %
FMALZEREIRT 2 Wo72Z I TERW. Yang SIFHASEUHIZB W T
774V Fa—=V I RAHRE LI2EREET AL LT XLNet [12] ZHRELTW3.
AROEFZMEL Y 3 —F 4 ¥ 7 THRELODHEES Z M A RA H¥E T 5
e T, HAHRETNVDORETD - 7=Hmmt R & D RO HEEREZFHTE 20
EWVIOMEZRIEL TWVWS. XLNet 3BREET NV TH S, HOAAE T —7
WMERT =G E 8% 2 e TEROIEFEZHRS BCHREET L LTH—T 4
FUVT A HEEANDISHDBEZONS. LOLENDS 34EATAXA—-RE WS E KRR
ETNZHHR L LEFIETH 2720, HamtEaem i X 2 2o ftaem L R
BRI RA IV RELRDZIEDNEZLNS.

9) —flx LT, 500 RITOBNEEZEHOE—L A VYEFTILTIIILDT — Xty hEFEEXE?
&, 8lEfF («784!) %Y —271C#/NEST 2 HEAPHRE SN TVS.
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26 HHDIC

ARETIERERAF —< 2/ OT — ROEBRBIUHD - DBEZEFMD 1o L
T, DAEZFHLZEECRE LA —T 4 FV T 1 HEFIEEZIRE L. DAE
DEEHEL LTOMETT =200 fME¥E L, #HmkcREostz@EH 3 %
T TH—T4F VT4 HEEFEHRL T2, #HishH% DAE ORHEIEH L8172 I8
FTii5 28T, ¥ YA XDBNIWBETHRELRMETEE > TW
5. BREDOXRYF~<—2T QError ZH5fRe LCAHiiL 2 & 24, BEHFOHCEF
ETAEHVARFR B L TZO Y — 7 HRE e FIREEOMRER ZE L CGER L 72
ET o3 fEoE#ELER I N T2, BERRE T VLA OEMEE I X 3
BIFEFIEC IR L TH Q-Error 2 X 55 Z 2 BHER I N7z, & D FHEERM 72 3
LT, Z2ZVAT T4 RAFANDICHEZEE LEBZTo 24, HEIH
53R FDRENVT ) ZHIIT PostgreSQL & LR U TGEDSHER I Nz, 7272
L, —ED 27V TIEEE LYY P & o THEERENME N5 2 7 — 2 B iR
Ehiz. FRO 122 LTH Y IAREFEE L TWE e EZLNS. EALD
BARA T T 4 AT ORERLICED COMEZRET 2 Z e 5 HOFET
H5.

ARETIE NeuroCard [24] LR L 2= N=H LY L= a Y Z2HWS Z & THE
T NDREEITHNIG LTz, L2 LAY, ==L L— a3 Ik
WIE, RF—<EMEICR 2  HREDEL T 2 Z e BRI T WS [09). 53
BETREAETERLEET L EZR—RICZOMELZRRL, B2 xF—< 2>
T — X DER RN ET 5.
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ET38 R—FTILES T4 F
) 1 HEE

3.1 (FL®IC

H OB TIIEEHER MM AELT LRI 2 TCERIH—T—ILTDh —
FAFVTAHEERRE L. AETRI—T4 F VT4 HEEDS B, RIS
FECEOCI—T 4 F VT4 HEE, SROBEEDI—T 4 TV T 4 HEITERTY
T%. BIFFECIIREEZ, #HaatRee @RIV L —>a vy y TrEo7— &2

DA DML Z K 5.

T—=BR=ZAY AT LD ZVIHERICEWT, 7ZVF T 74 A FiEIHED
HELBBEEDSI LD 1DOTHE. 7T VLT T 4 <A P77 = VUBERIED S
RVWHIFT, 5206072V 2D X5 1T 2 L RELZHET XA
2119, 22T, ZZVATT 4R ATORRTH2 DL IS 20 %
FLDLBDEEFTTIre0nd. ETAaXMDRWETT 70 2/HOT 5729
W2, 2TV F 7T 4 <A PR RO EES ik Rt 5. WUWHEDIE
% (WEENE) oREb T, BEOLIEa 2 h % T 3 720 E U o PR
(7 =7 P/NEL KRB E51T7b . ZoMEIEFRE{LoBET, F
M7 —TVDH A4 XHE LTHED—T 4 F V) T HEPRHINSE. 2D/
O, Mah—T4F VT AWEDPRELINNS &, BEDFITRERPHT—T 1
PREIVTLESIFTS 7 U8RI, FRe L TI7ZVUHED R T r—<
ZERIZORD S, FEETIETF—BZR—RAT AT LKA R T —ZRERE A, L
HBATON2EZeh s, FHIZRD 3 ODBRICHIET 2 I e PEELFZ 5. 1D
E@%ﬁﬁ?—&wuﬁbﬁﬁfﬁézmiﬁf@é ﬁb@k%ﬁ?—&@%
é, BIEZ X > THBE T —TVDH A ZBERLR T RS, ZORDESIER

m%m%éﬁéum WED—T 4 F VT 1 HEDMES #%Et&é[yz
oﬁci*f—&@a#iﬁﬂﬂb’m\% CWHORTHE., —EIZe2T—XE WAV v
5T EEHEL LR RsRW 1], 3oHIREMR I L—Yaryy ThH
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DT —=ZBPEML TR WVWIRTHE. AF—<IEENET—7NLE, D%
AF =P A XADPRKEVRFEOERPLEL 12D 0,10, AF—<H A4 APKEAL
2% EAEEINEDIEM I Z ME S ML T 2720, #MEI—T 1 F VT4 #HETIX
HEY EREOM AR X D EEL 5.

BMEDT —EZRXR=—AY AT LTI, #WEaH—T4F VT4 #HERIILRA NI T L
EHLOE LEMEHMERAH VLA TWS [10,60]. B AN Z21FEHZ L ITES
N, HERIZWZ D VFFCEEN2BEO LA NS L2 FH L THEZITS.
7272L, —RINC T =X IIZIHR D 23D D B ERICHEER D 512 b 63, B
TrDeR 7T LARNAT 2 L HBES M S UHEEEREDMK T T 5. ZOMER
fRIRT 270, EFETIIWMEE ZHH LFEPREINTWS. BigEE 2 F)
RALUMED =T 4 F VT A HEEIKREL 22007 0 —F05H5. 1237
VEAN, I=T4F V742 hed2MEMEL LTHS 7 7a—F [28,30]
TH5. MalBEWE WS FEL L CREBEY Eo#EERREIHRE XN TV
W, T—=RY A XRRAF =P A4 APKZVIRETITFERDO 7 NVEIGEa X b2
B EHAPREETH S [59,61]. D 1 DXEEHEEREMS 7 70 —F [24,25,20]
TH3. BROBMHICEZIETT —200Me¥E L, 7o) EKFCEISWIEE
HEICEDFEEI—T 1 TV T 1o ZHIT 2. HEBEGREZIEZ TV 5 7-DHEEERE
M, WYIRY YTV TR2ITS 8 TT =XV A XD TE 5. L
PURH S KRR X —<REDGE, 1 DOBEHERTT —XRX— ALKz
B3 2 FEOGEIHEEEREME T L, HEIETHBICHEI LY 7 X3 —< 2
CICEEWERTFE T AFEOGEITENGEDOaARX MNP XEVHEENZ L,
WIFNHRAF —<F A WL TAT— A LA [59. MEDXSI1Z, KX
F—WRKHELMEN—T 4 F V7 4 HETFEIFEE LR,

ZITARETIE, 7RV AXRAF—IH A XN L TARAT—ILT 360 —
TAFTVT A MEFEZRET L. BRFETIE, AF—F A INKRELIALD
v, —RINC, BTN LTIV DONRE 22T — T ILDEIEH/NE L
BBV IWCHEHT S, R VAT T 4 <A THHT2EE, 720 0N
RT—=TNDY Ty bW EN—T 4 TV T A HEERITO 20, ZDOMHEMN
IOBHEL D, oML, RAEEZ S AxF—~<2fKEr—EIi 2 2 08
PENWE WS Z e THE72D, IBEFETEAF—<E2RELTINS. BET59
HFEZT R 2 ZBETAXF—~DAERHT 2 Z e TR T — X T mHIC
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BEST 2. F7, BEFECEDE LAY 7 2AF—<2HNL e LTIRS 728, B
DY T2AF—<E2MWIT 227 VI T 2HEEE T2 H 25, ERFETIEDENC
F—N—Fy TREEEZ I TIOMEREMT 5.
AEDOEREIZLITOED TH S,

« BROBEHESRZHMH LMW BAEE—T 4 FV 7 4 HEFEZRRT
5. MEFEOTLZFEIILLTD 3 OTH 5.

~AF—IPA X LTRT—ILT B EICEOVWTAF —~< 2 EHIC
THIL, DEIEN R X -~ ICEEHERZFEE T 5. BEHERT
EDNRT — TN VIR0, ETNADY A XZ2/NEL LTV, £
7z, BEEHERIMILLTVED, £2THINIHEERETD 5.

~T=RYA X LTRT—ILT 3 BEHEROFEHICHHT 27 —%
WATEY) Y > 7)) T RAT S T & TN D & KB T — & £ TFHIC
RIT 5.

- BVEEMEE : nE XN A F -~ T L OBEHESRERORD, 71
DRNRETDT—INAVEEIIT 4+ v LT IHERERDIE R 5. FRZ
JIVFTT 4 AP THHAT 2RISR REETH 5. HEEmRFIZI,
DHETHROEEZITS 22T, nHIZMl L HEEZITS>HETHIH
amlERE 2 PR D.

e KR T -ty ML TT 7 ANROMEADI R 2T -7 v — F2HH
L CiHiZ 1TV, IR FEPMBNICHEED—T 4 F VT 1o 2HEETE S Z
&, JIVI T T4~ AT 2N L7 2 ) WO EHLICERN S 2 2 & 22
L7z

AEDOEBIILLTOBEY TH 3. 32H TAREICHERERTEAL, 3.3HiTH
HIF R DOREN E ZDOFEICOWTIRN G, 3AHTIREFERZFHHNL, 35HITZED
A Z TS . RRIC36HTAEONEEZZL D 5.

3.2 FHri%ls

AREITIE 22 HIZIRDIBED BB OREEHN —T 4 F VT 4 HEITRBE L 2 BFEEFE
DEA L HEOERLEITS.
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3.2.1 #BES

21 WMATABETHHT A ERS VALDEREEL3LIRLELET, F—
RAN—ARF—~<, BEHERE 72 %77 7HEICET 2 HIEICOWTHib

ND.

#£ 3.1 XETHHAT 2 ERS VRIL

>R ER - M
G[9] HEEASICEX-oTr 77 GooiEEINsHy
77 7.

Ng[v], N&[v], Ng(v), NG (v) | 779 7 G EOTER v DIEFOTEHSES. N~ IEAL
65, NTIZHGERE, (o] BEBERE, (v) ZBREREE R
ER
H H:=(V,8). HEEAV A -y VESHE
DOMEINDEZENL =TT 7, RETIZR
X—<7 77 LOETAF—~DHIFHERT.
E[] DT OB I T T 12F o L R
{H.

BWEN—TFTAFIVTAHEICEDDBZ I T 7 K31 ICAKRETHHT?
F—BR—ZADRAX—<FT577 (Fu0—NANRFX—=<757) 7TV T5
700 %ZRT. A¥ =<2 T 7 Garp 1FX 3.1a TIZ, Vorp = {S,T,U,V,W},
Eqrs = {(T, S, (id, td)), (T, U, (id, t id)), (T, W, (id, tid)), (V, U, (id, v_id))} % FwT
Gars = (Varp, Egrp) £33, K 3.1b X 31dE 7B =NV R F—< 7T 71TH
T3 EEHEIROMNIC  HRFOFAGITH 5. HlOBRE LT, AF—<TF7
Y B EHEE RO, SEEHEERDIHIN— L TV BHEAEGE NS -y Y
€ ={(S,T),(T,U,V),(T,W)} ¥ LI=NA =257 H:= (Vgr5,%) LARKRT L
HTE5 (K3.1b). =B, BEENZFIEIR X o TREEHETEIL ST 2 HiPH <
Hesmr OB EHEEIROF A G IRIZER S, 72V T 7 Gy 3R 3.1c 2l T 5
E, Vo={S,T,U}, Eq={(t,s,(id,t-id)), (¢, u, (id, t-id))} ZHWT Gg := (Vo, Eg)
ERES.
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ah
o

@
(a) RF =257 Gorp. TEED
T—=TN, ToIN)L—=ariy
7 (R —ilR)), v I T ALH
HEHNONEERT.

T
: -
b

®

(¢) A*x—~2777 Ggrp L7V
777 Gg. FLyIBDT T I
IV T7TH5.

(b) AF =257 Gorp & HBEHE
BB M DIIEH]. NAR—T DT Y
WEEHEERPEEINS. M 0V 7
A7) TSI REOT — T NERT
KRR FEOHITH Y, FiEick-
TNANR=TZT7DIBITERRB.

a T ITORME x FERINRME %R

(d) 7TV 7T 7 Go L BEHER M
OXIGH. KIIRRFEOFITH D,
FRIZ K o THEHEESR DO NRIZER
5. 7)) LHEMR, L IEIIERR
HEHEES (Mrww) 1HERE R

W,

M 3.1 AETHHT 2 RAF—<R LV %2KT 77 7HEOH



3.2.2 RIEES

CZTEMEIN—T 4 FV T4 DERMZITS. WULDIKHE—T—T1DH—
TA4FVT A EHERL T EBE T — I NVOEEI—T 4 F VT 41220V T
> .

B—F—JIWNDOh—FT1FVTq :BH—T7—T1VDHE, 7TV QItE<
=T 4F VT4 BQ)F, T—INT DTRTDEN A DSEM% 3 FIRHE
%(%Vﬁ%4€?48@)2%@@ﬂ%)Z%—fw®#4fﬂ1®ﬁf%?:
e TES (U3.1). 22T, FARMERIIHEROFEREHIC X DM EHEROH
tLT%T’t%f%é.y<®%§%ﬁ%@éﬁﬁ®ﬁﬁ%$f@t<ﬁﬁ_t
DEMM EMERZRS Zeh o, =T 4 F VT4 HEETERELPH LN,

6(Q) = |T|- Pr(A1 € Rg(A1), ..., Ay € Ro(An))
T Pr(Ar € Ro(Ay)) (3.1)
Pr(A, € Ro(An) | Ano1 € Ro(An—q), ..., A1 € Ro(Ar)))

BET—TINOEEN—TAFTI)TA Jpin EAF—TRXEENEZL2TDT —
TNERENTREE LT — TN T 5. £, Go=CGawp, 2FEH 27TV Q2
TRTDT =TI N ZENRE LAEEZITI 2T 5 (Go C Gorp DHEIIDOWVWTI,
332HTHIHAT 2). ZOHE, 72V QRESKHEI—T1F V71 8(Q)
X, 7= Juniv DIXRTOEM A DFRGZHI-TRIRHER (LL2T7 40874
S(Q) E BMIENDG) LT —TNDVA X | Jynin| PETRIT ZEMBTES (K 3.2).

Tz, =7 =70V D5E RS, MEROFREHICLD RN EHROME L
TRIZLHTES.

G(Q) = [Juniv|  Proin (A1 € Ro(A1), ..., Ay € Ro(4,))
' |unis] - Pr (A1 € Ro(Ar)...., Ay € Ro(A,)) (3.2)
N Py (A € Ro(A) | Avt € Ro(Ani),.... Ar € Ro(A))
7B, BEFREFEMCERINLZERED YL —aryyy TRRS 2N TE
5703, fliEDD, AEF—HRIC L2 — N2V L= a3 vy FIZEHDIWAE
BEDOAEBOIS. T2, EEH—T 4 F V7 4 #HEWIINEHES A E DX
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M2 H 2205, TH6bEEDID, NEFEGEHITEE LHHDOAEITSY

3.3 BEEAZE

AREITIIBFEORE N —T 14 FV T 1 #HEEFEITOWTIER S, BiFD
T4 F VT A HEEFIEE, KELFGUTA N FZL400 )T ZL‘OK@L
AR T — 2 2 EEMNE T 2 FEEEMEE 25 FExH 5. LIETE 7 7
o —FHNCHb L7z BT, ZRZNOFEOME L FEIIOVWTE LD S.

3.3.1 #HEHEHmICE DK FE

PostgreSQL Z#5D & L7BIFD T —XR—=A T AT LDEZL T3 EI—T 4
F VT 4 HEIHEMERPHWSNS [10,00]. OB TET—XOEHERE L
TR NI 22%ERT 2 (K32). BEOHAGDOERIIIEFICZ AL
BIGEERXA VOBEZNANEDHELTLES D, HENZIEILRA NS
LB LIRS, HERRRCE I D) &R EET AL Y OEIERETE T
B2 TRRAMN I LREERERE LTENALLHERZITYY. O, b
2N T LB LITHNL L TWB 7, 7TV EEPEREMEICE S & Bk
DDA SN HEE L 2 5.

HM—F—IL2WMRE T 254, X333, BEFEoERMLD D%
FEHEE AR Z & DEIFRHE By, ZFIALTRELL T DA, 31D XS5 1CERE
AWK TIEX 34 25, FERT—TIL20ReT25E, 77—V
WEERbF LRV D, BEEF—2R2BHEOEN DA TH S 2 WIR
EDRFHENE., 23R 35RES. X320 K5 ICHEREHWEERLLT
FR 36 5.

CZECRERMEMOMHBEEZER T 2 Z Ik ZREICOWTRND, e B
WD DIRE S HREISEEN D 2. L UNODHIZ R IREL §57-0, 7T
VM OHF Y MBERIC B UROVIR D ITHEE KRS S S, 7R

) REFEOHE, HSRROFMEZ S Z LTk o THEKEE LM S OMAITHETE 5

2)  FEBUE, BHEY R MR OREHERSLERICHE O vy ZF UN—REDBHH SIS Z eH
H%.

3) OB C MR X —< 2 RE LEEHEEICEO S FEE B WA S.

4) HHEOD, CVIESRTI/NEL, CYN—RIMOIREDHZED L NHDE T 5.
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FETIEINERRNCE 2 ETIRE L 2B FE 1T X % Denoising Autoencoder % |
TB5ILT, LRAMITAIRIEDSFED X5 RBEMEMBIZ — oM OFIEI &
LIl ETHT, BVWHEEHELEE T 5.

T
A o
\ MS.A1, @: = \,b,\
i Y o MCS.An %  Msa,
<5 i ] D) ., Ms.An
Vol
v MW.A1, é/)
Mv.as, (»‘D o MW .An |
s MV .An ®
(a) At ERICE DS FEDRAF —< T 5 (b) 7V 75 7 & EEHEE R DA

7 L EEHEESR O, = 2 TOREHE TJIVTI7IZEENDT—TNLDIB,

ERFILARA NS LATHS., 7—T LT 7Y DEFTIHREIN TV EHEDOERE

TRELBEZ L ICHEIN S Z L ITHER HEEZRDADFIHENS.
T,

X 3.2: HiaHEHRICHK o Fik

@) ~IT|- ] aj% [ﬂaGRQ(Ai)} (3.3)
A€A Ai
B(Q) ~|T]- [ P(Ai € Ro(4)) (3.4)
A;€A
1
Q)= [ ITI- [T E |lacrgn]- 11 — (3.5)
TeVg ACA a4, [ Q } (T4, T,(A1,A2))EEq dOHl(Tl.Al)
1
6(Q) ~ II IT|- I P(Ai€ Ro(A))- II e (3.6)
TV AcA (Ty,Ta,(A1,As))EEG dom(T7.4,)

3.3.2 JO0—-NIAX—ITOEBBHTEICEDISFE

NeuroCard [24] R 2 ETRE L LFETIE, 7B —0oULAF—<ITXIBT 5 1
DOREREBEEWERZFHLUHEI—T 4 FV T4 HERITS. EREINT
WEVL—>aryy FIHE->T, Z7R—ILRAF—VHNZEETNIZL2TDT —
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TN E LT — 7 (==L Vb= ay) ZIRETS. T
2T, RN RET 2T TNV EER BNV AF - EENDE T —T
NEBDEHPEEG LR 7TV IININT 578, 2 OORMENLREMEZEIMT
5. 1D3MERXTINVICEE T — TR EENTODENE I rOEMRE (77—
<—Hh—), I 123KV L —2aryy FXBITEEK (Fanout) TH5B. Z
NoDORENEEEEEDETLoN—F LY L — a VOEEEHETE 3 &
¥ E T 5. Hl 21X NeuroCard THAUIHHIFE TV, 2 FETIE Denoising
Autoencoder 2 MFHIS. T — XV A ABKEZVWEHIX, TRXRTOEEBEIN
X2 FADORbDIC, MR T—RERBFEET ¥ TV EER L TEE T —
ZIWZHWS ZeMNTE 2. EBFITE, FIZIFIBIS [02] ZBWThoEbF T,
Wander Join [63] 1 —HE TR\ 728, Exact Weight Algorithm [13] 72 EDSHW S
3. HEREFHIEZ o2 2 U &HICESWT, BEMHOSLMET 2R 2 HEm
5. MAT, 7— 71~ —2h—¥ Fanout I3 2#im%EIT5. 1237V 57
CERENDT—TINABR IV WOl RS 270, T—T~—0—
BDETHDLEVWIERGZEMT 2. 33127V 77I&8FNRVT—T L
WEBHERIBHET D, 7TV 77 7IC&ENR VT — 7 ICBET % Fanout
PHELRXY VAT — KT 3.

DEbotimFirr s, R37Z2FAHLTHA38 RS, H—F—-7
TOH—T 4 F VT4 HELFRIC2EDI A X (2= N—F LY L= a2 DY
A ) o] & Z D [FIRFEZE E [HAGA ﬂt.AeRQ(A)} DFEIMAT, 7TV I35

tr~ )
univ

ZIEFEND T — T NADPFAET MR [[rey, tNp E 7 TV 77 7 ICHFENTVAR
WSS join ICMIGS 5 Fanowt ICK B XV VR Ty—1) 7 joing g t-Floin DFEIRFIC
ERINTHDER-oTWVWDE. ZHFEERMDRE R & OB RV B
DEHBoTWED,
CO7Fu—FOHEL LT, RAF—~<H A XI5 U CTEEHEE IR S #HiFHH
ERELTLEWY, R IRNEZT—X0MOEMIC X 2 HEHRIK T2 E&DET
HEERER Wo2Z B IFoNs. iz, 2=2"—P L)L —>ariH
IR BT — T NVDOHERRS LEBOHET 2 L W BIENLREELS, R
F—T 77 0TI T7DENPRKREVIZERENMENT 2 Z 2o T
509 FRIZOZZ VAT T4~ AV THEI—T 4TV T+ HEZFHT 2585,
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BERELDT=DICT TV F T T7DY 775 7 T ICHEEERITS 120, Z O
#ﬁ%t&%.ﬁx?&?dﬁﬂk%ﬁﬂ%&¢éV%Eﬁﬁ%%@ﬁﬂ%?é:
PTHEaRNVEELL, IR I7TVATT 4 <A PR EDHEIGH ETEWIERE
ZIMEAREL T 5.

T
)

) 4

By
ersa/Rela & OW
6%

ﬁdﬁMTMUMVMW’ ﬂd@mTMUMVMW'
() AFx =777 2=N=H)LY (b) 7LV 75 7 L EREHE SR OXG
L— a Y OBEEHEERRE OIS B, EICH—DOEEHERIHH
Z=AN—H LY L —TaiFZ e —n N, VI 7EENRNT—T
NAF—RICEENDIET —TINET NDRG VAT —=VIBRETH 5.

EHNIFEE LD TH 5.
X 3.3: 70— L ZAF— TOEEHEICH S FE

I(A,Qt) = T Leacrow - I t-Nr (3.7)

AecA TeVy

e '/%Junw Hjom¢EQ z(:‘F"‘]O’LTL

3.3.3 HEAXR—IAPRARF—ICCDEBEHEICEDISFE

DeepDB [25] Ti&7 — 7L DOMHERN— A THE I N7z A F—~< Z L ICEEHEE
MEMPELTHEI—T 4 F VT4 HEZITS. TOFETIE, BLDIZ, AF—
XTI 7EREINEL (Vv —varyyy ) ZEISWTT— M (BRI
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DOHEBEZEIE S 5. DeepDB Tid Randomized Dependence Coefficients (RDCs) [(4]
BTN S, HH L/ RDC & POANFTHREL/BMEZ LB L, BEZE#EL
7-OMBERD 5, 5 TRIIVIHEN WLz LTS . HEXRD
MWL T — T VEEEITRTERNEEE L o7 — 70 (FHEAN—X
WotiaT—70) e LTkS. 7B, MEZEDLRIELS T2, I THHE
N=AFAFEET =T NME332HTHHL 2= NN=H L) L= a Vi, #
WERDBLSELSTBE, ®BTINRNTHYLET—TNIZRkRE. ZDkD, HE
N=2DOFEOBEMEE T EH T, FEECHEHINZMELRET 2LEND
3. LT, HER—ZAEOFEE T — T NS T 3 & 5 ICBEHER ST
%. DeepDB TIIEEHEEA & LT Sum-Product Network [10] BSHWSHN . 2D
X 332HEFAMICT — I~ —H—& Fanout ¥ HE T 5. g7 = — X TX
Bz o7 ) &I OWT, BEHESR LS XL THEEREZITS. 7
VEMICHED SHERDIANC D, 332HEFAL L7V I 7 ICEENE T —
TNDY =D=M T 7T 7I2EFENRNT — T D Fanout bHEET 5.
FEHERTE CBICIX, BITT2 7 —7VOEMEEITIC, BDOT— 7L 2 Off
BRCEBH—FT4F V7 4 8¥I0% Fanout EIC KB 7 v TR —V) 7/ TxIa
L—hF3. L, BROBEHEROHEEIIHMILdDERE. DL &,
Z=N=HNY L= a YEHHLUZFEOBIENZEE & iR LT, izt
HEZRT. NEWI L) 77 73D BOREHERTHE ST 2 -0 nEHl0OELE %
ROZFRND, T TV T I IRRKRELKRDL L LD EL OBEEHEEIRIHERIC
DB, 7Ty TRy =) Y IR R RET ZETEA THREME T LT
WZ EDRHIHNTWS [9].

D770 —FIBIFBAF—<D7ENZ, FEIBICELZRS2ADTXRTO
T—=INEHN=LTWD((J, )" € PAVLNVL) = OAUyes Vi = Vars) ). 7
TV QITRHEL R BMHBARN—RE GG T — T NVEEZ Jo={J € J | VNV, # 0}
YL, Jo ORI MENBEEDT—TIAN%E Jy b T b, MEAI—FT 15
VT4 HEERR 37T ZFALTR 39 b RE 2. || BH—F 4 FV 7 4 OHIHHE
L, HBR—=RFDHEET =7V J Zeicr ) ORGEDZEMF [Taca Liacro(a
ET—TNIMT ) T T 7IEENT OB ey, t N ERIED T — T2
B2 E27 Y TRT =V YT iy 1y (4, 40))eBontievyntogy,y b F T A, 02)) &R
HHT =7 NVOHEZITBHT XY VA=) V7] t.Fjoim ODARHE L 72 5

join¢Eq
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TW3. HEN-XEHORMET — 7V J Z 2 WZHHE Eo, D2 TVEZ
B EHEE O 2 KT 5.

FEE LT, RDCUEnfTrAOT7 =7V 2ET 5, RREFHEED o(rn), 22
RIFTEED o(rn?) LIEHICRKREZVWEDLH T o b, HED RV E R 5 &
S LTHONTZ I —DFEKE 25720, filg{bbEL V.

RZETFEIZ DeepDB LRI L XD ICAF—< %2 FE T2 WS 7 7u—FTHEHK
RAZN—Y LY L —ya AT 5. DeepDB 2R LT, AF—<7
HDIDIZT =R TR R RF =TI 7OMEDAESIRT 5, NFITX 2HHE
EEDRVE VS TmABITONE. Uk D, AF—<nEIMNIEFIEa R b
PONFIZEBFENILEL 2D, ZF—< P A WL TAT—L LTV, &
BICHERRIG I EHEE AR CHERR R 2 A TE 2 X 5 I 7R F —<ic A — N —
T TRFE 5. BEHEREEHY LTRSS HE L L T, FEHERM
R U7 AHRE R BT 5 2 THERE LR .

95
q?)x
4,

@

MUNV
~prA=pi-
(MDAIS) T

CAMDIS)IT |

(a) AF—~<2'F 7 L HHBER— 2 (b) 7V 7T 7 v EEHEER DRI
AT -7 NI OBEHEER L DX Bl 275 71cE&%Eh, »OIE
JEH). HFRIFIET T ¥ U B R THROVHEBER= RS HEET— 71D
WEHIEXNEZERE LT — 2D BEHTENHWS NS, B E
DTH5. HEN—-RESFEET—7 EBEWEHEE L 255G, HAL L
IR =2 A F —< & Eh ELRD.
BET—7NEERNIEE LD D

X 3.4: fHHRER— A A F —~ T L OBEHEICE DO FiE
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I(A,Q,t)
' H(ThTQ,(Al7A2))EEQ/\T1€VJ/\T2¢VJ t'F(T17T27(A17A2))

6Q) ~ ol I E (3.9)

Jedg il g HjoingéEQ/\joineEJ t'F}oin

3.3.4 [lEMEEL LTRSS FE

MSCN [28,20] ITRRKRSNBFETIE, MEah—T 4 FV 74 HEEZEIFEHEL
LTS, 2zVZz AL, I—=T4F V74235 K5 CET VLT
bivd., 72V EANTI2EOEDIAAR T RT LI ICED, Madiks e
TX5%. 727PL, FHT 2070 LT, EBEWRIZZVUEE2 L ThH—T 4 F
V74 2B LRI NE RSBV EWS DL USBFET L. ZDH, T
DHEEMRET LT 27D E T — 223 Z e PR W5 FEH EoOFED
5.

3.3.5 BIEMRCREFEDMUEDS

RRICETFIEOMED T 2L 33T, HEEMERE, FE A, #HEaIX M
FICHHBREEOBRE (~10 7— 71, ~1IM La— F) ZHE L -E5 1075 g
ThHd. AT—=—V 748X, T—EFHAXRAF T A X2 RELLLLE
D, FHax b, #EIR MPHEHREDEL LICL IHEEEREADIID I &
ERT. Fiz, AUFEFETaR M REE NF 270107 — X D5 M e i LT
WELZAT - T2 T E RS

CIMBIFEFELCOVTELH S, 3331 HTRLEMHMERICHE S F
T, BYHRPSHIITHZ L WSREDEINTE D, FHEBREEDOREDKR T
HHREME T LRIV, 72720, Z I TRELRIMEROINE I 2 NI
B2HAHT 2 FE LR L TIFEFEIKRL, ZEHaX MIHYT 2 aX MEIEY. £
72, HEEHEE DR R BV, BRI X 2B EHEE 2 A LTk
DIHH, 332HTRLIEZZ O — NIV R F — < (ITBEHEE I 2 AT 3 Tk,
WAL EORE Z B K BEDL WD ERED EW. L LR HRAF —<F A4 X
KEL KDY, | DOBEWHERCIEMEIHEZRZ 28 E0 LR, BELFHE
BEROEME Wo Iz, Zr— N 2AF—<rI 7L Iy
FIPPNENE ZIHREPR T T2 VWHREDDH S, —F7 3.3.1 HT/RLAHEAE
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N—ZARAF—< T OFEEMERZHNHT 2 FIETIE, BEEHCHEI NS DM
BUIIFAELOBWV. LaLENS, HEARXR-ZZXF—<vOPEIFFREI X FE X
EVHBEEDLZVWYD, MR -2ty MEEHASE LW, MR 2V
o7y 7a—Fe LT, HFEHEE LTk FETIE, 72V Z2@EYNICHEDIAL Z
ETHEMLT -2y P THHEBENEWEEMREZEZERNL TV, LArLARDS,
FERIZ7 VU2 L TIRVZHIRT 20BN D 2 7-DEEaX &L, Zh
FRAF =P A XHREL, MIGT D27 L) HBEHITIR DI ETHEF IR 5.

IHoDRFFRE LU TREFIETE, BEAXA X —< & 2 HNTEER]
BElR/ NS REEHERICEDFEERETETOIX M 2MR 5. S HICHEmE, &
ERIKROFEEHEE S 2 HATDELMEIC LD, XAF—<P A XPRELRBIET
bEWIEEMEREE BT 5.

# 3.2: £33 DHERREZRTILSONA. HMNLR DOTHD, HRAXTHS

(il & UCHiatERICE D K FiRofEE e, B—EBHEic3 258400ATHN

WEEWZ e AR I N DD, EEEMEICE 2 L hoFEL LU TR T 5729 x

ELTH->TW3)., T ED b DX, AKZY LRWIEHBZSHEY T 28T
MLz DTH 5.

© | mWIERETEIE

O | ey EeE TEME
A

X

ol
(g}
Jo

Bh{E S 2 DRI DIELE
(BN TERE CENE £ 72 1 3B ER S
E s
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£33 AN —F 1TV 7 4 FIROLE. LEBOKER 3.2 1TRT

%7?;0':'%—”2;9'] e B EL A TV SRR T Y E~
%M@%;%gém@ﬁﬁ ® O O ® 2 % — < TR
YR S S
;;;:;l;z&LEtﬁZaia; ;E} x  (® xR, CvA-B
ﬁ%&—giiggitﬁﬁﬁﬁﬁ ® A © » 2 % — < gy

ﬁﬁﬁﬁ] © ’ i B

3.4 RBEFLE

KETIE, AF—<2Z 7 70BEICESWEREIZ 0BEHESREFNHL -
H—=T 4 F VT A WHEFELRET 2. FITREFRICL MR T Tu—F O
ZARAML, 3.4.1 HMBFTIREFEOFME AR S.

335HTEEDLLIWE, MEI—T 4 F VT 4HETIE, RF—<H A%
KREL LIt 2OMBRBETEWEERERZH T I N TETVWARY. 22T
REFETIE, M350&51C, B#BO/NIWEEHERENHAT WS 77
O—FTINODFEOMRIREZKZ. 101 DDBEHEEIRI A N—F 2 HFH %/
LT BZELT, RIX=ZEDOVI a7  REFALTILARD, BY YV —
A CERBZEEDAIREL 705, FLBBEMEREZM L DTS5 LT,
2B B AIREIC T 5. XDV AT T 4 A PR EEH EERINL TV
IRITIVDIIY LTI 7 ICEEHEROHEHADN 7 4 v LT, HEWRED
EAHETE 2. AF—<DEDRIX, AF—~<F7T7DHEDAERHTE L
T, DeepDB THAEL TV XS BpE|D=HDBEMa R b EERT 5. HmRX
EEHERMEICHEAT 27—V 2N T 52T, BEHERBEOHBELEERL
Hemz T 5.
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REFEOERMAUIATUHE Y = — X, EHI7 =X, w7 = —XTEIhZN
IFo@E-hTH 5.
1. AFALER
(a) AF =77 7DHBEIZHESVWTRAF—< 2 5EHT 5.
2. H
(a) AF—< TN ET — TNV ZIERT 5.
(

b) SERNFEE T — TN T Y VR L CEERESR Y S
3. HEqm

(a
(b

2

JIVITKBERRAF - DEEHEERZEIRT 5.

AREBIFEET —INDOVA XZHET—T 4 F V7 1 OFIFAEE L,
HEHERCARB LW THERELHR LI —T 4 F VT4 ZHEHT 5.

(c) BEEHEELRZE CBRICE, Ma LD v 72X —1Y > 27 LT Fanout

PHHRLTCHI—T 4 F VT4 2EHHT S, SHBTEZT—T1LDH
TN R R ORISR T 5.

~—_  —

(d) ZZVRBERRAF—<Z2ITXNTWZE, JZVRZEIH—T1FV
7 4 HEEEDIE SN 5.

(a) AF—< 25 7 L INEGHEST— 70 (b) 22V 25 7 L BEHEEROMIGH. 2~
Tt OEEHES E OMIBHL. BAAERRE TV T 7I2E g0 OIIE TRV AR
T—7WE, FEROHAEHSE ST —7 AT — I NVOEEHERIHVLONS. T

NZRENEE LD TH 5. NTOEEHERIA —N—F v TEED.

X 3.5: BEER ¥ —~< Z L ORBEHEICHE D L FiE
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3.4.1 BAAEEIF—IADHE

T RERFETHHT 2 REEMEROMEENREIRDIAF - ZIET S
FIEZOWTIARSE. FTREZHAZZTER, D2FED 70— NIV F—<T 57
G BEMEM S Z 7 THIG5ETHHAT 5. IBEFETE, R¥—~2/ 7 70KE
ROFANEFEZ L CAF—~DnH %2175, Pl LTH31aDRF—< 777 %
WRIZT 2L, K35a CRIDENCKS. BEAEREZ S, AXED 1 U ED
HRIXSSUW D3DTH370, SSUW ZHLE L3OO ALFERAF—TIC
SEENTVWS.

BoNA3RHIEEAF —<DOMHEICOWTIRRS, 321 HTHLELS IS,
2Xx—< 7 7DKEMMEE—NZDI L —aryy FTR2RLTWSE., 201D,
PANIERS & 2 5 THRES No[v| 22 0B I N 2887775 7 GINg[v]] 1&, $XT
T—=TN o ZHLE LEZEN—DBRDAZ D ORAF—TRoTWVWE., ZHUTK
b, BRI TRENTREE LT — 7, BIZHDLDDT— 7 VE Ay —LEh
3, EFEDOT—TNVDAEBAT—LEINbDE5. fiRe LT, #HamFHicxy
VRT —AARENZR Y, HEERIERER EICBY S (XY v 2 — LI B RN
343 HTIERZ)., RICAANEFERF =BT —XRX—RIZRNDIEARY L —
Parvyy JIMETES ZIZOWTIERNS., VL —yaryy ToREIE—N
—, —%Z, ZWZOIMBECKIENS. 3SEDOIB—N—IZHIZ12D7—7
NEBESELZHDOEINUL, PICHEREIESTIUIR T —) Y TORED
12DF7 =N LTRKZR 270, FHlOZERIIFETDH 2RIC—XWZIX, Hlz
EHRtt e FEREL TV Y7 LERBICEN S (HMIRIIEBOFE 2 RITL S %
D, 1 DOOHFENEHOHIRE»SRITEINZ 23RV DEEZ D). D
B, BEEOBFEIRr =) Y IRRET B2, ThERIZDENRD BH, —Xt
ZoV L —ryaryy 7 (AL 38TV INOAANEFERAXF—<IZEENS
7o, MIGT BEEHERTEHINCOMEZRZ OND. RKRIZESHZIE, 2
FHECEREETET VI LEBICERNS (EFEFIEBOEELHETLI 2D
D, BEREIEHOEZEZBCHEINDZZAH D). 0BG, H&, ZEMF O/
WEoTRT =V Y IRHETZ0, THERZAZVELDS. Z I TIEHLE
BB, EHLHELZ—NL, PELHEZZN -T2 THERZERS Z
LI 2DOD—WNEZBTRITZENTESZ 25, AAEERAF—<EHLT—7
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ADBEER—DYL—2arysy TEITNTELRD, R L TESRLL 2%
ZOVL—ariy T 1 DOEBEMERTRZAS b iRd. ZOWEEBE MK
K7 s DTiERL, BIZIRHEEEAF —<2HHT 2 L @O X —< 12> T
LS. Zhohrd, AEERF—<EHWSZ2 T2 7 =71 EOWTIDY
L—=aryyy 7Hiallda e iz d R 5.
ZIHRBFEERBILL, Fu—NA2XF—<FS5 7 G BEAZEY S 7T
HEHETDOVTHERNS. ZEAZZUHEX, 4 GEEHT) KXkoTr—7n
FHEXIToRBORT =V V IRERDBREZ B 7290, ARNCED S . BRI,
ZHEIOMATOLE Z EICHANEFERAF -~ 2 MRS 5. FIE%Z Algorithm?2 IZ7/R
T. T oANDOHRALEEFEDTEEA T L IZEDE (4-617). UEFOEEL K-
7= edges_list ZITIC, BREESGZIUSFT 2 (01T). RRIKEBEESZLIIRAF—<
ZWET L (1117). FRREZEAZZHE /0L AF—DT—Xty b
W0t UCHEA L7262 X 3.6 1I27RT. Bl 21X postlinks 7 — 7 VIZIEH T % & posts
T—=TNAPoDEZEAVFELTVS (M 3.6a). ZEAOHAGHLEZ LIZEAA
WA ¥ — < DRI, postlinks 7 — 7L & posts 7 — 7L TIIAE S HlFI DAH
AEDLEDVERZ 20DAF —< o TWNBEY,

(a) ZEAEFEOZAF—< 27T 7 DA (b) ZEHAZEFORF—~<7 57 RITHAA
PR ¥ —< 2R 2.

X 3.6: ZEHAZFHFORF —< 7T 71T 2 AL F —~< DHEEEH].

5) BROEFHIIN L TZEADLDH 255 13HAEOEOMERIZT A F —< RSN 5.
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Algorithm 2 ZEAZEZR L IZAAEHE e DX X —<nE]. ZEHI it

B ZDEREGDILTH2ILDMIT L ITAF— PRI NS.
Input: Global schema graph Garp := (Vars, Ecrs)

§1

Output: Set of closed in-neighborhood schema graphs Gy
1. Gorv <+ {}
2: for v € Vg do
3: edges_list < {}
4: for u € Ng, .(v) do
5: edges_list.append({(x,y,c) € Egrp | t =v Ay = u})
6: end for
7 N <« ledges_list|
8: Veorn, < Ngg,p V]

9: for Ecin, € {(e1,...,en) | €1 € edges_list[1] N--- Ney € edges_list[N]} do

10: > Cartesian product
11: Garn, = (Vern,, Ecin,)

12: Gorv-append(Gern,)

13: end for

14: end for

15: return Geory

342 BAREXFXF—TIZOHEET—7I (AAEEEEST—7

)L) REHEERDFY

BB ONTHAEER X — < BT W B EHEE R OB I OWTH
HH?‘%. REFETIE, 2=oA"—H ALY L —2 a2k 2FHE (3.327H) MHE
R—=2FEET— I M X 2T (3.3.3H) LFEEEIC, AF—<HIC aizhé*li g
2T — I NVEFRITHT 2BV EDEANDWERHIE S - AN S 2 B0 #HEE S
TR/ 72D, AFXF—IZEENDETANTDOT — IV EENERES Lfmﬁ 72
B, REMNZENOEMN (77— ~—%H— - Fanout) bR 3
D, BAAEEAF —<HND T — 7LD Fanout Tld7Z <, RF—<HNDET 2

o7



T — 7 NAD Fanout SN Y 725,60

EEHERICE, HET27 - NCEDSWEENTEZ 20T 5. #
ETERWER, 72V 77 IPEBOMRHEAF—< 2B &5 R — AT,
AF = Z WM LEEHE e 2 ) #HEEERESE TN T 5. il 21X DeepDB T
W 54T W3 Sum-Product Network [10] I35 EHEESRDO—FTH 503, HEHE
MRVBEATL TV B8, IBEFEKIITETHS. TZTIE, F2ETEELTSH
WIEREDMERE X 41T W % Denoising Autoencoder Z % EHEESRE L THH T 5. #
BIE231HTHERZL LS, 225 7 VXA 2ITERL BRI LT/ 4 X
ELTRARZZLEDBDEANE L, A7 SO L TRAET Y T
DE—aXzEAELTITS. TR EDEEDREREZFEMNE LIAERDEED 1
ZHEERIRE R ESR 1R 5.

FET— RIIANEHER X —< TR E LT — 7 V2T 5. Bl
WAREE T — I NVICEENERETOR IV EAVWDE I EZH5NDD, 7— XA
MIEFIZZ W — 2 ENR D0 D T, #I2 T — ZHBDIEE 1D G
BRFEDPEERVEWOIHENDH L. £ TT —XHEROEEZRMNT 2729,
a7V 7ERWS. fMEY Y IV eFE T ek i, Ma
BV TVIIEEHESRDOMEREICERT 2. KROFET —7 VDT — X9 5L
Rl o8 —ky > IV e G 3 5729, NeuroCard THH|H XN TW3 Exact
Weight Algorithm [13] & W3, 7

3.43 #HERORAGEEET—JIINEBEHESRZFALLEVWEDE

RO FERE T — 7 NVEEHEESRZHNH LG —T 4 FV 7 4 #EIE
WOWTHHT 5. IBRFETIIEROFEHERZEHEWIHEmZIT O 20, A
ERAF—BEEENANR—T I IRB LIS ZAT, 72V 77 71CEKINT A
N—Zy VMY LR oHEFRmZITS. EEAICIE, BRERET— TV ZHEHL,
ZZIN LU THGEIC K 2D IAA L BT — TV DFEFEDEDIRLZ T I 2L —
NI BARXR=ITHB.

6) XDHIEHEICWSE, ARBP0DT—TLVEKD D —T 4 F VT 4 ZHETHHECRh X F—~
AN D Fanout SN E L 72 20, RETIEHEEI—T 4 FV T A HERH’S 1-DEHKT 5.

7 F—ZH AL RN LT DR — AT RIeNTE, BEFEORF—SL VT4 BERS ZiT
AQAN

o8



FTHAALEFBERAF—EEDLLDNA R=F T THREIZOVWTHENS,
Algorithm3 TR LK 9512, FHAALFEOHAEREZ NN N—2v T ecB L, 7
H—NVRAF =77 7B FNIEHREEV =Vop EEDETNA =TT 7
H:= Varp, ) ZHET 2. Zor %, DITOR 1D D,

% 1. G BEFETHIUL, GINGW]).V ZAAL =Ty DL LIend =257 H
HEFETH 3.

Algorithm 3 FA AR F —<ICEENATHAEREZ NS =Ty TV LA
R—2"F 7 DR
Input: Global schema graph Gorp := (Vors, Ecrp), Set of closed in-neighborhood

schema graphs Gorn
Output: Hypergraph of closed in-neighborhood schemas H := (V,§)

1. V< Varp

2. €« {}

3: for G € Gy do

4: €.append(G.V)

5. end for

6: H:=(V,€)

7. return H

RiZ, BELLZHANEHEDNA=TF 7 72 75 7 12HIWIHERAIEIC
DWTHER B, #awmDFNEZ Algorithm4 IZ/RF. FFWELHIZ, 7T VN ITAXRT
DT —=TNMIT7ERTHLEREBRVTD, 7TV T T 7 Gy ITEDWTHER
PANEER X —< DK DIAH, DEDNIET E2H T NA =257 Hy DWR%E
79 (1-317). BoNLY TITANANR=TTFT Hy DNANR—T v G, Zill b7z
DORZERL (717), EBELERIETAL =2y D23 (917). FVX A
WNAR=T vV G D DhRR ¢ ZEIRL, ZOMAANAFERKEGT —710H 4 X
|Jo| ZH =T 4 F VT4 OFHEE T2 UIT). ENAR—T v I T, TR
FEIC X B D AAMNCHEED B L 72 2 @ E X2 (10 - 13 17). BRHIC
&, BIEDONA R—2 Y f @ TATHA (77— 7)) DB Acommon & ERHED
NAR—TZy D DRFEEFERTE ZWRXHEE TS Fanout F TH5B. THoH b
FHICED KR ANA =T v ¥ e ITHIBT 2AEFEREG T — 7V J, OEEHE
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Edm My, THFRT S (1417). ZOLERATTAHAINANR—T o IDHBHE1F, 3
BT BT —7NLDEMEDY > 7L common_samples & AJICHIAT 5. #HEGmIE 112
ASIH > TV common_samples DRI - il T — 7 VEM A ommon DB DHER -
Fanout DF5E F Z I Z 7z Algorithm5 TIT5. HiRe LTHELN D J, NDRGEIZ
B MR Py (Rg) & Fanoutfanouts Z 1 —7 4 F VT 420135 (15- 16 17).
COBMEZTRTDONAR—Zy I TTHILT, 72V QDAI—T14FV T4

#HEEME €(Q) Eosh s (19 17).

7% 3.4: Algorithm4 CTHIH § 2 D EFR

EaEvEd

TEFR

RANDOM(x)

TN T VRL 1 BREEEIRT 3.

TOTREE(H, G)

BRI 7 GERED XN =TT
THOLyHEE HE O REMET
L. R105, HETHIARDESNS.

BFS(T, s)

s EIREE U, BELERIETCKT 0%
JHEA Y ZORIRBELEED R T ILOF
THIHET 5.

ATTRIBUTESIN(v)

HR (F7—70) &5 v OREERSZFHE
LL7ZBEREG 2GS 5.

EDGETOFANOUTATTRIBUTE (u, v, ¢)

F— TN u b v ~HFIZHE ¢ O Fanous
B2 RS 5.

K 35%0le Lifirieo® ST 328, h—T4FV7T 1 ODUHAEIX |S x T
TH5B. Mgy TS T TOZTYEMNQ Zifi/THERE SxTITU ZRE LR
£ XD Fanout Frig_ys,q ZH#am L7218, Msur D2HEONTT ODREMEDY > L%
AN LT Mypwywy TTxU NV TDZZVEEQ B THELHGRT 22

725,

COWEFIHEIBGFTFEL T2 e DITNO 2 SR TH 5. 1 DHIEANA
NR—Ty PHTHET2EHE (7—70) Oty L5 & WTATET
222 T, H@T 2T NCROENE DT T 3 BIEDOSMICEIL -#im 21T -
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Algorithm 4 B OPANEFER G T — 7 VEBHEEREZNH LS E—T 4 F
V7 4 HEE

Input: Global schema graph Ggrp = (Vars, Vars), Hypergraph of closed in-neighborhood

schemas H := (V,€), Acyclic query Q := (Rg,Gq), Gg C Gg, G is simple tree

A

Output: Estimated cardinality of Q 6(Q)

e e e e
L I e

15:
16:
17:
18:
19:

%Q <—{6 €€ |6V\GQV§£®}
VQ(—{UGV"UEGQ.V}

Hq := (Vo.6q)

€0 <+ RANDOM(E)

common_samples < {}

G < | Je,| > Number of rows of root table as initial cardinality
T, < TOTREE(Hg, Gq) > Restructure hyperedges to tree w.r.t. tree Gg
successor_list < BFS(Tg,, €o) > Arrange hyperedges in BFS order

for e, £ € successor_list do > e and £ are current hyperedge and successors, respectively
A < ATTRIBUTESIN(€e.V)
A common < Upep (AN ATTRIBUTESIN(£.V))
fanout_edges < Upcp({(u,v,¢) € Go[f V]I.E |u € (e VN EV)})
F < EDGETOFANOUTATTRIBUTE( fanout_edges)
PJE (Rg), fconuts, samAples <« ESTIMATE_N(UMl ;,, R, A, F, Acommon, common_samples)

Cé — (% X pjﬁ (RQ)
B B X Hfaﬁoutefan;mts fEZTLOUt
common_samples.add(samples)
end for
return € as %(Q)

TWEHTHD. TNIIEEHESRE UTHHLTW3 Denoising Autoencoder 53
EEOFATHmTEL e WO IMEF O L R 1 1 oEMOER LD, HICTAEE
ThHsd. ZHZEIDEBOEEHERZEHENTHTERBMIZIRET 2 Z &7z i
FOSARE L 72 D, ke U CoHamtErem LG TE 5. 2 0T 7N A 08—
TI7TDNANR=—Ty Y e €6y iZ7 L) TREDLZWHR (F—71) BEFh
TVWTH (WeenvgVy) FUVVAT =V U IPAREEVIHTHS. Zhide
DEAANERE NG ] CEDWTED, REIZRZ T =T (v BDARBEITRKR S Z 3R
ueNg(w) DT THZY) BT oo RATEN IR TWENLTH

5.

ZH bR L ToMHimERER FIicFE 5T 5.

8)

Vol B DL ERRE, v SREICE BBAE ¢ HEDSTETREL 2270
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3 3.5: Algorithm5 THIFH 3 2 BB D ERE

Eepred EFR

DRAWSAMPLE(dist,) | JBTE A DDA disty 05, DHEEAE LIz TV
7179

ENCODE(a) JBYE A DESR o ZHDIAT. One-hot X2 kLR Entity

Embeddings [17] 7 ED3F|HT &= 5.
SORTBY(A, key_func) | JBHEERE A % key_func IZEDWTHIAICHANZEZ 5.
MEAN(a) BEES a OFEZEIET 5.

BRIZ, BEFHELIZHEN—T 4 7V T HEFEOENMLZITS. 72V
QDHEN—T 4 F VT 4 HECHBETDRANEBERE T — T VEEZ Jy &
L, RPNICIDHTEREL JHhrdse, X372RALTA310TERES. 22
T Byt 10y a=t.,.4 TRENBIIRHIEG, J; THRITT 2 J; OF TNt ; D55,
HET 2T —TNT e (V,NV,,) DBEBNES A Zi#tiwmORIFL LTHHLTWS
ZrERT. Z=AN=H LY L= ayEMALLFE (38 s 2 e
HEZ L IOALDTFE LEEETE 2 00, HER—-2EET -7V E2FA L
FiE (3.9 T 2 L AREZ ¥ OHSIH 72 K 7o TV 3 TR EIDOFEE D
BRI WEENCH B, £z, 38, R39WVWFNEL HEALD, Fanout IZ X
LREGVAT =) IR B oTED, ZhbMER LICHFSLH I EEZD
5.

G6(Q) =~ |Jo| - H

JjGJQth./%Jj |J]'.A:t<j.A

(3.10)
]I(A, Q> tj) ’ H tj'F(T17T2,(A17A2))

(T1,T2,(A1,A2))EEQ/\T1 EVJ]. /\TQ%VJJ.
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Algorithm 5 ZEHEERZFH L2 L 27T 4 €7 4 & Fanout OHime 3> 7L

DHF
Input: Density Estimator J(, Predicate ranges Rg, Whole attributes A, Fanout attributes F',

Attributes to be additionally sampled Agqmpie, Samples samples
Output: Estimated selectivity §, Fanouts fanAouts, Samples w/ some updates sarrfples

1: procedure ESTIMATE_N > Sample size is N
2 procedure ESTIMATE(M, Rg, Ag, F', Asampie, Sample)
3 Initialize inputs with sample
4 p7:0b — 1.0
5: for Ac Ag do > Estimate probabilities of predicates
6 dista < M(inputs) > Forward
7 dist' 4 < {dist, * (a € Rg(A)) | a € A} > Filter distribution by Rg
8 prob « prob * Y acA digtfl
9 a <+ DRAWSAMPLE(di§t;1)
10: inputs[A] + ENCODE(a)
11: end for
12: for A€ F do > Estimate fanouts
13: dist s « M (inputs)
14: a < DRAWSAMPLE(dist 4)
15: fanout[A] « a
16: sample[A] + a
17: inputs[A] < ENCODE(a)
18: end for
19: for A € Asumpie do > Draw samples for subsequent estimation
20: dist 4 M (inputs)
21: & < DRAWSAMPLE(dist 4)
22: sample|A] < a
23: inputs[A] < ENCODE(a)
24: end for
25: return perb, faﬁout, sarﬁple
26: end procedure
27:
28: Ag +— {Aec A||Rg(A)] < dom(A)} > Filter attributes by predicates
29: Ag < SORTBY(Ag, key : A — |Rg(A)|) > Sort attributes by domain size
30: forie{1,...,N} do > Batched in practice
31: probs[i], fanouts[i], samples[i] < ESTIMATE(Ml, Rg, Aq, F, Asampic, samples)
32: end for
33: § < MEAN(probs)
34: return c§, fanbuts, samAples

35: end procedure
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3.5 FHEEER

KETEIHED—T 4 TV T4 WEDOFHMZITS. £3 351 HTEBRREL —
WOFALZR, 352HTH—T 147V 7 4 HERMTOFEZ, 3.53HTH—
TAFVTAHMEE IV AT T 4 <4 FIHH L ZBROHEi 2175 .

3.5.1 EERETE

3.5.1.1 RYFI—¥

FHBERRICHWAR Y Fv—2 (F—=&ty b4+ 7= —F) IZOWTIHER 5.
JOBARYFI—7 : JOBRYFv—72 [13] 13, MBZVX—FT 4 XV bR
US4y — L2 ICET3EMAT— Xty b THB IMDY F— &t v FZFHT
5. mR36MIT, RRKITEMED 16 7= oI5, V—u—FE L
Tid JOB-light [28] & JOB-m [24] ® 2 DZ K F 5. JOB-light (3B D HF M
CEIPSRE R FD, RRS T VORNEREEZITO 10 72U oS 5.
JOB-m 3R DFHFEES5M, #HSMFITMATIN 4% LIKE HETFZRSL, K11
T—7NVDORNEREEZITO 113 72U LSRRI 5.

3.5.1.2 FH\EFEIE
HEEMEREDFMTERICIE, BEOI—T 4 F VT 1% 8, #ESIN2H—T 1 FV
F 4% @Y LTR311 TRINS QError [13] ZHWS. ZHIHEEX N D —
FAFVT 4 DEOED SAEHNATW2 22 RITEXITOMETH D, HiT 1L
TN wIBER TS BRT.
max(€,6)
min(6,8)
T HIZ7 ) ETRRENCHEY T 24685 LT P-Error [01] ZH W5, ZOHEIET
1%, F73 PostgreSQL D7 TV A F T4 <AV EHMHALT, BEOI—T4F VT4
QrHMEEINEI—FT 4 F VT4 @ FNEFREFMALEET TSV E2ERT 5.

Q-Error := (3.11)

9) https://www.imdb.com
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https://www.imdb.com

CorE, EIT7T MERPEHRNTH 2720, MRI7TYBERTERIRI T
VO—EFINT 2 Hh—T 14 F VT4 #HEEPEBERHSh RS, ZOD
72, =T 4 F VTR LTI, #HHETKER IV I ZDH 7Y
e RBNER ) OHEMREDHE N ZFD. RIZ, FHE PostgreSQL O 7 T
VAT T4~ AFEMALT, fERLZ200FETT 7 ORfTaX MEHET
5. ®miRIZ, BONLHEEERITaAX DL P-Error £ 5%, 2L DHE 1 ULET
HY, NEWHPEBENTWE I EZRT. =T 4FV 71 @ZHMHALLZT
VAT T ARAFICEBEITT 7 0% P(6), FIT777 POFETaRVHEEE
PCEst(P) £ § %, P-Error 1357\ 3.12 £ ¥ 3.

A

_ PCEst(P(®))

PCEst(P(%6))
BB, EIT77 MERUND =T 4 F VT A HEEIEED I —T 4 F VU T 4 255
HENns., ZofEE, KREDO»»2FEEDO I TV FEIT2ITH5 28R 7T VFET
RFFE D LB Y 5 2 LD T E 2 ORI TH 2. 72V AT T4 =4 HI
FoTX, BOD—T4F VT4 ZHMHLELFEIT T 7 OHEEaX VDO HEEI N
=T 4 F VT4 ZFAHALbD% EMS (P-Error < 1) AJREMED D Z. L LR
D35, PCEst(P(®) IZHBFIEMT—H LD TH 270, KT 2BEOHEE
L TIEBED R E STV 3.

FEERI2E, BRICHRO 7 ) REAEZ L0 Ty MIREILTH—T 1
FV T4 HEEZITV, ZOHEMES%Z CEB [51] & pg hint_plan [55] 247 L T
PostgreSQL DA 77 4 <A FICEZ B Z L TEITF S Y P(B) 2BUST 3. 2L
THUE L7z P(8) DFATa A b PCEst(P(®B)) % PostgreSQL D F 77 4 < A ¥ THff
ET . FARCEDA—T 4 F V74 ZHMALLE ZDETIRX S PCEst(P(B))
HIEE L, IR P-Error 23Kk 5.

P-Error : (3.12)

3.5.1.3 BEFELR-IFT>

R RBFIRITIE, BEHEL L LTH 2 ETIESR L % Denoising Autoencoder N\ —
ADETN%Z2FHT 3. Denoising Autoencoder D FEZE 121X Multi-Layer Perceptron
ZHWS.

HFRIiE, HEtEmEMA T2 (1) PostgreSQL (NN— 3~ 11.8), Za—
PNIAF - TOEEHEZNAT 2 (2) H2EFRZEL (3) NeuroCard [21,51],
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MR =22 X =< TOHEEHEZFHT 2 (4) DeepDB [25,52] Z 5. BE
BFEDODANANRRTIXA—RIZNFPRO@BILERLEINEINATNVWE Y — 20—
R [24,25,51,52) THREINTWAEZFHT 5.

3.5.1.4 RERIRIE

FTRTOFETRH U 16CPUs (A 2.5GHz) + X E Y 64GB * Nvidia Tesla T4 GPU
2R AT FATRBEIC TR 21T 5. FHENROFED S B, #ERFiEL NeuroCard
X GPU I X 2 3 LA ATRET B 5.

3.5.2 H—TFTaF VT HEL L TOE

FHMADIETH E EFR—>3 Y (A D—T 1 TV T 4 HEEBKTOMEREHE 21T
9. BFFED Q-Error (Median * 90 2S—t > X A )L + 95 %—b > X A )L + 99 )8—F
YRAIL - KAE), FEIEREME L 22 R SFHE L, IREBTFIEOH M E i
RT 5.

F&R © JOB-light, JOB-m @ Q-Error I & % #Hflifi R % Zz 2 5£ 3.6, £ 3.7 1TR
3. JOB-light TlX, WIXAEDRERZFEIHRD RVWHEEMREZ /R L7=. JOB-light
X166 7= NHRRS 7= ML T Z72ALBRWZ 6, FAAEFRAF—
Y WCEEHEERTWE L EEME V- Bbih . AR
LTHARRIC, BEHTERIDEINZAF - T TH 27D AT X —
ZPEHIRTE, EELHERICHFS L T0WSeEXLNS. —HTH2EDRET
ERHFFIED NeuroCard 1E, = N—=H)L ) L —3 g VITHIBT % KX REEHE
ERDRHRHERIFICZ DR Y U Ry — AR ERZ b H D, HEEHAE L IE
PEREIZ W T B KD o 72, DeepDB X 2 ¥ — <538 D 72 0 DB EIC T 100GB
DEDRXREVPREL B DENELR o7z, SHEOEBRTHWZIMDb 7—&t v
b FAZED EOEBED T — X TREREDO Z B FEINE 2D, Ar—J78 VT4
WHERDH B WR DL, IBEREZITR2E X N7 Z L %2HHT % PostgreSQL
DD ERE o 7208, HEWRELD ML —FF 78R oTWE I hRbhb.

JOB-m TlX, R TFIEIL PostgreSQL & D IZMERED M E L 72% DD, NeuroCard
YT LB R o7z JOB-light ¥ £ D JOB-m i¥&x A 11 7 — 7L
W7 72 AT B, 2=N—H L)L —2aryPBEMChozeEZILNS.
JOB-light DGE L L T, 2R TFIE L NeuroCard D ILERER 23 KIEICHE I L 7=
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A, ZAUZ JOB-m D7 TV IZE&FENS IN A)=° LIKE HE IR § 2 L~
DODRETH 2 Bbhd. ##EZFIEL NeuroCard lZWITND, FXA 2EITHL
TENSDEMHERITIMHICZ L OREZELTWS. 4 VT v 7 AB1EK
L, RMICEHHET S e THENEZONS.

TIZT, 220DORNYFv—27THIEL 2o TV R EEHEE SO FLERENICEFEH L
ThdY, AEORERTEIRDE VW ehbhr s, MHIEEuETHB Z L,
BREHEE D NT X — XDV EDEE T WS, 2= "—H )L
L—avZHALEFETRHICY 2225537 — 7V HMRZ WS L T 3
Y, HEEMAETIX JOB-m DFERD X 5 ICEEHEERE MW T 280 E21T59% 3
DB, LrLEDNSL LD KBRS —<IChhd e, ZEREEEDTEZ
728 ZRBEFEDIZODEHZAWEDDICREE VWA E1EAS. ¥, BEHE
PO L TV B Z 2 TN FEE DI AREE WO MU DX Y v b B 2. 51k,
F—RIZEBR D LEREEPET 2B, T — REHIBIET 2 72D ICEEHEE 88
PEHMTAIEDNEZONDED, ERTELRIETLD o727 —INADNEENEE
EHERDAZEHTIUIRVE WO RIEPHRFTE 5.

£ 3.6: JOB-light X>F < —2T®D Q-Error, VBRI (ms) & 2 E R

(min)m)
Method Median | 90%th | 95%th | 99%th Max || AR (ms) | FEFHH (min)
EIBRE 1.60 | 4.19 6.87 19.7 33.0 22.8 66.3'2
52 HIRER 1.68 | 5.66 22.1 33.6 34.8 50.4 128
NeuroCard 1.79 | 9.00 19.5 36.5 43.2 160 391
DeepDB —Out of memory to train (100GB+)—
PostgreSQL!Y 7.44 163 | 1.1-10% | 2.8-10% | 3.5-103 3.44 —

10) FUF—&ty b 2FELERTCEFAVCTIMET 2720, FEEEIZZE L.

11) EXPLAIN X &N LINERMEZRE T 2720, BEETH 2. h—T 1 F VT 4 HEEDADF
BN EH L TV AR E D EL R 3.

12)  AFNCHIFHATRE R T 725 B EIRD H 2 L IREL TV 5.
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7 3.7: JOB-m XY F~— 27 T®D Q-Error, FHIEVERFRE (ms) & ZE W (min)'?

Method Median | 90%th |  95%th |  99%th Max || SEHH (ms) | ZEHHH (min)
EIBRE 3.72 378 | 1.4 x 10% | 1.6 x 10* | 8.7x 10* || 1.7 x 103 66.3
NeuroCard 2.74 160 559 | 4.8-10% | 1.7-10* 846 391
DeepDB —OQut of memory to train (100GB+)—

PostgreSQL' 160 | 5.8-10° | 1.3-10*| 87-10*| 1.0-10° 6.95

35.3 9ITVFTT4 XM HFICERZZEDFME

FHMEDIEHE EFR=2a3 Y (G —T 4 F VT HEDICHD 1 D2 LT,
PIVFTT 4 <A FANDICHERE LM 2175 . &F1ED P-Error (Median *
90 )S—t Y R A 95 X — XA 99 8 —t VR A )L - T KAE) HSFHEL,
REFEPROVENT T 7 Y OIERICHE S T2 Z e 2R T %

#ER : JOB-light, JOB-m @ P-Error 12 & % iHilifs R % Zzh2h 3k 3.8, £3.9I1TR
9. %73 JOB-light Tl¥, AEDRRZFEIPRD LI —ZMRA 2B TEL. Z
ZED 72 VAT T4~ AT 2N L7 2V UEHOSHEEBIHFTE S 0 R

. —HTJOB-m TiX, BHFFEL KERENRODRRE ST — ADHER X

7. FRKE LTHK3.7D QError THHRONZ LH1Z, BEILZRF— ’?%ﬁﬁiﬁb
TR S BB B, A== v T L TWVW3 T — 7NN DEEHER
BT OED TERVEBOMEN X, HREETICORP > TWE e Ebh 3.
72720 2 OHEEMHREDIR NIX 3.5.2 THT B~ L7z & 5 IR DHERmIZ 222 5 IRFfE] <2
YHREED ML —FA 7R oTW0WE. ZHZHEELARVE WS Z 2L 2
R B0V, FRICRAF T A AP KEVERBETRBEETFED IS5 R
F—b VT4 NEEL RS, 5%, IO KRHBERAXF—<2FONYF -2 T
Mg A Z e EZONS.

3.6 HHDIC

RETIIEHLRAF —< Z2H/fD7 — XROEEBZNHED 7= DERFMfiD 1 D2 L
T, B2ETRRLUMEGTELHHAGDOE S Z LI X DRIRNBEE S —T 1
FVT 4 EZITO FEZIRRE L. BEFEROELRFHII3FAICELDoN 2.
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7 3.8: JOB-light N> F < — 2 T®D P-Error

Method Median | 90%th | 95%th | 99%th | Max
£ IERE 1.00 | 117 | 1.32| 1.97| 2.26
2 HIER 1.00 | 1.40 | 1.80| 234 241
NeuroCard 1.01| 156 | 227| 253 4.11
DeepDB —Qut of memory to train (100GB+)—
PostgreSQL 1.00 1.24 1.34 2.01 | 2.63

% 3.9: JOB-m XY F < —2 TD P-Error

Method Median | 90%th | 95%th | 99%th | Max
E3ERE 1.00 | 3.12| 7.53| 378|504
NeuroCard 1.02 2.33 2.94 15.7 | 50.4
DeepDB —Out of memory to train (100GB+)—
PostgreSQL 1.03 3.15 6.27 36.9 | 50.3

1 OHOEHIERAF —<H A RN T IR =5V T4 THB. F—RR—RR
F—IN LTI ITHEICHE DL O IABDEIRITY, DElENAF—<T
CICEEHEROTE RIS, SBEEWHESRITa S T MR 2 7-DIIMIES
T, WHEESAREL 125, 2 OHOKHIZ T — XA XTI BRX 75—
T4 THD. FHTF—REWEUNY TV LUTHRHT 2 22T, ML K
BT — X TR TE 3. 3 OHDORHHIEEWHEEMRETH 5. BEHEE
PRONRHEPAD 7 V27 4 v LT, #EmEEIEL< RS, Flcrv 47
T4 RATDOFHT BRI TH 2. BHONY F~—2 L EHOIEETRE
fliL, KHBZ X —<BRESCI V4T T 4 A FADILH TIREFENERHTH
5 RMER L.

— /T, AEOREBFEIF 2 ETRELALFEEICMETFEL IR L 20D
EELD RSNV — AR I A TWS., Zo—KE LT, BEHERMTO
B TINANZIFELICE DI — "=y RPEZ OIS, BEEHERIThZLD
HDIAAEEFFoTWE 720, HEEMDY Y T TH - THIRITT 2 EEHER
Fa— RLTHLEFEOBEHFERTTY a— RT3XERDH 2. BEFEORH
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RIS IDAF—N—~y REBHT I NSHBROBETH 5.
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E4E N—FAFUFIRELEST

jj \Y
Z1/\>

41 (FL®IC

B1ETHERLEIWE, HARET27—%, 2FEh =Y F L7 —XDOF|EH
PHEATVWS., =Y FLTF—ZOFAZY - RIZEHTH 3 Z e B2V, —
A2 NDRER T 7 AN DAREN CTeD T T4 NS DIREDPBEL IR B.
FHOENTZTTANIBREDHIELE LTT—XD -BHERBITONS. L
LEBDE, Vo r—YREBDNOKRBLEROBERBICIZEF A 7MRZ L
FoTTIANTMEREINTLES ZEHSNTED [11], Fo4 N FH#EL L
THICHZELIZEZARW., ZOEIREREIS, WERFECH RAFNTHREE L 20
TIANIERELE LTERDT T4 [17,60,60] BIRBINTWD. EHTT7A4N
JNF—E DA NEEEICE D ZEROBBITH LTSI 4 NMAREZITS. FlZIE
BEHBEENED T IANT R L TOREE, Whiik2ZRETFELYRA
MEFHAL TS T TANTRENRT X=X TIHEIN DL EICFEL a— K&
T2 EDBAARECRAEI NG, 25T T4 N OF AR R
TBD, Bz Apple HlZ 2 —FF—XEEZ ST TANSTHRELTR->TWVS
ZeERNRLTWVWS [67]. 2ol LT, 7—&ZX—=1Zx5 2% SQL D
BWEbEEZED T 74 RX—MZFT 2% HME L= Differentially Private SQL
(DPSQL) [65,69,70,71] 3®dF 6 5. BHFD T — XI5 SQL W I K< HW
LBRTVWBEA VR —T 2 —RABEZDI LR, R=VFNLTF—REMRL LD
bV (A—=T4F VT A HE) WEEE - BWHEREDPKZ S X1
RBHEEWVWHORTHHTH 5.

T — X E T THIRHE 2T O EE TH =Y F AT - ZREEN L5581
TIANNRERNIEL 125, ERRICSA—Y FALTF— R E2¥E L REEYEET
T T BT [72]) RHARPEE L RWT — X ERiiRd 21HEA [73] DR
ENTVWE. ERTIANIFIINS DEZRIRT 2:FRED 1 DOTHD, ¥
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N

BRHCED T TANT ZWTT, 20T 74 RXR= MEFFEPREINL TV 5.
—a2—7%y b= TIE, —INC, MERNAERE TE (SCGD) 12k > TRT
X—=BZDEFHEATDI 2D, NI RAXA—=RIZNR—=V FNLT—XDERPEDIATNS Z
725, Abadi & B IZZDRIIEHL, SGDITK %87 X — X FEHORITH
BLZ Vv By )4 Xf5%21T5 28 TERD T 7432 %7z § Differentially
Private Stochastic Gradient Descent (DPSGD) Z 8% L T\ %. DPSGD ZF|H L T
¥ERITO T, FEHBAETADOYET — X eHamd 2 B8 [72,71] M
W IHBIIINTE S Z e EINTWS [75). DPSCD 3ZeMzm Exy
52—} T, SGD B LT, GAiLZV vy /) 4 A5 EZIDET L
DEHAMPETTE2W0WS FL—FA 70D 5. 20D, RRAIREZEWEDOE
BV > TRBERRZETADERONLZVZ DD L. EFT 74NN RS
—a2a—IW3xy b= ETNVOEMALOEFRIKE L, DPSCD OFHEME R
TRV MERWET L2 FEDERINT VS [32,33,70]. WITNOFIED HH
FTENRTXA=RERBOETIETIZV Y IR AXDHERNMZ VWS T T
n—F%2 %, BERINIEEIFNR AT X —Z2EBHIED 12012, BEAITHISCAELT
FNBAR T > 730 BLF 2 Tk [32, 70] R 28— 2 L LT S Tk [33] AMERE XA TW»
5. ZZTHHIA TV 2EATIIRHEATIORS > 7 the Zo=Z LS 2
DOMHIFZENETNKIBHLRED ERFZED ICESIS D ART e TE
% (U31HTHRT 2). ZITHNROERZ ZD 2 00MHEZFRHCHAT 2 Z
¥ T X DRI EHINGR T X — ZBHFEIE Z 50505, PiHZBAICHER S
5Z2FTERY. FBIERT ¥ 7ML 2RISR =ML 57 — X TlE, TOfT
FNDBERITHN L HRIME S > 7B X W75 ETidRbhTwa 729, R
NR—=2EDHHE Y 72 2. —FHIC 2= 2{b%E LERICIKS > 7803 27— AT
X, BREIREFNRAST X —RBUIK T ¥ 7D A ET-> 127 — AL FETH
b, Z8=21tI2 & 2 BERZIT S50,

ARETE, =a2—I L3y PT—=IRXFGRX=FDKRT I A= v
S 2DODTERMICHEHL, ZOMAZERLULEFNR T X —ZHZHIFIZED
DPSGD 225k 2 B 2B T 5 2 L 2 HIET.
AREDOFELRERSIILITO@ED TH 5.

¢« Za—INFHY P T =T NRIX—RZDIKT 7MW 28— 205 %= K H
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L, BRI RXR—=Z 2 RECHIHT 5 TERT T 74N &L
BB HEREOEWET LV E LTHEE T % FE LSG (Low-rank and Sparse
properties of neural networks’ Gradient) Z$2%3 4. LSC T, I KBHIZ
WO KBIIREICES SRS V7 Z1TS. EH1C, =a—F% v b
V-G LTEMAEOI=y b=y b OEREGRE TR L THH
52T, EBILZATINS L CTRATHZ R D 1T X 2 TTRMICE D S 28—
ZELZ1TH. Wb =a—F %y PT =785 X —XITRBANICH SN T
WBITIRMICHE SO TH 270, €T VOROEELRIEHRI KDL
, WRY L THEHAEOEWETLVOEEDHRETDH 3.

« LSG 2B BICFE D G TR <, Attention BB AIAAJEIZEH T
XEEOMIRZIRET S, ZITIRHKRT > ZiEUCNAZA T, BAIAAEND
F X 2N LAV DIRD BRI LI A= 2{0E21T5 28 TEHT 5.

« XAV, ETINMEREB AR -V EER TRk A IS — 2T LSG AW
TH»Z e EBNCHERE L. R 7 v F2r50%E £ LT, Denoising
Autoencoder IZ X B A Y > b7 Z VL (553 &) TlE, =7 —DOHR(E
PORKMEE TERMICHET 2 22, BAAAEEETE TV CHGULE
X7 Calli L7235 6 CTIRIEMREIER %M L5 2 2 e RS, £
774 Fa—=rI7O5E, FERBEARBKEFEETT L RoBERTa [77] ZH
HLUTHASHEUHE XX 7 CTRHMii L7z 25, KEOMWReZ R L FIEL LR
U CIEERPmK 4%l L5 5 Z e DR S N7,

AREOLEDOHIILLTD@ED TH 3. 42HITEDN T IANT =2 —F )%y
N — 2 BT A HERIAFREEAL, 43 HTIREBTIELSG Ziii 3 5. 44 8T
LSG DFHliZ 1TV, 45 HITAEEL LD 5.

4.2 Eui%ElE

COETRERTEDOEME & 72 2 BEESLHFRUMNIC O W TEHHT .
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421 (e,0)-ERTFANY

BT ITANT 1T 2, T—ER=RZFENZ =V F LT —XDREL
HINE L7f8IETH 2. ZD T I AN 2 LB 0SS, wWhikd L
a— NEEPHNRELIMEEZHAGDETHRED L I - FHRGEA TV S P
ES 0 OiANNEE 725, AR TREDLa—F, DX D =Y FLTF—X&
DT FZANTPHRENIZNZ EZIRAEL TW 5. BN ICESWT WS T2
B, WBFEPLERAGRICKS ROEZEEDIE L 72> TV 2 DRI T D 5.
PIRTRED T FTANTDERIIOVWTHERS.
EEL((,0)-ERTTANT[17]). La—Fx OEEEZT —XRX—=Z D = {z;},
YL, BIWB37F—ZR—2ADEAR®2 D T 5. D »oOEREED HSUEE Q
*L, TOHNDPWOEB2EEOY TRy b2 R TS, FEOBEY LT —
XNR—=ZADH (D1, Dy) € D EEEDHD 5 211 RITH U TLLRDKRILT 5 & &,
QX (6,0)-FENTTANTEMEZLTWVWEEES.

Pr(Q(Dy) € R) < ¢ - P(Q(Ds) € R) + 6

EEOBHE LT — X R—2 Dy, D, 20T 2B WEDERER QD) & Q(D,)
DEDBELEDIELREZ R THNRIA—R ¢,§ TIREINLEEICHELLTWSY, O
EFVREDL A= FRT —ER—RRZEFENTOVE0E I D OHEVRNETH 2 Z
YERLTVWS. BB, BUHRTIANRIRIA—XDREZL— AT —ARHE
HFIHET 5. ZOMBEZ RIS 2729, Epsilon Registry [78] MR STV 5.
CAUTEIR AR T X — R BRET 2D TRERL, BT I7ANTEHNHT 32—
W T TANTRIA=RERNHATE 2T, HNNRLZR2EOHRRPZY 1T
A —RIRE DD TTREIC R D L VW A F— L DIRETH 5.

R EDT T TANS 2T DDOFEE LT, v 7y /A XEZFHALE
HIST IR XLDBHHNT WS,

EBE2 TV TUVRAI=AL[7]). f X >REANXZRDELYST 4 ET 4
DS DML T2, ZOLE HUST VRN M, Fe 0 T—RXDOBM
M 5KEDS o ZRHL T RO XS f OHITN LT/ 4 AMEZITS 2

1) ZZTOBELE, 1La—FOARERRLZILEET
2) DEHIFELLTVWBREB VRSB,
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ET (6,0)-ZRT 7 AN ZIRIET 5.
M, (z) = f(x) + N (0,S;,%0°T)

BT IANTORE LT, BUCEDT T4 N> 2l LHINEHEAALT
HIBMD T T AN AR PDH BT,
EIE 1 (Post-processing EM [17] ). M : D — R & (6,0)-ZZF T T AN 2T
B, % 2HOMNEER CET [ R >R 2EBEOMBL T2 2oLt E
fodl:D— R X (e,0)-FFT T4 N &z F.

4.2.2 DPSGD: Differentially Private Stochastic Gradient Descent

DPSGD [31,79,80] &%, QDT 7 A4 NN Zilil- THERNAERE NETH 5. £
FNLDREEICKS T, RIXA—XBEHCHHTZ2 I TET T IA NS E
TETILE RS, BRI, ALYy )4 X 5E2BINTITS.
YTV TEICERESAEHE g, D2 VLV aZBEC T2y Y
(g, /max(||g,.|[2,C)) THZLT, ¥ TN OHEESY (V¥ T4ET 4
S=0C) KEREEDZ. MAT, Hoo7vAHh=Xs (EH2) EZHVTHE
WA RXZMET BT, (6,0)-EZF77ANNTOMELRAET 5.

My (z) = f(z) + N(0,C?*0*T)

NIRXR—=ZEHIIHMHT 2HBLCEEEZMR 5720, ZFT 74N ZERL
BOWEE LB L THELNZETLVOEHAMIIERTT 2. ZOEEWIEI T X —
Re OSIMHMEFELTED, eMrzmlbxEs et GHMEIMMETTS2 ML —FAT L
BoTW5.

4.2.3 DPSGD =ik L7T-BIZF %

DPSGD TEED T I A NN X 2 REeEMENHR I N—FH T, FAEDOKT
HREL, ERHCHENHTLES ZeRERNITRIATVS [32. £I T,
DPSGD t [HEOREWEZHMFE L%, EANZRA LIV 2EEMTOATY
% [32,33,70). WIFNDFED DPSCDIZE 327V v BV 7 ) 4 XD EE IR
T3 TETFTLOEAMALEZR > TV, FIIFARER T X —ZDOHEFZH
WS 2 Z2T, TOARIEFEOEREM LT/ 4 XOHEZZ I TLES Z L2t
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FE7 TR —F WML TWS, ZO7 e —FOEBRGEE, —a—F%v b
T — 7 RN B EATH & ARATHIOK T > 7 HEEFIH L7 d D & 28— 2%
AL7ZdDD 201 KAlENn5%.

4231 BSVIBICEISFE

K7 oM ZOHMAIZOWTHNT 5. THOZ7 Y IRV WS Z e, 17
I RZATOEZRBD VI MTH e L THR> THIRDITFDERZRTL 2 2K
K9 5. —a—I0%y bV —27DELTIE HEITIHORK T > 7 HISEERINH
SRTED [32,76,81,82,83,84], DPSGD DR AN LR S b D 7= 12 b Fll
Hah, zoBEHMEIREATNS.

Reparametrized Gradient Perturbation (RGP) : RGP [32] &1Z, KZ >~
ER MM T 22T T 74N 2T =a—F V% y NI =T DT X —XEH
FETH 5. EATH W € R %, Power method (Algorithm6) {2k b Z > 2
r CTIRZ > 7ML 7475 L € R™*" R € R L BIRIED AITHIH T 2 7R Z2E1T5
W e R™" ZHWTU RO L5 ICHERT 5.

L, R = PowerMethod(W )
W=W-LR
%4 repara_)metrize LR+ W,stop,gradients()

stop_gradients() 1F %7 X =X BEHZITHORVWI e Z/RT. ANZ o, hy &l
7z %, EREILITD Ko 1cRkREN 5.

y=LRs+Wg (4.1)

ZIHhH, LR DHLIFZNZALTO LS ITRENS.
OL = (0OW)RY, OR= LT (0OW) (4.2)
L D% R DIIPIEREREEEZR L TWAHE, W LI FNOETEHTE 3.
(OLYR+ L(OR) — LL"(OL)R (4.3)

DY &, DPSGD rFIBRICAEZ ) vy 7 ) 4 Xff5% 0L, 0R \ZAT5 2 ¥
TERTITANTZHMT. r<min(m,n) K5 r ZEXX, oW LHERLT
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OL,0R DEFI T X —=&ED D122 D (r(m+n) <mn), DPSGD ZEEHHAHL
HBEHBRLTETVOERENELS KRS ZePEINTVS. L2 LR
o, ZEMEZZRLLVEROER BT 2L, =2 —J %y bT—I X7
X —=RDORFFNZEAZIEZ 6N TELF, AL LTEAEOERNIRKZ V.

43 EITRET 2 FEFRIBRMERM DR 2 2 e THEHEDRA E2K 5.

Algorithm 6 Power method 12 X 217477 fi#
Input: Weight matrix W € R™*" rank r

Output: Gradient matrices L € R™*" R € R"™"

1: Initialize R from standard Gaussian distribution W (0, 1).
2. L+ WRT

3: Orthonormalize the columns of L.

4 R+ LW

5. Orthonormalize the rows of R.

6: return L, R

4232 ZAN—ZAMEICESFE

ZNR=2M e ZDRHICOWTHNT 2. [THDPRAR=—ATHD VD ki,
0 (TN IWEDERTE ZXRTEENDED Y) THEIEENZ L, EN
BRI R E SR ERATEL Z L IS, ZLD=a—F 0ty bT—7
DEATHIRAFATINC R 8= R EIFRNTE D, EfEeEBEE B L]
D iz MR K TER X ATV S [85,86,87).

Sparse Network Finetuning with DPSGD (SNF-DPSGD) : SNF-
DPSGD [33] &l&, AR=RAHIZE DI =2 =Ty PT =T ETILOXRNE
BRTIAR=IT 74V Fa—=V IFETH L. A=A W2ARE L 7B D
Bt [37,88) 1, EADHIHEI /N X VR T X —REEBETRVWARAT X=X
LT, Z2D87 X —&% DPSGD IC X 2 EHNRLHERNTE. Db E17
Vw7 7 =X TCHEEE LEAZZRT LT, EH1LICIDEMD T T AN

3 Wiy <00~ 01727 4= 3 YADEBDZ NSV (07N W ~ S Wijag) T
H Wy =0 LTHRS 2B TES

7



YARMIBEL LRV, —ATHEYE LLEAINETH S0, BEHfiahd
NRIRXR=RET 74V F a—=VTOHTEIZ—ETHS. £z, FXA VHEILD
FATHHEE [R0) ITED F, AR—AMEDREIFEAIABED VT X=X DHEZNRE
LTW3. DPSCD T7 74 Y F a—= Y LGE LR L TEFLOFHED
BB ZePMEINTVED, ZHXENOERZDAZFIH L TEH KK &
Za2a—=IFy Y= RFRXA=RDEAZHHATE TRV, TV v
— X TCHAFEINZET VDT 74 v Fa—=V TOARIHHTE 2 Z &I
Ba N0,

43 HITHRRT 2 FERREN 2 ERZ AT 2 2 e TERAMEZ M ExE, 25
WHATEEHETVIKF LR WA=t EHT 22 TEIDEL DT — A TH
HrHER B DL T 5.

424 Za—SIINRxYy b7 —=0TN—=2T

—a2—=I9N %y b= OFEMPLEFEILETHNE LTEZHOIN—=V T F
5 [85,86,87,00,01] BRI TWS., HAERR S O U TIMEXHELS /N WEA
EBRAT WS 7 Tu—Fhsh, ZOBREIHENTHZ DD, RENICH
ZIEEOHETHNRETVOARMEICKERBEZE IRV STV S,
E%%E?ﬁﬂ—?dﬁ&%b,;iﬁﬁw%VF7—7®%mk%Oht,mx

RGO =y AL [36] RBAABED B — 2 F ¥ 3IVHAL [00,01] T
0)7/v—._/7751?,%%éﬂfu\5. WINOFES, BRI, =a2—F4 %y b
U — 7 ORBICH D WEEAD LS T ICEEEDRIBH H 0D Z eIk
DVWT TN =V ITHREPFELTVD., TL—= ZIBllz & 5 RfEr LT,
WEE 2R 272D Dropout [92] RIS T WS, TI—=7 L HEL T—HB
DEAZRINTZ2DTEIRIEHRZAZT Y 22T VI ENVIHL2DDOD, B
FIRANT R =R O LTV RICHEOLTEHICRWEELYEZ TVWS. Z
Noho, RIRXA=RZEFNEESRCTL LA —RFINIZFEE LRVIEI DPRVWE WS
T=ADH BB bdrb. HiiR L7z SNF-DPSGD [33] i3 Zh 6 D EFRITHE DWW
T, DPSGD Z2R—A Y L1E DT IAR— IR T 74 v Fa—= Y ICEHE
TRVEBDEHRZAFX Yy T2 0 FEZERLTWVS. L2LENDL, 4.3
fige 4.4 HiOEBHERTRT LD1C, ZA—2LE TRV ERNR AT X —&
BHIERTAY2IRED LA ST AT TH S, IBRZFIETE, Flc=a2—7
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LAty P — 7 ORBEICEOWEEAD L — ST ICEBREDORIBIH L 0D
HEIERL, K7 27l E8 2 28 T ORI RED T 74 RX— FEY
DEHZX 3.

4.3 REFE

BONZETVNOEHMENEVED T 7AR—- VN EEFERERET 5. BFO
DPSGD ZHEIRL7=TFIETIE, =2 —I0% v PT—IRXIX—XDIKF v 7MW
ANR=ZMEDWT I Z M L TEFNENZ X — X Z2H[ET % Z & T, DPSGD
MDD R SERAEOREER > TS, KT ¥ 7L 28— 2N
L7ebDTH 2D, T9I0E S N72AT5 DRI TTDITH DR D RS & %+
D%, FOMAGHOEERMICHKS Z 23R Ww. 20720, K7 > 7R
28— 2 B WAL L 72 EHT R ST X — ZEHEIBTFIRIIFEE L TV,

REFHETIE, =2—I13xy bY—FJAD= vy b OEHEKRE ZOEEED
WOIEET 5. v —= ZHEdH [36,00,91] v, BEATIHLHEL=Y D
HEEZPENT 22 TAI2=y b=y VOEEEZERT L. K7~
B IATINC S A=y biia=y + 2 OXEBEHRY D 2729, EFRL
LREBEZANHT 2 2 TRS ¥ 7 N HEATH O R 8 — (LD A RE & 7%
5. ZHUTED, RI Iy 2= WTNDLZ 2R LGS e L
T, MADHEDIPOIRZAONZEZ DEFMNR AT X —X2HIRL, fRe LTE
NTTANTDIDDHEL T ) v B 7R/ 4 AOFEPERI N, {BoN5ET
NOFRAMNM ET 5. ERC, K7 I7HOADEE IREFIRICLEKT V2
P 22 EHALEGEEZ 7V v Y JOBSATHE T2, VA 1DX
D, FEENEEF -G LTEY, BUE» 1 TH 3 Z 2 IXAEITH D
VL7 )y Y REMEEZ REID 7)) v FEINRNWI e E, BIED 1 KETDH 5
GE K ED NIV EABDENIKEL 7V v TENB I 2EHEKT 5. R8—2R
b3 2 L AEATHD 7V LZIFHEFNT/NE L RD, ZLOERTIZ Y v ¥ T DEE
N BB PBBEINTVWE ZeRbh b, BEFEOERTILLRO@ED T
H5.

1. HATAR o A=y b e Hiflla=y s OEZEZFEH

79



//BSOMEDH

0.9727, 0.9805, 1.0000, 1.0000, 0.9678, 1.0000, 1.0000,
0.9023, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000,
0.6670, 1.0000, 0.9531, 1.0000, 1.0000, 1.0000, 0.9473

/S BSVOM + AN—=XHE (p=0.3)

1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000,
1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000,
0.7300, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000

Listing 1: AX=2{LIZ LB 7V v BV I \DREH.
VY TRIERD /) VALTH D, EHNNSVERIZEAELNKREL 7Y v IX
n5.

2. K7 ¥ 7l &S - AR THI O ES

3. AEATHNC DPSGD I X %7257 75 A N AL % i

4. Aflz=y bl =y s OEEEICH SRS > 7Bl N -G8 T
Hl| % 28— 24t

5. BB TA R R U CEAZ

4.3.1 HTHHI R AT X — B OHIBIC A 2 HH Z A1 EA L 71,
432IHTZN S OWHDHH & BRI ZFIHICOWTHGH T . KIRIC433HT
EDIRWREFEETANT =% 7 7 F v ITHIETE 2 & 5 IHRELTS.

4.3.1 BEFNTR/INT A—2EOHIH

ZZTIIREFETHHHT 2 HHNR T X —2FHEO 7 71 —FIi2onTik
N5, RBEFETEFEATY AETHDKRT > 7 e 28— 2 MO IER
3. BIZIXHFEEASHEET N TH S RoBERTa [77] DEAITHNIX 4.1a D X 512
oTBD, ZLORIXA—ZN () TAR—ZX)IVTHZ bbb, Kihn
Alz=y b HAfllZz=y MIHELTWE Z e 2Ez 5, 2=y MHf]
WHEEEDROZDHZ Z L bERTES. Fiz, S Eaz2RoN b
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ADZHAELNDE s, KTV I7HHREBINTVWS., FE 72 —XITRHR
2 AT S AREOERTH B 2 e BX 41b b b, 2 I oI IREFIET
FHT 2K > 780 28— 2t FNZFERNIE A 21T S .

(a) EEALTH (b) AEEATA
X 4.1: 2237 A RoBERTa ETF /LD RT X — &, BHZWERIFEHEIRZN L
PR

FT_a—IN3y b= RITX=ZDIKRT >V 7HDFHITOWTIHNSE. Z
DOMEIFREEINCH SN TVWEHDTH D [31,82,83,84], PIZIF=2—F L% v
N =27 DEMFELE LTRHAIATWS [32,83,84]. 2T %2 RERNICR
ot JICHERERS (FHT) TKDIAATVWSE EBIRT 2B TE5. 174
WeR™MIZWH LTI Y7 r TOEMEZEZZ 87 X —=KEIUE r(m+n) L&
5. r<min(m,n) TH2HE r(m+n) <mn 72D, KIEIZ T X — &80z HIJK
TERZeDbns (®42a/K4.2b). —a—FFxy bT =T DT X—REH
D7D DT ¥ 7B E N AT Z1E 2 FEIEHR LR DHEZ 5N 5 H,
RE2BEFHERERPHNBA V2 =7 2 —ATH 57D BARN L FEOEE IR O .
4.4 FIDFHESERRTIX RGP [32] ZFHWT W3 A, ZDOMMOTFIET S A IEH T HE
TH5. K72 7ML AT /S BBO—BNZERELE LT, 77 r /&L
THERIA=EEE XIDHIRTE 20, —/AT, EFMDE LTHRALNRDI o
THBERPRONDT-DEENMETT 2805 bL— A 705 5. BEFIETIIRA
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(b) (c)

n

T
T - ] B=E
Sparsify m

(d)
X 4.2: (K7 > 7iEBle 28— 21k

TEANR=ZME e HAEDE 2 ZETHIRT 289 X — 2B BEOMINZ1TS.
LI 432IHTIRRS.

RIZ=a2a—FNVFxy PT =T X—=RDARN=ZAEDOHHIZOW TN
5. ZDAN=AMBET Y 7HELRIUSBBRINCHSNTED, kA RFED
IR o TWa. REMABISHE L CREMSeE#LE HNE LN F
T [80,50,87] BT NG, BIZIE p% DRAR— ZMWERRE LN D 2175 L #
FZ p% DT X —ZEHIRE 722 (K 4.2a/K 4.2d). F7z, FHICKHREBEET LI
BB 28— 2PFE L UG (28] 2@ L CHEIATWS. Z4uE, =a—7
N2ty 8T =7 FET NV THEANDFENRKZ VOIS IAEDHAGDE L L
THERINSFET 2 A=A RH Ty bV —2 (H7zh L) THh, KHEE
TILTHEILIRIDHEEDL UREENZARENENEL REZLE5TH S, W
REHTH 2. DF DTG X —=KXEPWERIGE, —a2a—1v3xy NT—=JFETILD
AEFRANR=RABHTETNEFLTVWE I FERE. ZOZLIEETILVERY
FZvFPLEBRULUEGER T TR, FHBAETNMINTE 774 0 Fa—=v
ZTHRBICE D IO L ME XN T WS [93,01]. REFETIZEADHNEZ B
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BEY LAR=2XZ2HHT 2. ExHEZFHT 2205 7 e —F1, EAIZ
FEIKRSTEIRDED D, HSHEI NS WEAIZT 77 4 X— a s 5 EHibk
DYV NS Z e IEDSVT WS, ZOHETHMAEL S ZHOEN D FETH
MEDRENT WS [85,86,87. MIAT, —#HOFEN D FETIFHIATVWS 2
=y M OBEEE [30) ZEBEAT . ASflla=y b hfllz=y roZhZE
NT, FHEINTWEIFTROBEHEEDORME L=y P IEIEL, Zhx&
2=y POEEEL TS, i KHOANlZ=y VOBEEE [, & j HHOH I
2=y POBEEE O, I TO XS ICHEET 5.

L= |Wyl
j=1
O; = |Wil
=1
4.3.2 LSG: Low-rank and Sparse Gradients

ZIDBIF 431 HTEALRLKRS V7 28— 20 L THEHIINSR S
A — REHTRZAT 5 FIEIZDOWTHNR S, RIFFEIIIEE L Z2EDET T 7 4 N
PEMETIEEHMNE LTWAE®), 74 XR— MNRFPET X2 BMTSRT
BZEBMAAPE LT/ ARXERELTEDPEENEEZ VT Z2LESHTLES. 2
Dz, BN R MDPRBEE BRI VEIFITEFNR T X —X2HIRT 2 Z &
T, Ze&M2 PN F2 e BETVOERMEDOR EZX 5. 4.3.1 HTHRED,
Ko > M 2= ED B 50721 TIEHANRT = 2 BEHNR T X — XN
LNTVWE7®, IREFIETIEZOMZITS. IEFEOMENZK 431217 .

ANR=2Z2MEDAERMA L LBAFEMRE 33 THOWLRTWE Y F S ROEEE
abs(W) € R™" 1347470 i S 7= BIECATHI OL € R™ " OR € R™" £ XL s HLAL
3, MATZ2ZeMNTERW. 22T, OL DITRASAHlZ=y + &, OR DFIZ
WOz =y MicHerH 2 Z e iCHEHT 5. 44 X445 TER L=
DEBEEZAMAL, EEEOKWY p% OEAIIIIGT 2HHE 01CT2 I8 TR
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Importance of
input side: 1 OL,

> i1 Wil
ull
n
:T:ﬂ::l
top-(100 — p)%(O)

on, 01
n

4 4.3: LSG IT X 2 2B DIRT > Ziafle 28— 2L GFHBI. §iRT v 7
t—1 QEAH W, ZRHALT, KT > 27N =H8174 0L, ¥ OR, & A
N=2{tF 3. FEROERIIA AN REEKRL, BIEORT v 7t TOEH

R SR E IS,

top-(100 — p) % (1)

Importance of
output side: O

N—=2{tF 5. ZOUHILL PO TRINS.

viel], oL =14 " ( JA) (4.6)
0 otherwise
OR;; if O; in top-(100 — p)%(O

Vi e [r],0R = ’ j in top-( P)%(0) (4.7)
0 otherwise

THUTED, BEHRR ST X — XU k(m +n) L < k(m +n) < mn (where k <
min(m,n) A0 < p < 100) ICHIJETZ 5.

BB, HOEA W, Z X7 7 v FroEBHTI2HEFEBCL2EAZ, 77
AVF 2=V 727588 3HMFPE LLEAZNHT2ZLT, X7y 71
TOHEAEFBMD T 74N AR P 2BEE LRV, 51T, ATy Tt TS
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T2 W, BEDTTANTEHZLTWS2D, EH1ICXBINMDOTF 4N
PAXMERBBELLRWV. FHiL, BREFEE, BMOTI74 NN aX M2
A5 Z e RT v TS C B DIERICE DV ZA =X ZRH L TW5.
X, AT TR LU TARERAT Y v 77— R THATFEE LIEAIED ]
ANR=ZMZRH LT BBEFNE 03] e BB E2HTHE. 774 Fa—=v7
DHETICONTEBEICKR WD 2y PV —2 3BT 2 22 AASRATED [93),
REFEOFHMER LIZHFS L TWEeEZILNS.

&RIZ, KF > 73E0IUC RGP ZFIH L 7258 Orffll 72 FIH % Algorithm8 127~
. HEIRT YTt ITBIBNRTRA=REHRET 7 r, ARX=ZMpe{0,1} T
RIS 2 &R 5. ANl znzhTtr=y VOEEEZHML
(3-817), EETRWVWI=y FEERTZ (9-1017). RGP (d LLIZZofios
BLDIR T > 75EWFiE) H oI5 E - alifthl =58 7x% (1117), 2=v b
LANDVOBEEET O ZFHALTAAA—2{LT 2 (15-261T). ZO®RES T4
NEDIzDDI Vv YT ) A XMERITS (28-291T). ZOLEL2TDLA
YIZBWT IOL,0R WA= Z{LEINTWB /2D, TN DARD L2 /v
LIFNEL Y, 7V vy 7 ORENEREINS. R 4 X253 205
DEZEHH I, O DI R7 Zffio 7= 28— 2102 X D HIE A TS (Algorithm?7
317). mRIB oA ZHHAL TEADEHZITS (30 - 32 17).

Algorithm 7 AJEATINCNT T 25 A= AW EERB L2250 77 4 N
Input: per-sample low-rank gradient matrices 0L(z,) € R™*" or OR(z,) € R™" with

respect to a minibatch of data {z,}, unimportant input or output units I or O,
noise multiplier o2, clipping size C

Output: DP sanitized gradient matrices L € R™*" R € R™*"

1. Clip per-sample gradients with L, norm threshold C'
2: Sum per-sample gradients to obtain 0L or OR
3: Perturb with noise z sampled from W (0, 02C?) masked with I or O:

OL+ OL+z or OR<+ OR+ z;

4: return OL or OR
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Algorithm 8 LSG. 1KF > 7y 28— 2R FIFH U2 EBIRA S X — X EHI
X2 T T4 R—= b EE (KT > 75E02IE RCP ZRIF).

Input: current step t, weight matrix at previous step W;_; € R™*" for layers | € H

2 clipping threshold C, rank r, sparsity

(omitting ! for readability), noise multiplier o
p, dataset S, sampling probability ¢, external low-rank mechanism Decompose, DP
mechanism DP (Algorithm?7), update mechanism Update

Output: weight matrix at step t W; € R™*"

1: forl € H do
2: // Wiy is randomly initialized or pre-trained with public datasets or trained with
private datasets by DPSGD
for i € [m] do
Li = 351 Wim1,6)]
end for
for j € [n] do
0+ X% (Wi
end for
Unimportant input units I < top-(100 — p)%(I)
10: Unimportant output units O «+ top-(100 — p)%(O)
11: L;, R, + Decompose(Wy, ) > Use low-rankness (Alg. 6)
12: end for
13: Sample a minibatch S; = {2}.,es with probability ¢

14: Calculate per-sample gradients with Eq. 4.2

15: for [ € H do > Sparsify low-rank gradients for each layer
16: for i € I do

17: for j € [r] do

18: OLy i) < 0 > Use sparsity (Eq. 4.6)
19: end for

20: end for
21: for j € O do

22: for i € [r] do

23: ORy (i j) < 0 > Use sparsity (Eq. 4.7)
24: end for

25: end for

26: end for

27: for [ € H do

28: OL; + DP({0L(x4)}qes, I,0%,C) > Clip and Add noise (Alg. 7)
20: R, + DP({0R(xq)}¢es,. 0,0%,C) > Clip and Add noise (Alg. 7)
30: W, + Update(W;_1, dL,, 5Rt) > Use off-the-shelf optimizer and Eq. 4.3
31: end for

32: return W,
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4.3.3 LSG DLk

LSG ZHRA REBEFEET LT —F 7 7 F v ITRIETE 2 X 5 WHEZITS.
CZETIREAMTINEZ W e R TRITZENTES, DED2HAEDOAZ
Do TWiz. IEFERFEHEEL T TRARAREZR OB EEET LT —F T
JF v PRI TWE D, ThoAoxfbe LTRIFIHEINS Z D20
Attention J& & B AIAARENDHILIRICDOW TN S,

Attention J& : Attention J& X Transformer [30] ZHIMCHFIH SN 2 JEHIE T H
% dpoger \FHFEOHDALY A X, d I K DFA X, d, 13V OFHAL XL, W
HCHH XN B EATIIE WO € Rimoderxde WK ¢ Rdmoderxdi WV ¢ Rtmoder*dv p
5. ZZTCTANE 21,20 £33 &, Attention BIZLATD L@ 3.

Q = WQ$1
K = WKJSQ
V=WV,

KT
Attention(Q, K, V') = softmax(?/%)V
Q. K,V iZZNhZH Query, Key, Value EFHINZXRZ MILTHD, 2, 123#DK
THBHROWMD H L%, 2o KEDSKIEROWMD M LT %, v OBTERRIEHR Z EIE
L7727 MLTH 5. Attention Bl ZN D 3 0DRZ M ZEHHAL, Q £ K DN
FE% Query & Key OBH#E (HA) LTV OEEWRDHTHRIEE KoTW 3.
CZTHELTVERIXA=RIZEHT D, WO WE WY ¥ \»5 3 D0 MRAT
Hlebhrd. 2070, EEEE LR L2 ZN DTN L TITH> 28T
HARICLSGIZ X2 EN T IANTZEBTE 5.

BEHIAHE | BAAABIIEBGUHE Z MRS FHI ATV S EARNZETDH
5. ZZTRE2RITODEAAABZHINCHS. LSGICLXI2EARAABETORT ~
I AR L ED T 74 R—= NMEHOMELK 4.4 1TRT.

FTWEUDIT [32]) ZTLIRBEARAABORS ¥ 7iEMIZONWTE R S. BAAA
JED A —ANVHAS v e Rmxwh )]y e RN IS 25D EZ D L,
W e Rmxkxk v ®g 2, 22T, yD22o0HE 3 OHOXLREET 3 (F
BB y,,ic[0,w] A E0,R]), ZFDEEF ) € Rk W ¢ R In g
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Yoiy = Wl ¥ R¥Z., BB W IEW OHNF ¥ 2B B —F %4 I F
AR EFHEAE LD TH S, Zhuck b 41 LFEIBEC, V27 r TR V2
WPIL7ZATH LR ZHRH L THER L Z2DEERHFIIUL T LSRN 3.

y.i; = LRz + W)

KIZF X ANTN—=2 7 0] THOOLNRTWS XS5, Fy I VT L DEHEEY
WHEHT 2. ZZTREHEBERILISICT7 7T 4 RN—Y a Y NOHEBEITTICE
ADOMIHMEZ BEE DR LCHHAT 2. BET 2EADS, UFNDXSITAT]
FXVOHEEE T EMNF vy XNVOEEE O ZERT 5.

|ngjkikj|

0

NE
&M??‘

M=

<
Il
—
>
Il
—
B
<
Il
—

e
-
N
M=

@
Il
—
>
Il
—_
>
<.
Il
—_

| Wikt |

RBREIEMEE LRI, BEEERZKS v 7SN HEAT5] OL,0R O A
N—=2MLICHIH T 5 2 & TRBIR TR & R ITTRME 2 PR L 72220 75 4
N— MEEHEEBT 5.

b
N

4.4 FHHEER

FFTA441HTIRTOEROFE XA L 72 LT, 442 HTEMZ =V LD
Az, 443 HTCHGUHE X X 7 2R LR T v F oD% EOF %, 4.4.4
HTHASHEUEZZ 2R LT 74 v Fa—=V 7Oz MG 5. &%
W 445 THTYA 7Ry F =2 LTRT Y7 28— 2D FLEWIZD
WCHFHll 2 s Uiam 217 D .

4.4.1 EERFBTE

4.4.1.1 FELITVMIBRZ Y
RYFI—7 EMZ VR F2—2 2 LT, BB HEIHE 2 V- 7215
WO XS IMDb F— &ty M ZhcHT 3 vy 7Yy —20—

4) https://www.imdb.com
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output

777777777777777777777

Importance of
input side: T

’ top-(100 — p)%(I) ‘

oy S el &
top-(100 — p)%(O) //III'
I | l 1

1 L] n

4.4: LSG I & 2 BAIABREDIKT > 75l 23— 2L B, "R T v 7

t—1 OEATI W, ZHHLTRS > 7S - G875 0L, & OR, =X
N=2{t5 5. FOOERIIANRN-ZNREZEKRL, BEDRT v 7t TOEH
RN SRS D,
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R (W= 4 FVT4#EEXRY) TH53 JOB-light [13] ZRHT 5. FHlifEIEIC
FHEE L7218 € DEDOIHE € 2 5 flfEHER TV 3 2 %3 T Q-Error [13] ZFIH
3 5. QFError I TD LS ICERSINS.

max (6, B)

min(6,6)

REFELR-ZAZA4Y  RBEFHEL LT, KT ¥ 7EMFHEIC RGP 2FH
L7 () LSG2FATE. T I7A4AR= b EHEDOR—RAF7 4 > LTI, (2
DPSGD [31], (3) RGP [32], (4) Sparse DPSGD @ 3 D% F|fH5 5. DPSGD i&7%7% 7
F AN Bl TR MR T, RGP IMMES > 72K LT DPSGD O F Atk
Z i L7=FE, Sparse DPSGD 1 28— X% FIFH L T DPSGD OF M % ol
L7=FiETH 3. Sparse DPSGD & SNF-DPSGD [33] ¥R U A X— 2 HEEFIH T 3
73, SNF-DPSGD k322D, BAAAFLN G =2 {LOMFRE LTS, %
72, BRTTANSEBRBLIZLVWAR—ZAF74 > LT, (5 NP. Z22EDDFH
T5. NPIEAVIFINLERRIDERTH Y, Z5T 74— EEHOERE LR
DHZE WS MEMIFTH .

728, DPSQL [658,69,70,71] & L TIRBIN TV 2 FIEITEE D SQL WH S L
(BB 7YV U7 2iiiRe LzdDTHD, @HEOUEKFEICMZ TES T 54
N DOUBERERAPE L 725, il LT, JOB-light ® 27 T V3% 16CPUs (J|RKA
2.5GHz), XEV 64GB B D PostgreSQL THRITT 2 L FT W0 203,
SETIRELELZ 2 VBT ETIE 1L S Ve KREQEAPRR S, A%
TIEAEZ =) W O SR R U 2 Rifd e LTWaB 78, (1) 2256 (5) D5F
EDADHE Y L, DPSQL & D BT TH R,

ETN BNV R R 2R/ D 72D, FH3ETIRREL -
Multi-Layer Perceptron (MLP) %X —Z ¥ L7z Denoising Autoencoder Z K3 5.

NANNFRA=RIETALTHHT 2L 87 X = XITEARRITE 3
BICHES., TRy 7820, ZVv Py I AL XEC=12L7% FTIFI4N
SEER e =80,0 = 1070 TIMEEITS V. T r e {2,4,8) A AA—2
p€{0,0.1,0.3,0.5} &F 2 —=V T %175,

Q-Error :=

5) 421THTHIRBNRNZXISIC T IANTRERZE YR AWBRBEHIKFET 2720, —BEOZYRDID
WED S Z 2T ERWV. RFHMEERRTIXBES [31,32,33] OFHEICHOW SN TWEREESEZIC
T 5.
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4.4.1.2 ERUNIEZZRY

RNYFI—=7 BHEFUERYF~—27 2 LT, CIFARI0 7—Xt vy b TD 10 7
5 25048 [05] ¥ SVHN 7 — Xt v b TD 10 7 7 A5EEFAT 5. Wi s EfiE
REeETVOEMAMEL UCHHEd 5.

FiE& AU TV A 2 7 e FEIRIZ, (1) LSG, (2) DPSGD [31], (3) RGP [32],
(4) Sparse DPSGD, (5) N.P. #HIfH3 5.

T D EEGUE A R 7 TR EAAA=2—F L3y P T =7 DRFKE L
T Wide ResNet [06] (WRN) ZHW3. 27— 777 X—% L4 Y16, IR
4 ¥ L7 WRN16-4 ZR|HT 3.

NTINNT A= L ETIVTHRT 2408087 X = RIIHARINT [32] 1ITHES.
7272 L DPSGD T, 77 4 ¥4 ¥, Group Normalization, Weight Standardization
PWVoBEOSHLEHRDDICEL T, HUMXRA 7 TEVWHEZIRE L T
W3 [07] R [B WKEHDSWTHHAT Z., =Ry 781200, Z7VvyEr 744X
X O=1&L7%. FTI7A4ANTEEIF € {08,1.7,3.3,6.8},6 = 107° TaHiz17 >
. 57 re{24,816,32}, A—2M pe{0,01,03,05,07}, Ny FH¥AX
bs € {1024,4096}, FEHE Ir € {0.5,1,2,3, 4} FIERVF =T ETTANVEED
YICFa—=r IRITS.

4.4.1.3 BASFENIESRD

RYFI—V  BASEBHMAN Y F~— 2 TDH 5 General Language Understanding
Evaluation (GLUE) [99] Zf\3%. GLUE KEEHEINTVWBEEXRAI7DI 5, K
TBHIEX R 7 TH 5 SST-2, BRISCHHE X X7 TH % QNLIL, ERFEFEEMEHIE £
27 TH5QQP, GEERHERX R THS MNLIYD 4 02 RNRLT5. Wit
H2MEHEDRRI THED, ZOIEMERZETNVOEHAEE LTHHisT 2. &
B, 2@ TOFHEBTIEHEY — NOAEZEE LT 5 B OMEROIEERDEE L nElk
e 5.

Fi& R TV 2 2 7 & L [FRRIC, (1) LSG, (2) DPSGD [31], (3) RGP [32],
(4) Sparse DPSGD, (5) N.P. ZHIfH3 5.

ETFI : BASEUE R X 7 25 720, FEIBASIEET L RoBERTa [77] %

6) 2037ty FOEEFEERE LTHRETS
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AW, HHiFET X270y R0, BINFET 22T 74 RX=17RH
DL TH’H>7ETI7 740 Fa—=V 7 LU TFHIIZITS. RoBERTa & L THEf
EINTVWBENL DODDFEEBEAET LD DB, Attention 8 & £ EE & FHOITHE
AR E AR 125 J1 T X — X 68 % RoBERTa-base ZHH T 5.
INTININTGRA—=R L ETICET 2N 2085 X — RIFFEHARMIZ [32) 1S
Ny FH A4 132000, TR v ZEUE 20, FEERIZ1073, 7Y v B4 XX C =10
L7 T4 NTEEE, SST-2/QNLI 121X € € {1.2,1.6,3.3,6.5},6 = 1075,
QQP/MNLIIZiZe € {0.9,1.7,3.4,6.7},6 = 1076 TAMHiZ1T5 9. S 27 re{2,4,8}
& ANR=2ZME p€{0,0.1,0.3,0.5} IZBNRYF =T KT FTANTEREZ LIZTF 22—
=7 %1T5.

4.4.2 LI TVNIBRZIVICE B ER T4 RX— N EGDOFHE

SHEDIEE E EFAR— 3> 1 Q-Error (Median * 90 2S—t > X A )L« 95 )S—+&
YEAN 99 R—k XA - T KE) R EREOEEE L, 2HEEEAA L
ETNDRY F v FhoDFETORENRMEREZR KT 5.

FER {JOB-light XY F~v—27 TOEM7 =V IHEHFHOFERZE 4.1 1TR7.
FIROEARMLENR—ZF 4 7% DPSGD & bl § 2 &, FRED S KR AME
FT, 2CONETLERZZ 2R L. £, ~95 85—t X Af LFTIHK
5 v 7O A% W RGP 12, 99 %—+t ¥ & 4 L~ KHIZZS— 2 (LD A%
F\ 7= Sparse DPSGD % 2~10 5% LBl /2. —/HT~95 88—t > X L )L ETlX
Sparse DPSGD 12, 99 28—t ¥ X £ )L~ KfHIX RGP IZX% 2GR & 2o 7223,
INHDFFEIFED D — A TOMRIK IO KREL, AT 5L LSCDIES 2
WEHMEERLTWE 2 WVWZR 5.

N TITANTEFHAT ZFIEL NP ZHET 2 2, FICRAEISEVET
HREICEPKEVHEHADHER SN, 7TV ZLIHLLRSE, =7 —-2KE
WHDIFEETTITANTZRAT2FESRNP. THRETZZe2%L, 57
FTANDZ Lo TREEDORE L L THERHEN2EIIC T o TWw 3 HHAITH
D, BIZIRMR - 72 28— 2 0 & D REE DHERR S X — Y IR HEREDME R 2 2 v o
7o MBI HEER S gD o Tz,
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# 4.1: JOB-light X > F~— 27 Bl27 =V ED Q-Error (e = 8.0)

Method Median | 90%th | 95%th | 99%th Max
LSG 3.99 16.3 77.1 464 1240
RGP 6.99 54.3 143 426 862
Sparse DPSGD 3.47 12.4 14.3 1973 6332
DPSGD 7.86 |  41.7 203 | 6963 | 1.6 x 10*
N.P. 1.50 5.31 11.4 33.9 36.0

4.43 ERMIBRIRVICEBERTTAR— N EBDOFHE

FHMBDIEH E EFAR—>3 Y | T4 NVEERZE(L S BB OIERR L HRHME
DIEEY L, BAAAEEZNHLEZETLDRY 5 v F 06 DEETOREN T
REZ LIRS 5.

BR KT Xty FTCOEBRMRZR42ITRT. IRTOT—Xty b+, 7
TANI NG A =RIZBWT, A= {LDAZFIHT % Sparse DPSGD 1K Z >
MDA ERET 2 RGP & B L T LSG 2 d EWIHRER RS Z L DR X
2. R=ZA7A4 VTIHRDBEBWVEREEZRLZ RGP KL TH, AT % EEDOME
REM B R ON7z. 444D HEDIRLICRZHD, KT v 7l Ro8—=2{b ¥
LODPIEFTIERL, M TE2IEDREFTTITANRN=NEFITENMTHS Z b
»n5.

Bl ME Y LT, LSG D RGP ZR— 2 28— 2L L THREREL T3 —
HT, ARX=2{DAHZHHT 2 & ixd Hiliiz DPSGD & h HREDVENT 220D
A RZT STz, ZAIRITEAAARE DT X — 2SR/ TR D
7% {, Sparse DPSGD T & % A8 — Z{LBEINZE 2T n—T75T, LSGIZBIF B X
N= 2T R DOBR DL E Z &L (FY 7 r 2 REL) Lk Z2D T
A —=ZEHEE LTEMCE TV A5 EZ 605, ZOHEA»5 S, KK
TR RFTESOM T 2RZ 2 X v 0T 4 —DEHEELF X 5.

] 4.5 1% CIFAR10 7— &t v M TOFEERZRT. FEEITIEER (%) THD,
TIANINRTIX—Z% e=68,0=10° ICEELEZ LTIV 7 r 22—
Trizlay bLTWS., BRIV 7T ICR 2, FEOHHEREETIEZ 8 —2{bD
MIRDDED BN n—7T, FEPECITEN TR =22 A7 5 DE
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BEDF ELTWA Z bbb, ZHUE, RZT7vF2roDFEHDOFHEE L THEA
IV RLBRETYHEL TW3 729, H2EEFEIHED F CTEADMENEL E
EHEY LTHHAT 2 2 -2{LICEHARBHRPEONRVIEPFERREEZEZ 5N
5. FEPEDITENTEHERANRI XA =R EEETRO AT X —=ZBXHlXN b X
D, MR U THBIEIAR-ZLTEHETRWAAIX-XDHEHEEHL L
THEEDRRELTWR e EZ LN, ZOHRDS, FHUIARMEIE R — 2%
THORNZ e THEEERESYE, HIRRAL LA =22 HMT S, b LLIF
REIWCAN=2AM " EITF TV e TRENZEREZNEST 2208 EZIoND
B, ZTHhESHOFEL T 5.

# 4.2: WRN16-4 TOET =Xty P DEEREHE AT DEGT 54 X— MEEHD
i, ST ANINRT R =R« BEI VI ZORFIREOEMRE (%) BRL,
KFDDDIIEZETTANTRETRDRATHEN L E2RT. FHIINOEIZSEL

ZRT. N.P. OffilE [32) DfEICHES L.
(a) CIFAR10 7 — &+t v N TD 10 7 5 A5 X 2 7 DIEfRR

Method e=0.8 e=1.7 e=3.3 €e=16.8
LSG 47.4 (0.3) | 53.6 (0.1) | 60.5 (0.0) | 66.7 (0.4)
RGP 45.4 (0.8) | 53.6 (0.3) | 59.8 (0.7) | 65.8 (0.5)
Sparse DPSGD || 37.4 (0.2) | 41.8 (0.6) | 47.8 (0.2) | 57.3 (0.0)
DPSGD 38.4 (0.1) | 43.1 (0.3) | 48.6 (0.2) | 57.9 (0.3)
N.P. 93.3
(b) SVHN F— &+t v N TD 10 7 T AKX X 7 DIEfRR

Method e=0.8 e=1.7 €e=3.3 €e=0.8
LSG 81.0 (1.6) | 86.3 (0.1) | 89.7 (0.1) | 91.9 (0.1)
RGP 78.7 (1.6) | 85.6 (0.1) | 83.3 (1.7) | 91.2 (0.1)
Sparse DPSGD || 55.3 (6.2) | 73.0 (11) | 82.4 (1.1) | 88.3 (0.1)
DPSGD 56.4 (17) | 74.7 (1.3) | 82.4 (0.1) | 88.4 (0.0)
N.P. 97.2
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r=8, p=0

——————— r=8, p=0.1

60 r=8, p=0.3

--— r=8, p=0.5

— r=8, p=0.7

= 50- r=32, p=0
- ] e r=32, p=0.1
© - r=32,p=03
0 401 ———- r=32, p=0.5
g —— r=32,p=0.7

102

4.5: WRN16-4 T CIFARI0 7—&t v b % 200 TRy 7 %2577 4 N— pFE

L7zt EDIEMRR (%) OB E S > 7 r b 2= p T I T 2. FL@

WBRICLZ 2%, FUDRAZ A NVIEFET R = AEZ2 RS, i 0WIEE 28— 2

PRV, p=0D RGP %, p> 0D LSGCERT. TI7ANIRIFIX=RIFITANRT
€e=680=10°Th3.

4.4.4 BASENEBRIRVICEZDERTZFAR— LT 71 Fa—
= > O

FHMEDISH L EFAR—2a Y | TIANVRELZZLZBZIBOE R AT DIER
RrARAMOIEELE L, Attention BZFAHLZET VDI 74 ¥ F 2 —=V 7T
DIREI 72 ERE R L3 5 .

BRI BX R TOERBREREX 4.6 12133, LSGIERDMEDEHVR—2F 4
Y TH3 RGP LI LT, mK4%DMREN EAMER SNz, AT, RGP 2T
7% { SNF-DPSGD [33] 2y 28— 21D A% FIH L 7z Sparse DPSGD ¥ i LT
bURESH LELTWE 2, KTV 7EME ZRR=2{LE S B0 72T TlER
, MM TBIEDEDNTITAR= IV ELHIENTHLZ bbb, %/, Zh
LOFERND, —a2—FNFy NI =T NRTXA—=XPREMNET > 7L 23—
2MEFEL, CNHEEHTZ2IETDPSGD D27V vy ¥y 7l /) A4 XINEDE
RO LIEEEZOLNS.

RAZ DX DMPVEERY LT, SST-2 ZRAZRQNLI XA DT T4 Ny
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BREEDSEI W — X C RGP & R L THSE, b L IFMEREME RS % 7 — A5 HEdR
ENTz. ZV 9BV I A X CRER T —XOSREIFIIEE SN TWS 79D,
TIANTEERE NS — A TIE ) A ZDGHPRELL BoTWb., ThEHEx
By, Ko > 7RI TAS— 2T X B HEFHR T X — ZHEEITS 2 &
WED, EFFENEZRRTAXA =R INRVRT XA =RDTeHENRKREL2D, /414X
DB FICETNLVDRBEINEL T LE oI eAFRREEZIONS.

4.45 BS>IMEZN—AEOHAICEET 358

FHMADIBHE EFR—23 > I TIANIRI XX EHEEL, BETHEDONA
NRTGR=RTHDBT7V T r 8 A=A p 2ZLX VRO BARFIENE X 2 &
DIEERN S, THHDNRT X —XDIFREVEERT 3.

2B, RiLDRTRX—ZLDIANE 444THEFRICRETH 5.

BRI cZEEL, V7 r e A=A p ZELI B ZDEXR T DESD
TIAR=FI T 7 A4V Fa—=V TORRER AIITIRT. Xh/phE2ws v rk
EIDREVZANS=ZEp IF LD FEFNRARIA—ZZHIBT 2 e 2 EKRT 5. %
72, 77 r= full T REFRIA L WG ORERE /RS, BRC 4.4.4 THORS
BTHBRZ X912, KT > 7y 28— LD X b EERm LT3 2 &
DHER XNz, — T CRUIRICEFNR AT X =X BEHINT % & 5 &GS (hawn
Y7 r E REVWRSR=2M p ZFEIRICGEIRT 2 X 5 RI5E), WICHENKTT
BHEADTER I N, ZHUX, BFINRAT X —XBOHESE 7V vy 7/ 4
ZDFEEWS U THRER LICHF 532~ T, 2B CRERARTXA—ZPREL
P e MR T2 ZHITEVSI FL—FF 72X 33bDEEZHNS. ZDF
L— A7, #3727 A=A EEIR L8 2 12HRD BRWHEREZRL T
Wb ZehobfERINS. FIOBRLE LT, OBV RI X=X RE IR0
B, V7 r FREAAA=REp OWTIrEREE L THERL THMA DT X —
REMABTDLERRE ZXRBOMRZEOLNZ EIEFIRORVWZ DS B2
1358 43aT, r=full ZEE L THRDRERV p EHERTE p=0 225D, FEFRIC
W p=05(r=8) AREML72). ZDZriE, Fv7LA—AMDORETEIX
B HIJER T X — Z BT TIEEREOMEMEIRE &3, EAHLICE LY THEYIR S
YO ANR—AMERET 2REDDH D e RBINS. WY v 28—
2O R ERRITSHOFEL T 5.
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= 861
== N.P. (=94.8)
—e— LSG
921 RGP 841
= 90{ —— Sparse DPSGD// =
S 4| — DPSGD | e N.P. (=92.8)
> > 827 —e— LSG
© g6 © RGP
0 3 —-— Sparse DPSGD
S 84 S 801 P
< < —— DPSGD
82
80 - / 601 7/7"
78 4
12 16 33 6.5 12 16 33 65
Epsilon Epsilon
(a) SST-2 (b) QNLI
821
801
841
781
el T N.P. (=91.9) _716{ N.P. (=87.6)
& —e— LSG R 741 —o— LSG
RGP
> RGP > 75 |
801 72
§ —— Sparse DPSGD | E —=— Sparse DPSGD L
3 —— DPSGD 3 501 —+— DPSGD
g g 481
721
461
701 44
421
0.9 17 34 6.7 0.9 17 34 6.7
Epsilon Epsilon
(c) QQP (d) MNLI

X1 4.6: GLUE XY F~v—2712& % RoBERTa ETVDEDFT T FTARN= T 74~

Fa—= VDM, TIANIRTA =K e BELI B EOETEDIE#E

R (%) 2T, 2B, NP OEE 77 oOWEICE L. WOPDORTIERPT
DD NP ZEBELTNS.
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£ 4.3: GLUERYF ¥ —212&k % RoBERTa ETIVDES T IAR— T 74 >
Fa—= VDM, TIANINRTRX =K e REEL, TVTrEAN—2Mp
REZE L ZORTEDEMR (%) 2R, KFDDBDIFEXRAT THRD A
aA7RENI e E2RT. FEIMNOHEIZTEHZRT. p>0Ar < 8D LSG Z,
p=0Ar<8MRGP %, full » Sparse DPSGD %3 J.

(a) SST-2, € = 3.3

Rank r
2 4 8 full
L 0841 879(01) 883(0.5) 8L0(0.1)
Z 0.1 87.3(0.2) 88.6(0.3) 89.0 (0.6) 80.9 (0.3)
§ 0.3 | 88.3 (0.5) 89.6 (0.1) 89.9 (0.2) 80.5 (0.0)
705894 (0.1) 898 (0.1) 90.4 (0.2) 80.3 (0.1)
(b) QQP, ¢ = 3.4
Rank r
2 4 8 full
L 0] 828(01) 828(0.1) 831(0.2) 71.1(0.6)
Z 0.1 83.3(0.0) 83.3(0.1) 83.3(0.2) 7L2(0.1)
§* 0.3 | 83.9 (0.0) 83.7(0.0) 83.8 (0.0) 71.7 (0.1)
" 05 838 (0.0) 83.6(02) 83.6(0.0) 715 (0.2)
45 HBHDIC

ARKETIE, =2—I3xy T =TI RFTRX=RDIKT VI 28— 2 MHI2HD
XHHNRART X=X EHWYNGBIRT 228 T, Z0 T 74T EHz LERAED
BWET VR ERT2PEFIEERE L. BB I BETRELFE Y %
Hwiehh—=74 FV 71 #EERAN e TS, 77— 2o E#E iz Tr o4
NODREREFTZ., 229 PR, FrRALRNLEVWSZZa—F LRy
= DA ORBICESWLBEERZERT LI LT, TNETHMAIT
HolAKT Y I AR—ZAEDOMRAZER L. EEEZITV, BRARET LN
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i, RRATRYEARR -V TiHiLize 25, K V7 2= EH &0
U EFA LT LR LR X . REBFREZERN KT >~
JEMFIRIK S RN, SHBEDTT 74 R= VN EEDIDDHRIKT ¥ 7k
PIFEPREINBICX, B2 EREM EANOEMIRFTE 5.

— /7T 44 HiOBEFEFHE, O, IREFEOMRZRARAEET 27012137 ~
I ANR—AMDHBEPBRETH L Z e DR INTz. T —RPXRXZITL->TiH
U RIRXR—=ZDBE RS, ZOMBHLRERNSHBROBETHS. £z,
W) 72 2= Z T E RS K o TR 2 A[REtE bR S Nz Tz, o= 1%
EEIICE X B b EZONS.
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E£5E iEm

5.1 XFHAEDXF L

AIFFETIE, EHLRAF —<2F O KRR T — XM O E#H b e 75 4 NS RE
DEHREHIE L. FT—2UHEHOEERLE WS BETIEX, BFEO T — XU 2 E
W, WThD7 Tue—FIZbRELFETIZePHoND2I—T 1 F VT 14
ECMIIN 2 EMNICIEEL, (B2 %) mdlrofEzm ELxEsZ L, (B3 H)
MR A X —< 2O R —2icd2 28, t WS 2BRETH—T 145V
T4 HEFEORBICI DA, 7T 74 NREL WS EATIE, BERE
BTHEERTITANTEVSEMICEHL, 48| B2E) 2 (B3FE) IHE
HAIRER 72297 7 T A4 N— M ERFRICH D AT,

B2 BTIE, KT - 2B oERILD=0, R TEELI—T1FV
TAMWEFELRE L., h—T 4 FV T o HE IR E SN ml- 37—
APT —ZR—= AN ET 202 MET HRXATTHE. A—T4F VT4
HEZWET LT, KELDIT22o007 Fu—FTF— ZINBE#RIC E R
T5. 1D T —ER—RARATLDIIZVX T T4 <AV TORHTHS. H—
T4 F VT A WEOHRERR EXBZILT, 22U T T4~ AKX D#EY R
FITT 7V EBEIRTE S K51k, R LTl =) L% @#b T %
3. b5 127 VB TORBETHS. H—T 1 F VT 4 HEEDERITS
TR —BF 280 BRIk D 2 B FfliTH D, Z DD 7 =V AL
HMOFVIT4 7 LT HVWLENE., 2D, H—T 4 F VT 4 HEDMHHEE
] EEE 2 28T, MRICEEEIBEZR WILE T E®E  SFEE LA R EET D
5. BEOH—F 4 F VU T 4 HEFEIOTREMR T —XICZSORWMER
BLIEDHEEMEREEW [13], Fa—=V ZDRR#ER T X —XITKIFL TV EH
DR ELSHEMREDNRE LRV 23] EWo RN D 2. IBETFIETIETFT—X
DR ZIZ B T-DICEBFEEFM D 1 D TH % Denoising Autoencoder IZ{EH L
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7z. Denoising Autoencoder ZNX— 12, (EEDEBHEZFMFITEREDBED 71 %
HEETE 2 XD, 835, ZAUC K EINRIETOHEGRATREE 22 D, &5
Re LTEENEDE VI —T 4 F VT 4 HEEEFEHL 7.

B 3ETIE, HMRAF—<E2FOoT7 —XWED-0, 2 ETRE L EEH
EREBBRHT 2 TR = IAREEI—T 4 FV T A HEEFEEREL
2. #MiEA—T 4 F VT A HELZIHMEZFZMFRCEI—T 41 F VT4 HETD
5. JIVETT 4 <A FOEREOF THRIUCEE r XN 2GS IEfRE L THIH X
N5, WEEERELEEEOEENZ VIR I NS 20, FIAF—<P 4 X
MWREWT—XTHEFIIRS., 20120, I—T4F)V T #EICES 74T
T4 RAFORE (F—RUBEEH ) YWD E T, FRCAHRBEZ F—< T
EBH—T 4TV TAMEPEELRD. #EH—T 4 F VT4 HEEIEEREZ RS
TH2b0D, BIFOA—T 4 FV 7 4 #HEFEIIHEEHERER AR ¥ —< D
SIS EREDR . BETFETIE, AF—<OMEICES K RERSE 2TV,
HXNIRF = T ICEEHEREYE T 5. BEEHEROWS 7— 71K
AR A1 TH 2720, AF—<H A XHHEZTH/NEIBREEHEE ST
EMREZHETE 5. FEROBEHERMIIMITD 3 72D T X TUHHNFEED
A[RETH 25— )7 T, HimFIEEHEERMECHRERZHAMNE T 2 2 L TEEHE
RENCE 2 HEEEZER LM ELFTHB TS, 72V T T4 ~vA P TRDOLND &
D i/ NI 7 VST A HEEERESE VW E WO RBb B D, EFIIC ) A4
TT4RATEE L7 ) WWEERED M L2 HERE L 7.

FATTIE, F28E, BIRTHRBLEI—T 4 FV 7 4 HEEFIRICHEH A RE
BN T T AR— NERFERRR L. A7 D)V IEEED T 54 NS RE L
LT, ifAlREEEICED S REEDIETH 22D T 7ANVICER L. FE
YHRTEDTIANTEHEBT 2FHEL LTI DPSGD [31] BIALFHISNTWVWS.
DPSGD &, F#HFHCABOHIRE 2 4 XBEZ{T5 2 T, MR L THELNS
ETNMIEDESIBRMEOHELTDED T 7ANIC L2 EEEPHEEING. —
7T DPSGD TH¥E L7, ABOHIRE 7 4 ROFETETAARDEH
T B ZXEEDEET L THUIZDONFERE) REJENT 2 efoh
TW3. ZOMBEZWNET 270, BEHFNRAT X —ZPZHIRT 22T, &%
WriEe 3 e ARAMEZRET 2MEFELD S 32,33, LrLEDS, BE
FRETHATE TV AIIEEEAREN R b O [ATNZR D DD W hh & RER
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T, AAtOWEDL /NI, BRFIETE, Z2—I2y FT—=T 57 A—-&ZD
2ODIRMICIERL, #2774 Tk s et AREOMN ZM 7. ¢
7 A =R Z2THe LT, REBIVTTRMEZRZ 2701287 > 7E8%E, RE
TRMEZRZ Z27DIA=2EITS. IOoIED, BeEEEEL T kL
HEEZVy By IR A AOZE 2R L CHEHNEZA LX k. HEICH 3 =P
—RIVZLEIREEE X R 7 Bk e B IR THRAMEOUEE ZHEER L 7.

5.2 SEDEZE

AT TIIEARN P O R EREM 2R E L. SRR U EH5Z T o
MAPHEALICRE 22 EICOH e PEZ NS, FrcERLAI T
o TWAHHEERFEIILLTD4KTH 5.

I DOHE T —ZR—ZAEHFAONIGTH 5. T—RIZEFHBTHLNL S L, HAK
F—RDOHIEAT 2. —EFEHLEZETFALETTE, WInEHLET— &
DRME T —=RRN=ZAND T — XD MICTeHEPEEh, HEEEIKRTT 5.
ZDD, TROBEIIBIET 22DDA > 7V XY XVIEEEGE bHLL
WBETNLVDANRZFIEEZHI T E2HENDH L. FEIRNZHLELT, 7—4X0D
BEIICIEHIBRDE D2 WS Ze b iFons. HEEFEETOBMT —&XD%Y

(Continual Learning) [100, 101,102, 103] X ELEITRTE D HEA T W B 03, —E¥E L
77— R ZHIBR, DOFDZHEDAT X=X THREL TV AER> S RH X 5751k
(Unlearning) [104, 105,106, 107] i3FER ETHIFIZZ V. @EOTF —Z X=X X

7T LTI I EL DANATON S HIFRE & D X 5 ICHBLY % 3 IEH I EE R 3R E
EEZDLND.

2 DHIEE 3 HORERORHZ A L -ME T RE 7 L3V X LADHFETD
5. BRFIRE, MEI—T 1+ FV T4 ELRTTILDZ L, ZORKRTOH
THBAEE N —T 4 F VT A DBHEETE D L WO R D o 7. FiEEREIZT
HRBRNcITON S 720, FRT—2Z2HBAH LA —T 4 7V T4 HENHHT
HBEZAOND. TZEDHI—T 4 F VT4 HEEIR FEMHITE, MR L
T2 T VR OREMESIFTE 5.

3OBBEAYV Y 7Y DA DEM Y =V ILEADIGHTH 2. AWFEH TR
W7 ZVIFIAY Y P22 DAEHR>TWe, LrLAEDYS, EH LTI
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BV, 17TV, Z—Tr TV kkkLx RENTEE L O CHER
ENb. T—ROMOEEETIIFE3IETERTETWVWEYD, SRIIZDT—X
DAL T VIHIGTE 2 & 5 RHERTFIRE T3 208 H 5.

4 O3 =T 4 F VT A HECFLLAEED T F7AXR=- N EHTH 5.
HABIZ T =T 4 F VT A HERHEHHTES2E20 774 XR=- Y ERFER
RELED, Z2LOEEEEETVICHIC LN RZD DO TH 5. 5 2 =,
HIBTIRBELEETNVEANT —ZXO—HIIR 72 L TT—XD0H
BT DOE o ZZTHHLTWEDIIEANT —X D7 H 715 H
P(Ay, .. A | Aisrs . AL (E P(AL . A) TH B0, 1 AT —X225E60
ZIEMEBAFTML, 27V v B I7R A ZMEBRENCR>TWEIEREZS
N5, ZOXIBRETNVEERORHMEZERT 2 Z LT, 87 X —=ZHHIFRUND
7T —FTCEDTTITAR=IEI—=T A F VT A HEEZHET L IEDREZID
nb.
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B AT

A DZITICH T D, 50 4 20 S ELRTFE, 2 L THRERIREOED
HT6HFPIIODLDIEEHE L L THENESCHEANDHZEWTICHET S Z
FEEZHD £ L BREEIR CHESBR#HZH L LIF %3, Wic, HaRkLx R i
ROLEYRZEZEHD £ Uk RBEBCHEZIRZ, BIMEEIR, 14 REMBHE
WRSEHZH L LITEd. KigXOF4BEZHICHEL, Bl Tk Znik
LINE #R:\2=#t Data Science 2 > % —, ML Privacy — & @fGEK, V2 vE 2R
AR IWICELHILFL ETET. ARXOWEIZHI-DZLOEERIYEEHD
F L7z KBRKRZEREEBEEMEI LR~ L F X 7 4 7 T BN JFEIEHER, IR
AR DX DB L BT ET. #@E, FEEEEZELT, 2L oMK%
B D F LI RIRKRFZRZBEREIEH AR~ L F X 7 4 7 THHIN MEERIHT
MTRRZBIZ DX DEHBAL BT %,

KIRKZRZBEE R EZR AR~V F X T 4 7 THRERYE v 77 — X T HFH
BFEMFLEICFIE LT 6 2@ 3HTHAEV, WIS 28m72 0 TR M
IR EWZBNEE o T2V st - [ - REOHERICH BRI L £ 7.

RIZ, TNETO#ER, 2L THELRIIFEAOELZEITRIEHEL, B2
TR MR N2 E LR IEE RNTERHR L ET.
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