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Graphs appear everywhere in many application domains such as web page links, social networks
computer vision, and gene expressions.Graph processing attracts broad attention and. node
classification is one of the hottest topics in the graph machine learning field. Machine Learning
(ML) methods including Graph Neural Networks (GNNs) are powerful tcols for node classification.
However, to apply such ML methods to practical applications, several issues remain: hardly
leveraging class structure, limited scalability, no comprehensive evaluation, limited data types,
limited support for time-series of graphs, and no general-purpose pre~trained models.

The first three limitations regarding effectiveness, scalability, and evaluation are fundamental to
all the limitations since basic techniques and frameworks which address the three limitations can be
extended to more complicated and practical settings, i.e., graphs with multiple node/edge types
and/or time-series information.As for general-purpose pre-trained models, effectiveness,
scalability, and evaluation are essential to ensure the model capability, adequate learning within a
reasonable time, and the generalizability of the model, respectively. In this sense, overcoming the
effectiveness, scalability, and evaluation limitations will be beneficial in overcoming the other
limitations

Hence, we addressed these three limitations in this thesis,

This thesis consists of five chapters. First, we describe the research background and discuss prior
research works and their limitations in Chapter 1, In Chapter 2, we consider the clustering problem
of attributed graphs in which we need to leverage the class structure, i.e., the relationship
between the classes, attributes, and topology, in order to achieve high—quality performance.’ Note
that graph clustering can be regarded as unsupervised node classification by assuming that nodes
with the same label form a community. Our challenge is how we design an effective clustering method
that captures the complicated relationship between the topology and the attributes in real-world
graphs. We propose NAGC, a new attributed graph clustering method that bridges the attribute space
and the topology space. The feature of NAGC is two—fold; 1) NAGC learns a projection function
between the topology space and the attribute space so as ta capture their complicated relationship,
and 2) NAGC leverages the positive unlabeled learning to take the effect of partially observed
positive edges inte the cluster assignment. We conducted experiments extensively to validate that
NAGC performs higher than or comparable to prior arts regirding the clustering quality.

In Chapter 3, we propose a framework that automatically transforms non-scalable GNNs into
precomputation—based GNNs which are efficient and scalable for large-scale graphs. The advantages of
our framework are two-fold; 1) it transforms various non-scalable GNNs to scalable ones so that the
transformed ones scale well to large-scale graphs by separating local feature aggregation from
weight learning in their graph convelution, 2} it efficiently executes precomputation on GPU for
large-scale graphs by decompesing their edges into small disjoint and balanced sets. Through
extensive experiments with large-scale graphs, we demonsirate that the transformed GNNs run faster
in training time than the original GNNs while achieving competitive accuracy to the state—of-the-art
GNNs, Consequently, our transformation framework provides simple and efficient baselines for future
research on scalable GNNs. \ ,
In Chaptéer 4, we propose an evaluation framework using synthetic graphs for graph machine learning
methods. First, we propese GenCAT, an attributed graph generator for controlling those
relationships, which has the following advantages; 1) GenCAT generates graphs with user-specified
node degrees and flexibly controls the relationship between nodes and labels by incorporating the
connection proportion for each node to classes. 2) Generated attribute values follow user—specified
distributions, and users can flexibly control the correlation between the attributes and labels. 3}
Graph generation scales linearly to the number of edges,GenCAT is the first generator to support all
three of these practical features. Through extensive experiments, we demonstrate that GenCAT can
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efficiently generate high-quality complex attributed graphs with user-controlled relationships ]
between labels, attributes, and topology.Second, we conduct extensive experiments with a synthetic
graph generator that can generate graphs having controlled characteristics for fine—grainead
analysis. OQur empirical studies clarify the strengths and weaknesses of GNNs from four major
characteristics of real-world graphs with the class labels of nodes, i.e., 1) class size
distributions (balanced vs. imbalanced), 2) edge connection proportions between classes (homophilic
vs, heterophilic), 3) attribute values (biased vs. random}, and 4) graph sizes (small vs. large). In
addition, to foster future research on GNNs, we publicly release our codebase that allows users to
evaluate various GNNs with various graphs. We hope this work offers interesting insights for future
research. ‘

Finally, Chapter B summarizes this thesis and discusses our future work
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