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Chapter 1

Introduction

Throughout this thesis, we write dy := 0, = 9/0t, O := 0/0xy, for 1 < k <
d, and the d’Alembertian as [J, := 97 — c>A with a positive constant c. This
constant c is called the propagation speed. We simply write [1; as [.

The (free) wave equation O.u = 0 and the (free) Klein-Gordon equation
(O + m?)u = 0 with m > 0 are two typical examples of hyperbolic partial
differential equations. In this thesis, we consider two types of systems of
semilinear hyperbolic equations involving the wave equations.

The first one is a coupled system of nonlinear wave and Klein-Gordon
equations. To give details, for any N > 0, we assume

mj >0for1<j< Ny and mj =0for Ng+1<j<N (1.1)

with some Ny € {0,1,...,N}. Let u = (uj)1<j<n be an R¥-valued unknown
function of (¢,z) € (0,00) x R%. We write u = (v, w) with

v = (vj)1<j<Ny = (Uj)1<j<Ngs W = (Wj)No+1<j<N = (Uj)Ng+1<j<n- (1.2)

When Ny = 0 (resp. Ng = N), (1.1) and (1.2) are understood as m; = 0
and w; = u; (resp. m; > 0 and v; = u;) for 1 < j < N. We call v; the
Klein-Gordon component, and w; as the wave component. Now we would
like to present the first coupled system:

(O+ m3)u; = Fj(v,0u) in (0,00) x RL1<j <N, (1.3)

where Ou = (O,u)o<q<d- The reason why F; depends on (v,dv) and dw but
not on w itself will be described later in this chapter. We always suppose
that F' = (Fj)1<j<n, and each Fj is a homogeneous polynomial of degree p
in its arguments.

The second one is a system of semilinear wave equations with multiple
propagation speeds:

Oe,ul = FI(Ou) in (0,00) x RE1<T<P, (1.4)



where © = (ul)lglgp,ul = (uf)lngNz,Nl +---+ NP =N, and
0<cp<ca<---<cp. (1.5)

We put F' = (Fl)lgjgp, and each component of F! is supposed to be a
homogeneous polynomial of degree p in its arguments.

We are interested in the Cauchy problem of the above two types of sys-
tems with small, smooth and compactly supported initial data. Therefore,
we prescribe the initial condition by

u(0,z) =ef(x), Owu(0,z)=cg(x), z eRY, (1.6)

where f, g are Cg°-functions and ¢ is a small positive parameter.

The system (1.3) with Ny = 0, and the system (1.4) with P = 1 and
c¢1 = 1 are none other than a system of semilinear wave equations with a
single propagation speed 1, that is

Ou = F(du), (t,z) € (0,00) x RY, (1.7)

where u = (u;)1<j<y is an R¥-valued unknown, and each component of
F' is a homogeneous polynomial of degree p in its arguments. We firstly
summarize the known results for this simpler system. It is well known that
this system has a unique local solution in C*°([0,T) x R?) with some T > 0
for each C§°-data. The lifespan is the supremum of such existence time T
for the solution u. The solution w is called the global solution if its lifespan
is equal to oco. If we consider the initial condition (1.6), then it is known
that the lifespan becomes longer as £ becomes smaller. However, no matter
how small ¢ is, the lifespan for the case F(Ou) = (9yu)@t1/(4=1) stays finite
for d = 2,3 unless f = g = 0 (see [11, 22]). Now a natural question arises:
When does a global solution exist for small initial data? The properties of
the solutions to the free wave equation Cu™ = 0 provide a clue to solving
this question. A solution u* to Ou' = 0 is called a free solution in the
sequel. A free solution u™ with compactly supported data enjoys a decay
estimate

07wt (t,2)| < Ce(1+t 4 |o]) @ D2 (1 4 [¢ — o [) 112

for any multi-index o = (ap, a1, ..., oq), where 0% = 93°97" --- 93¢, Fur-
thermore, by the energy identity, we also have

10w (t)[l 2 = |0u™ ()] 2 < o0,

ool = ( [ lott.2)as ) "

where



for a function ¢ = ¢(t,x). Another clue is the energy inequality for the
inhomogeneous wave equation Du(t, z) = ®(¢, ), that is

[0u®)]| 2 < |0u(0)] 2 +/O [@(T)l|z2dr, €0, T).

If we consider the nonlinear case (1.7), the integrability of || F'(Ou)(t)|| ;2 on
(0, 00) is an important factor. Indeed, when the initial data is small enough,
we may expect the solution u of (1.7) to behave similarly to the free solution
u™. Then, we can get

IF(0u)(t)l| 2 < C sup [Qu(t, z)[P~H|Ou(t)|| 2 < C(1+ ¢)~ P12,
zeRd

Hence we may expect that there exists a unique global solution to (1.7) if
(p—1)(d —1)/2 > 1. This expectation was resolved by Klainerman [42] in
the following way: If d > 2 and p is an integer with

p—1(d-1)/2>1, (1.8)

then the small data global existence (which we refer as SDGE in what fol-
lows) holds for (1.7) with (1.6); namely, for any f,g € C5°(R%), there is a
positive constant £g such that the Cauchy problem (1.7) with (1.6) admits
a unique classical global solution u € C"O([O, 00) X ]Rd) for any € € (0, ).
Note that (1.8) is satisfied for any p > 2 when d > 4. (1.8) is also satisfied
for p > 3 when d = 3, and for p > 4 when d = 2; however it is violated for
(d,p) = (3,2) and (d,p) = (2,3) as we have (p —1)(d — 1)/2 = 1. These are
critical cases, as (p — 1)(d — 1)/2 = 1 is equivalent to p = (d + 1)/(d — 1),
and SDGE fails for F = (9yu)@t1/(@=1) for d = 2,3, as we have mentioned
before.
We are interested in these critical cases, and we always assume

(d,p) = (3,2) or (2,3) (1.9)

from now on. Concerning SDGE for the critical cases, Klainerman showed
SDGE for (d,p) = (3,2) under a certain condition called the null condition
in [44] (see also Christodoulou [9]). Its counterpart for the case (d, p) = (2, 3)
was developed by Godin [11] and Hoshiga [16]. We do not go into details,
but the null condition for the subcritical case (d,p) = (2, 2) was also studied
by Alinhac [3]. To explain the null condition precisely, we write

F(0u) = F(0u, O1u,...,0qu),
and define the reduced nonlinearity F* by

Frd(w,Y) := F(=Y,w1Y,...,wgY)



for w = (wi,...,wg) € S and Y = (Vj)1<j<n € RY, where S9! denotes
the unit (d — 1)-sphere. In this notation, the null condition in [11, 44] is
given by

Frd(w,Y) =0, weSTLyeRY, (1.10)

Roughly speaking, the null condition guarantees that the critical nonlinear
terms with the slowest decay disappear. It is also known that global solutions
with small data under the null condition are asymptotically free; namely, for
a global solution u, there is a free solution u™ such that we have

. B + y —
Jim 9u(t) = 9u* (1) = 0.

We can also see that the difference between the initial data for u+ and that
for u is of order €P for small .
On the other hand, the following simple example

_ 3
{Dul =Gl € (0,00) X R,
DUQ = 0,

shows that the null condition is not a sufficient condition for SDGE, since
SDGE apparently holds for this system, but the null condition is violated.
Therefore, in order to be able to understand such a system, Lindblad-
Rodnianski [52] introduced the weak null condition for the three space di-
mensional case (but we can formulate a corresponding condition also for
the two space dimensional case in a similar fashion), and conjectured that
SDGE would be established under the weak null condition (see Chapter 2
for details). However, this conjecture has not yet been proved. Therefore,
sufficient conditions for SDGE, being related to but stronger than the weak
null condition, and yet weaker than the null condition, are widely studied.
Such conditions were introduced by Alinhac [4], Katayama [29], Katayama-
Matoba-Sunagawa [37] in three space dimensions, and by Hoshiga [19],
Katayama [27], Katayama-Murotani-Sunagawa [39], Katayama-Matsumura-
Sunagawa [38] and Kubo [48] in two space dimensions.

Here we present the conditions introduced in [37] and [38]. These condi-
tions can be unified to one condition, which we call the KMS condition after
the initials of the authors: There is H = H(w) € C(S?"1;SY) such that

(Y, H(w)FYw,Y))gy >0, weSTLYy eRY,

where Siv is the set of real symmetric positive-definite matrices of size N x N
and (-,-)gn denotes the standard inner product in RY. It is trivial to see
that the null condition implies the KMS condition. The KMS condition is
a generalization of the Agemi condition, which was proposed by Agemi in
the 1990s for single wave equations in two space dimensions, to three space



dimensions or systems. The KMS condition implies SDGE, and it is known
that there are various asymptotic behaviors to occur, differently from the
case of the null condition: Some solutions are asymptotically free, and the
others are not. Even if the solution is asymptotically free, the asymptotic
data can be away from the original data, and decay of the energy may also
occur for some nonlinearity. See Katayama [32, 33], Nishii-Sunagawa [54]
and Nishii-Sunagawa-Terashita [55] for the details.

Now we turn our attention to (1.3). Before proceeding to the general
case, we would like to mention another special casse of Ny = N; in this
case, (1.3) is exactly a system of semilinear Klein-Gordon equations, and
we would like to recall some known results. Thanks to the mass term m?,
solutions to the free Klein-Gordon equation have faster decay than those to
the free wave equation in a neighborhood of the light cone |z| = ¢. In fact,
the uniform decay rate for the solutions of the Klein-Gordon equation is
(1+ t)*d/ 2: however, differently from the case of wave equations, there is no
gain of decay away from the light cone. Moreover, the mass term enables the
energy inequality to control the L2-norm of the solution as well as that of
its derivatives (this is the reason why we allow the nonlinearity F' to depend
on v itself but not on w itself in (1.3)). Indeed, if we define

m2 5 1 9 1/2
ullem = (5 IOl + HloulE:)
then the energy inequality for the linear Klein-Gordon equation
(O + m2)u(t, z) = B(t, 2)

can be written in the form

rmmmmsmwmm+énwﬂmmﬁ

The critical pairs (d,p) = (3,2) and (d,p) = (2,3) for the wave equations
are super-critical for the Klein-Gordon equations because the uniform decay
rate is —d/2 and we have (p — 1)d/2 > 1 for these pairs. Indeed, it is
known that SDGE holds for these cases without any further restriction.
See Klainerman [43] and Shatah [57] for the three space dimensional case,
and Ozawa-Tsutaya-Tsutsumi [56] and Simon-Taflin [59] for the two space
dimensional case.

Now, we would like to recall the previous research about the case where
the system (1.3) is actually a coupled system of nonlinear wave and Klein-
Gordon equations (namely, the case 1 < Ny < N — 1). Since this coupled
system contains the wave equations, some additional condition like the null
condition is of course necessary to obtain SDGE when (d,p) = (3,2) or
(d,p) = (2,3). The difficulty in treating the null condition for this coupled
system is that fewer vector fields can be used than the case where the system



involves the wave equations alone. More precisely, Klainerman [44] proved
SDGE for systems of nonlinear wave equations satisfying the null condition
by the so-called vector field method. To be more precise, Klainerman used
the vector fields

S=to+x-V, L, =10 —tOk, Qi = x,.0; — 210k

for 1 < k,l < d, as well as the standard differentiation 9, for 0 < a < d. S'is
called the scaling operator, and Ly is called the Lorentz boost. Let [A, B] =
AB — BA be the commutator for operators A and B. An important point
is that we have a commutative property [, L] = [[0,Q] = [d,0.] = 0,
and that S is “almost” commutable with OJ in the sense that [0, S] = 20,
so that we have O(Su) = (S + 2)0u, on whose right-hand side S is replaced
by S+ 2, but this causes no serious problem. Klainerman used these vector
fields to obtain a weighted L'-L> decay estimate for the wave equations,
and to obtain an enhanced decay estimate for the nonlinearity satisfying the
null condition. For the Klein-Gordon equations, the vector fields Ly, £2;; and
O, still commute with 0+ m? for m > 0, but the scaling operator S is not
“almost” commutable with (1 + m?, as [0+ m?, S] = 20J. Klainerman [43]
developed the vector field method without S for the Klein-Gordon equations.
Therefore, in order to treat the coupled system of wave and Klein-Gordon
equations, our task is to establish a vector field method without S for the
wave equations.

For the three space dimensional case, a pioneering work was done by
Georgiev [12]. He introduced the strong null condition

Fred(w,Y) =0, weRY eRY

(notice that w € S? in the null condition for d = 3 is replaced by w € R?
here), and showed SDGE under the strong null condition by developing
a weighted L2-L™ decay estimate for wave equations which only requires
Ly, O, and 0,, as well as a corresponding estimate for the Klein-Gordon
equations, and an enhanced decay estimate without S for the nonlinearity
satisfying the strong null condition. Note that the result in [12] is quite
weaker than the previous results for the wave and Klein-Gordon equations
if we put Ng = 0 or Ny = N. Later, the required condition was extremely
relaxed by Katayama [28]. To explain his condition, we introduce some

notations: Let F J-(W) (Ow) be the nonlinear terms consisting of all the terms

depending only on Ow in Fj, and we set F\gy) = (FJ'(W))NO-‘rlSjSN‘ F\gy)
stands for the interaction between wave components in the wave equations
above. Writing

F\g\‘;v)(aw) = F\g\‘;’)(@tw, 1w, ..., 0qw),
we define the reduced nonlinearity for this system by

Fgd(w,Y) = FO(=Y, 1Y, ..., waY) (1.11)



for w = (wi,...,wq) € S¥ 1 and Y € RM with Ny = N — Np. In [28], SDGE
for (d,p) = (3,2) was proved by only assuming the null condition for £

that is
Frd(w,Y) =0, westlyeRrRM (1.12)

(if Ny = N, (1.12) coincides with (1.10)). Katayama used the weighted L°°-
L estimates for the wave equations, which only require €2;; and J,; he also
obtained an enhanced decay estimate for F&,N ) satisfying the null condition
without S by considering (¢ — |z|)0, instead of S (this idea comes from
the multiple-speed case which will be explained below); in order to treat

Fj(w) for 1 < 7 < Ny, the interaction between the wave components in the
nonlinearity for the Klein-Gordon components, some kind of transformation
was used to eliminate them. We also refer the reader to LeFloch-Ma [51] for
an alternative proof, where the hyperboloidal foliation method is used. The
counterpart of [28] for (d,p) = (2,3) was obtained by Aiguchi [2].

We finally review what is known about the systems (1.4) of semilinear
wave equations with multiple propagation speeds. In this case, as above,
fewer vector fields are available than the single speed case (1.7). This time,
the Lorentz boosts Ly are troublesome. €x; and 0, commute with [J. for any
¢ > 0, and the scaling operator S is “almost” commutable with [J. in the
sense that [[., S| = 20.; however Lj commutes with [J. only when ¢ = 1.
More precisely, a suitable Lorentz boost for (. is x0; + ctO, but it does
not commute with O if ¢ # c¢. Therefore, when considering this system,
we have to exclude the Lorentz boosts L.

The multiple-speed version of the null condition in two and three space
dimensions were introduced by Hoshiga-Kubo [20] and Yokoyama [62], re-
spectively, and they proved SDGE under this null condition. Roughly
speaking, the interactions between components with different speeds are
relatively small, as they propagate in different speeds and each component
decays faster in a region away from the corresponding light cone. Hence the
multiple-speed version of the null condition is a restriction on interactions
between the components with the same speed: Let *F!(du’) be the nonlin-
ear terms consisting of all the terms depending only on du! in F', and we

write
*Flou!) = *FL(ow!, o0u!, ... dqul).

*F! stands for the interactions between the components with the same speed.
We also define the reduced nonlinearity F!"°d by

FUedw, yh) = "Fl(—erY L w Y, waY ) (1.13)

for w = (wi,...,wq) € S and Y = (le)lgjng € RY'. In above nota-
tions, the multiple-speed version of the null condition can be expressed in



the form
Flredw, vy =0, wes™ LY eRY 1<I1<P  (114)

(observe that if P = 1 and ¢; = 1, then (1.14) is nothing but the null
condition(1.10)). They proved SDGE by developing weighted L°°-L> decay
estimates which only require i and 0,; they also succeeded to obtain
an enhanced decay estimate without the Lorentz boosts for *F! satisfying
the null condition, by considering (¢t — |z|)d, instead of the Lorentz boosts
(these vector field method without L, motivates that without S in [28]).
See Sideris-Tu [58], Sogge [60] and Hidano [14] for the alternative proof for
(d,p) = (3,2), where different kinds of the decay estimates are used; see
Katayama [30] for the asymptotic behavior of global solutions.

Our aim in this thesis is to relax the sufficient conditions for SDGE in
the cases of (1.3) and (1.4), in a similar manner to the case of the wave equa-
tions where weaker sufficient conditions than the null condition are known.
To be more precise, we will introduce conditions for the system (1.3) and
(1.4), which correspond to the KMS condition for (1.7), and prove SDGE
under these conditions. This is non-trivial because the scaling operator and
the Lorentz boosts are essentially used in [37, 38| to treat the KMS condi-
tion. This challenge is successful for the two space dimensional case, but
only partially resolved for the three space dimensional case due to technical
problems. In other words, additional conditions are needed for SDGE to
be valid in the three space dimensional case. We will also obtain results on
the asymptotic behavior under our conditions, subject to certain additional
conditions.

Remark 1. In this chapter, we have assumed that the nonlinear terms are
homogeneous polynomials of degree p, but in most cases, we can easily add
nonlinear terms of higher order than p. We also assumed that the nonlinear
terms do not depend on the unknown functions of the wave equation itself (u
for (1.7), w for (1.3), and each u! for (1.4)), but there are many results that
allow them to do so. We refer readers to Katayama [23, 24, 32] and Zha [63]
for the wave equations with a single speed, Katayama [25, 26], Katayama-
Yokoyama [40], Kubota-Yokoyama [50] and Metcalfe-Nakamura-Sogge [53]
for the multiple-speed case, and Katayama [31] for the wave-Klein-Gordon
case.

Remark 2. The question naturally arises as to what happens to systems of
wave and Klein-Gordon equations with multiple speeds; however, even sys-
tems of Klein-Gordon equations with multiple speeds are quite challenging
problems, and only few results are known. See Germain [10] for example.

10



Chapter 2

Main Results

In this chapter, we introduce the KMS conditions for the wave-Klein-Gordon
case (1.3) and multiple-speed case (1.4) in two and three space dimensions,
and present the main results under these conditions.

Recall that (d,p) is equal to (2,3) or (3,2), where d is the space dimen-
sion, and p is the degree of the nonlinear terms. Recall also the SJt is the
set of real symmetric positive-definite matrices of size N x N, and (-, ‘)z~
denotes the standard inner product in RY.

The SDGE part.

We firstly consider the wave-Klein-Gordon case (1.3). For this system, we
always suppose (1.1), and each F; = Fj(v,0u) is assumed to be a homo-
geneous polynomial of degree p in its arguments. The following is our first
condition.

Definition 2.1 (The KMS condition for the wave-Klein-Gordon case). We
say that the KMS condition for (1.3) is satisfied if there is H = H(w) €
C’(Sd_l;SiVl) such that

YV, Hw)FEY(w, Y ))gyy >0,  wesSt Ly eRM, (2.1)

where the reduced nonlinearity Figd(w,Y’) is given by (1.11).

Observe that this condition is weaker than the null condition (1.12) for

F\g\v,v ). Now we are in a position to state our main results for (1.3). The first
was obtained for the two space dimensional case.

Theorem 2.1. Let (d,p) = (2,3). We suppose that the KMS condition
for (1.3) is satisfied. Then, for any f,g € C(R%RY), we can take a
positive constant g such that there is a global smooth solution u = (v, w) in
[0,00) x R? to the Cauchy problem (1.3) with (1.6) for any ¢ € (0, o).

11



Example 1. For u = (v,w) with N = 2 and Ny = N; = 1, we consider a
System

{(D +m?)v = Fi(v,0u), (2.2)

Ow = Fy(v, 0u),

in (0,00) x R, where m > 0, F} and F» are homogeneous polynomials of
degree 3 in their arguments, and

FM (0w) = —c(8aw)* (0w) + (00) {(9w)? — (91w)? — (9aw)?}

for some ¢ > 0 and @ = 0,1,2. As F\S\V,V)(Gw) = FZ(W)(Bw) and Y = Y3, we
have

Fred(w,Y) = aw?Y3.

The null condition (1.12) for Fz(w) is violated unless ¢ = 0; however the KMS
condition is satisfied with H(w) being the identity matrix, as we have

(Y, F5d(w, Y))p = aw?¥Y? >0, weSh Y(=Y,) eR
for any ¢ > 0.

The next theorem is the three space dimensional version of the above the-
orem; however, as mentioned in the introduction, this case has not been com-
pletely resolved, and at the present time an additional condition is needed.
This is due to a lack of sufficient decay of the solution around the t-axis.
See Subsection 5.1 below for discussions.

Theorem 2.2. Let (d,p) = (3,2). We suppose that the KMS condition for
(1.3), and the following condition are fulfilled:

(A1) F = F(v,0u) is independent of dyw; in other words, F = F (v, v, Oyw)
with 8xw == (8kw)1§k§3.

Then, for any f,g € CSO(RS;RN), we can take a positive constant g such
that there is a global smooth solution u = (v,w) in [0,00) x R3 to the Cauchy
problem (1.3) with (1.6) for any € € (0,¢ep].

Remark 3. (1) In three space dimension, (2.1) is equivalent to
YV, Hw)FRY(w, Y))gy =0,  we S Y e RN, (2.3)
Indeed, since p = 2, the left-hand side of (2.1) is cubic in Y, and we get
~(V H(@) P (@, Y ))pm = (=Y, H(w) B (w0, =Y))gm >0,

which, together with (2.1), implies (2.3).
(2) Investigating the proof of the Theorem 2.2, we can add any nonlinearity

of order 3 that depends not only on v, dv, d,w, but also on dyw (see Remark
11 below).

12



Because of the additional assumption (A1), the above theorem is not an
extension of the previous result in [28]; however the following example shows
that Theorem 2.2 can cover some systems to which the previous result in
[28] is not applicable.

Example 2. Let v(= v1), w2, w3 be a real valued unknowns, and we consider
a system

(04 1)v = Fi(v, v, Ozw),
3

Owy = (Orws)(Gews) + Z Qri(wz, w3) + vGa(v, Ov, Oyw), (2.4)
k=1
Cws = —(81w2)(82w2) + UG3(U7 ava 8ww)

in (0,00) x R3, where w = (ws,w3), Fy is a homogeneous polynomial of
degree 2 in its argument, and G1, G2 are homogeneous polynomials of degree
1, while Qg(¢,v) is given by

Qui(¢, ) = (0x®)(01Y)) — (019) (Op)). (2.5)

In this case, F{;\?d(w,Y) = (WiwaYaY3, —w1wa ) for w = (wy,ws,ws3) € S
and Y = (Y,Y3) € R% (A1) is apparently satisfied. Since

(Y, g (w,Y))ge = Ya(wiw2YaY3) — Ya(wiwaY5) = 0,

the KMS condition is satisfied with H being the identity matrix. However,
the null condition is not satisfied as Figd(w, Y) # (0,0).

Next, we consider the multiple-speed case (1.4). We always assume (1.5),
and each component of F/ (Ou) is supposed to be a homogeneous polynomial
of degree p in its arguments. The following is our second condition.

Definition 2.2 (The KMS condition for the multiple-speed case). We say
that the KMS condition for (1.4) is satisfied if, for each 1 < I < P, there is
H! = #H! (W) € C(ST1; 8Y') such that

VLA W) FI (w0, Y ) g >0, wes™ Lyl eRY, (2.6)

where the reduced nonlinearity F7d(w,Y7) is defined by (1.13).

Observe that this condition is weaker than (1.14), the multiple-speed
version of the null condition.
As above, we first present the result for the two space dimensional case.

Theorem 2.3. Let (d,p) = (2,3). If the KMS condition for (1.4) is sat-
isfied, then for any f,g € C°(R%RY), there is a positive constant g such
that the Cauchy problem (1.4) with (1.6) admits a unique global solution
u € C®([0,00) x R%;RN), provided that € (0, ).
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Example 3. We write ¢ = Z/(JKL)#IH)(aauj)(abui()(acul ), if there

iKKLI
are some constants C’(;]gc such that

o= > 3> (0yuf ) (Oeut).

(J,K,L)#(I,1,I) j,k,l a,b,c

For the sake of readability, we write ul as v here. Let c1 and co be
different positive constants. Let v = (u(M,u(?)) with an R?-valued unknown
(2)
1

ul) = (ugl),ugl)) and a real-valued unknown u(® = u;. We consider a

semilinear system

anb duui2@ul)y + S (@eud)(Ouf) (i),

(J,K,L);é(l,l,l)

= Zoab (0aus") 2 (Dpu) + (Qut)) Dyl ) (Deu),
(J,K,L)#(1,1,1)

Oe,u® = —(atu@))?’ + (0u®) Q2 (u®, u®)

Y (@) @Ol @),

L (J,K,L)#(2,2,2)

in (0,00) x R%, where C,, are constants and QS(¢,) is given by

d
Q6(0, %) = (019)(O1)) — &> (0u) (Du). (2.7)
k=1
We suppose that
Z Copwiwy 20, w = (w1,ws) € S! with wy = —c¢1. (2.8)
a,b

Then, all the assumptions in Theorem 2.3 are fulfilled for this system, but
the null condition fails to hold, since we have

;red red
F! (w,Y(l)) Fl (w Y ZCabW W ( 1(Y(1))
with wyg = —c1, and F2*red(w,Y(2)) = (CQY( )) . Notice that we have

<}/(1)7f71,red>R2 and <Y(2),F2’red>R ( ) (Y(Z))4 0.

The theorem below was obtained for the three space dimensional case; as
in Theorem 2.2, it requires an additional condition at present time, because
of a lack of sufficient decay around the t-axis.

Theorem 2.4. Let (d,p) = (3,2). If the KMS condition for (1.4) and
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(A2) F depends only on Oyu, namely F' = F(0u)

are satisfied, then for any f,g € CSO(R?’;RN), there is a positive constant
go such that the Cauchy problem (1.4) with (1.6) admits a unique global
solution u € C®([0,00) x R RY), provided that ¢ € (0, .

Remark 4. (1) As before, in three space dimensions, (2.6) is equivalent to
VLA W) @, Y pr =0, weSLY eRY.  (29)

(2) We can add any nonlinearity of order 3 that depends not only on 0:u,
but also on d,u = (8ku)1gk§3.

Because of the additional condition (A2), Theorem 2.4 is not an exten-
sion of the previous result in [62], but, as the next example shows, it can
cover a certain system which cannot be treated in the previous result.

Example 4. As before, we write u(!) for v/ with I = 1,2 here. Let ¢; and
¢o be different positive constants. Let u(Y) be a real-valued unknown, and
u® = (u§2),ué2)) be an R2-valued unknown. We consider a system

Oe,u® = (@u(l))(Al@tul + A20uP) + GO (5,u@),
(2) 52))( ) + G( ) (8D, (2.10)
(2

DC2U1 ( tU
Oeus? = —(8ui?)? +G“<atu<1>>

in (0, 00) xR3, where u = (u™, u®) = (u¥, ug ), ug )) Ay, Ay are constants,
and GO, G?), GéZ) are homogeneous polynomials of degree 2 in their argu-
ments. For this system, (A2) is trivially satisfied. As FLred(w, Y1) =

0, F2,red(w’Y(2)) = (Y1(2)Y2(2), —(YI(Z))Q), we have
Y(l)FLred — <Y(2),F2,red>R2 — 0’

and the KMS condition is satisfied; however, the null condition is violated
as F2red £,

The asymptotic behavior part.

For z € R" with a natural number n, we use the notation (z) = /1 + |z|2.
(2) is equivalent to 1+ |z|, that is to say C~1(z) < 1+]z| < C(z) for z € R®
with some positive constant C. We use the following O-notation in the
sequel: Let E be a set, and ¢ = ¢(2),1 = ¥(z), and n = n(z) be functions
of z € E. We write

¢(2) = P(2) + O(n(2)),  z€E,
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if there is a universal positive constant C' such that we have

p(2) —¥(2)| < Cln(z)], z€E.

We refer to the above constant C' as the constant associated with O.

To describe the asymptotic behavior of solutions to (1.3) and (1.4) in a
unified way, we introduce some notations: Let n be an integer, ¢ = ¢(t, z)
be an R"-valued function of (t,z) € (0,00) x R, and let ¥ = ¥ (du) be
an R™-valued function whose components are homogeneous polynomials of
degree p in its arguments. Let ¢ > 0. Writing ¥(0¢) = ¥ (0o, 010, . .., 0qd),
we define

Ted (), Y) = 0w, Y e) = U(—cY,w1Y,...,wY), weS Y eR™
We suppose that there is H = H(w) € C(S%1;S;F) such that
(Y, H(w)U™Y(w, Y ))ge >0, weSHY eR™ (2.11)

Given an R™-valued function ¢ = (o, w), we write A = Alc, ¥; ¢|(t,0,w)
for the unique solution to the Cauchy problem

1

atA(ta g, U)) = _ﬁ

T (w, A(t, o,w);¢) (2.12)
for (t,0,w) € (1,00) x R x S¥! with the initial condition

A(l,o,w) = Y(o,w), (o,w) € R x S471, (2.13)

Under the condition (2.11), the Cauchy problem (2.12)—(2.13), which can be
viewed as an ODE system with parameters (o,w), admits a unique global
solution. Indeed, we have

1
O, HAYgn = (A, HOA)gn = —— (A, K™ (w, ) <0,

which leads to an a priori estimate |A(t, o,w)|? < Cly (o, w)|?, because there
is a positive constant Cp such that

1
5|Y|2 < (Y, H(W)Y)gn < Go|Y]?, we S 1Y eR™
0
When we consider (1.3), the system (2.12) with
c=1, n=Np, ¢ =w, ¥V(0w)= F\(zy)(aw)

(and thus ¥4 (w,Y) = F¢d(w,Y)) is called the reduced system associated
with (1.3), and we define

AlY(t, o,w) = A[L, FSY 4]t 0, w). (2.14)
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On the other hand, when (1.4) is considered, the systems (2.12) with
c=cr, n=N!, ¢p=ul, U(Ou) ="F(oul)

(and thus U4 (w,Y) = FIred(w,Y)) for 1 < T < P are called the reduced
systems associated with (1.4), and we put

Al[](t,0,w) = Aler, *FL)(t,o,w), 1<T<P. (2.15)

Observe that, in both cases, the KMS condition ensures (2.11). As we will
see later, the reduced system plays an important role in the derivation of
the asymptotic behavior, as well as in the proof of SDGE.

Remark 5. As for the system (1.7) of semilinear wave equations with the
single speed 1, its reduced system is (2.12) with ¢ = 1,n = N,¢ = u and
U(9u) = F(0u). We say that the weak null condition is satisfied for (1.7) if
there is a global solution to the reduced system (2.12) for small initial data
1 decaying sufficiently fast as |o] — co. The above observation shows the
the KMS condition implies the weak null condition.

Using the above notation, we first state a result for (1.3).

Theorem 2.5. Let (d,p) is equal to (2,3) or (3,2), and suppose that the
KMS condition for (1.3) holds; we also assume (A1) when (d,p) = (3,2).
Let k be a small positive number and u = (v,w) be the global solution to
(1.3) with (1.6). Let f,g € C(RELRY), and e be sufficiently small. Then
we have the following:

(1) The Klein-Gordon component v is asymptotically free; namely there
s the asymptotic data

(") = ((¢), ¥))) € HRER™) x ARG R™)

such that
Tim ([[0(8) = v+ (Ol ey + [900(8) — o (D)l pageay) = .
where v = (v +)1<]<N0 satisfies (O + m? ) = 0 with ( Otvj)(()) =

(gp;_,’l/J;_) for 1 < j < Ny. Moreover, we have

(f of) =elfig) +O)  in H' x L2

2) When (d,p) = (2,3), we assume either of the following conditions
or (B2) in addition:

(B1

(
(B1)

) (Y HW) B (@, Y))py =0, (w,Y) €St xRNV

)

(B2) Ny =1,
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where H is from the KMS condition. Then there is a function
¥ e LR x STHLRYY N L2(R x STHRM),

which depends on f, g, e, but is independent of the choice of k, such that the
wave component w enjoys

5 Ow(t, ) = wa AP (t, 7 — t,w) + 0(5@ FrY T (- r>“%1) (2.16)
for 0 < a <d, where A[Y](t,o,w) is given by (2.14), r = |z|, w = z/|x|, and
wo = —1. Moreover, we have

Y(o,w) = O(efo)"1).

The asymptotic behavior for the system (1.4) is quite similar to that for
the wave component w in (1.3) above.

Theorem 2.6. Let (d,p) is equal to (2,3) or (3,2). We assume the KMS
condition for (1.4); (A2) is also assumed when (d,p) = (3,2). Let Kk be a

small positive number. When (d,p) = (2,3), we assume one of the following
conditions (B1’) or (B2) for each fixzed I =1,..., P in addition:

(B1’) We have
(YA W) FId (@, Y ) gy =0, (w,YT) e St xRN,
where H is from (2.6).
(B2) The size N' of ul is equal to 1; in other words, we have ul(t,z) € R.
Then, for any f,g € C&(RYGRY) and sufficiently small €, there is a
function ¥ = (Y1, ..., ") € L®(R x STHLRY) N L2(R x ST RY), which
1s independent of the choice of k, such that we have

T 0l (t, ) = we AL [WT](t, 7 — ert,w)

k=1 1

+O<5<t+r>7<r—clt>%) (2.17)

for 0 < a < d, where AI[](t,0,w) is given by (2.15), r = |z|,w = x/|z|,
and wy = —cy. Moreover, we have

Yl(o,w) = O(6<U>”_1).

Remark 6. (1) In two theorems above, the conditions (A1) and (A2) for
(d,p) = (3,2) is not directly used in their proof; but we need them to ensure
the existence of global solutions with the desired decay estimates.

(2) The reason why (B1) or (B2) (resp. (B1’) or (B2’)) are not necessary
for (d,p) = (3,2) in Theorem 2.5 (resp. Theorem 2.6) is that the KMS
condition for (1.3) (resp. (1.4)) implies (B1) (resp. (B1’)), as mentioned
before. We believe that these additional assumptions for (d,p) = (2, 3) can
be removed, but this is an open problem.
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As we will see in the examples below, a key feature here is that the main
part A (resp. A!) of the asymptotic behavior for w in (1.3) (resp. u! in
(1.4)) can be determined by a separated system (2.12), and the influence of
v (resp. u’ with J # I) appears only in the initial condition (2.13). This
enables us to apply the arguments in the previous works like [32] for analysis
of further properties of the asymptotic behavior. For each component u! of
the solution u to (1.4), other kind of the asymptotic behavior can occur, but

the following two are typical:

I) The component u! is asymptotically free, and its asymptotic data is
K3
close to the original data for small e. To be more precise, there is a
free solutiong™ to O, @1 = 0 such that

1 I — + g
Jim [|9u; (1) = 0¢™ (1) 2 = 0,
and, for the asymptotic data (¢*(0),8:¢"(0)), we have

(¢7(0),8:67(0)) = (uf (0),0ul (0)) + O(eP)  in H' x L?

(I) The energy for u! vanishes as t — oo, namely [Oul(t)||,2 — 0 as
t — 00, despite the choice of the initial data.

Remark 7. Type (II)-behavior can be also understood that u! is asymptot-
ically free, but the asymptotic data is always (0,0). Therefore it is a special
case of another situation: u! is asymptotically free, but the asymptotic data
is far from the original data in the sense that their difference is not of o(e)
as € — 0, where o denotes Landau’s little-o.

We can similarly formulate the cases (I) and (II) for a component w; of
the solution v = (v, w) with replacing ¢y by 1.

Example 5. We start with the case which involves the two typical sit-
uations. Theorem 2.6 can be applied to the system in Example 3. In-
deed, (B1) is satisfied for I = 1, while we have (B2) for I = 2. Hence
there is ¢ = (¢',1?) such that the main part of d,u’(t,z) is given by
wWa AT (t, 7 — crt,w) with wg = —cr. As before, u',u? A', A% are writ-
ten as uM, u® AW AP respectively. Suppose that we have (2.8). The
reduced system for A1) = (Agl), Agl)) is

A(l) 1 ) (A(l))QA(l)
(1) sieesn ()

a,

Observe that the right-hand side vanishes when Agl) = 0. Therefore, for w

satisfying Zmb Capwiwy # 0, we can show that Agl)(t, o,w) — 0 as t — oo,
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while Agl)(t, o,w) converge to some function of (o,w) as t — oo by investi-
gating the reduced system above. A system of (single-speed) semilinear wave
equations with just the same reduced system was considered in [33], and ap-

plying the argument there, we can show that ugl) has Type (II)-behavior,

while ugl) has Type (I)-behavior.

The reduced equation for A is

A =

This can be explicitly solved, and we see that A®) (t,o,w) = 0 as t — oo:
Following the argument in [39], we can show that u(?) has Type (II)-behavior.

Theorem 2.6 can be also applied to the system in Example 4 in three
space dimensions. It is easy to see that AW is independent of ¢, as FLred = (),
and we can show that u(!) has Type (I)-behavior. As for 1| similarly to

the above, we can show that Agg)(t, o,w) = 0 as t — oo, and A(QQ) (t,o,w)
tends to a function of (o,w) as t — oo. A similar reduced system can be
found in [37], and using the argument there, we see that u?) and u§2) has

Type (II)- and Type (I)-behavior, respectively.

Example 6. We turn our attention to the examples of (1.3). Theorem
2.5 can be applicable to systems in Examples 1 and 2. In both cases, the
Klein-Gordon component v is asymptotically free, and nothing interesting
happens. Hence we restrict our attention to the wave component w. For
Example 1, the reduced system is

2
w
A =—=2A3,

! 2t
As before, unless w, = 0, we see that A — 0 as t — 0o, and we can show
that this w has Type (II)-behavior. We do not go into details, but we can
also apply the argument in [55] to obtain the decay rate of the energy. As

for Example 2, the reduced system is

o (A2) _ _wiw2 (AxAs
“\As) 2t \ -43 )
and using the argument in [37], we see that the wave components ws and
ws have Type (II)- and Type (I)-behavior, respectively.

The rest of this thesis is organized as follows; In Chapter 3, we give some
preliminaries. We also discuss the profile system related to the KMS condi-
tion, and show that the asymptotic behavior is given by the reduced system;
we also introduce a technical transformation for the Klein-Gordon compo-
nents. The key estimates for the wave equations and the proof of Theorems
2.1 and 2.3, as well as the two space dimensional parts of Theorems 2.5 and
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2.6 will be given in Chapter 4. We will show the three space dimensional
results in Chapter 5. At there, we also discuss different versions of decay
estimates of solutions to wave equations in connection with the additional
assumptions (A1) and (A2).
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Chapter 3

Preliminaries

In this chapter, unless otherwise stated, for € R, we write r = |z| and
w = x/|z|, so that = rw. In the polar coordinates (r,w), we have

d
Oy = Z WO
k=1

3.1 The vector field method

Following Klainerman [44], we introduce vector fields

d
S=to+x-V, :t8t+Za:j8j,
j=1
Ly, = t0), + x1,0, 1<k <d,
le = .%'kal — .%'lak, 1 S k,l < d.

We put L = (Lk)lgkgd and Q = (le)1§k<l§d- Let [A,B] = AB — BA for
linear operators A and B. Recall that we have [J+m?, Li] = [O04+m?, Q] =
[O+m?2,0,) =0for 1 <k,1<d,0<a<d, and m > 0. Hence these vector
fields Ly, Q;, and 9, are compatible with wave and Klein-Gordon equations
since [0+ m?, S] = 20J, as mentioned in the introduction. We put

LT = (*T W) 1<a<dy = (Li)1<k<ds () 1<k<i<d-(0a)o<a<d),

where do = (d? + 3d + 2)/2.

Similarly, we have [, S| = 20, [O¢, Q] = [0, 04) = 0 for 1 < k1 <
d,0 < a < d, and ¢ > 0. Since these vector fields S, Qy;, and 9, are
commutable or “almost” commutable with [J., they are compatible with
the multiple-speed case. On the other hand, [, Ly] = 2(1 — ¢2)9,0y, for
¢ # 1 has no good property. We set

ST = (STw)1<a<d;, = (S, () 1<r<i<d-(8a)o<a<d),
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where dy = (d? +d +4)/2.
For two sets I', = of vector fields, we symbolically write [[',E] = =, if
[A, B] can be written as a linear combination of the vector fields in = for

any A € I" and B € Z. Then one can check that
[“r,tr) =11, ['1,0] = 9, [°T,°T =°T, [°T, 0] = 0. (3.1)

ForasetI' = (I'y,...,I',,) of vector fields and a multi-index a = (a1, ..., am),
we put
T = 90 ... 7o,

For a smooth function ¢ = ¢(¢,x) and a non-negative integer s, we set

6t 2)l0s = Y L%t 2)|, [|o(®)llr.s = 16t el r2(ra)- (3.2)

laf<s

I's

For ¢ > 0 and a positive integer s, we put

[¢(tv $)]F,C,S = |¢(ta x)|F,s + <Ct - T>‘a¢(tv $)|F,S*1' (3'3)

As we will see below, this quantity plays an important role in the modi-
fication of the arguments in the previous works.

The following Sobolev type inequality will be used to combine decay
estimates with the energy estimates (see Klainerman [45] for the proof):

Lemma 3.1. There exists a positive constant C such that
d—1
sup (z) = [p(z)| < € > 1922%0] gy (3.4)
veR |l +181<[d/2)+1
for any ¢ € CF(RY).

In the previous works [37, 38], the full set of vector fields, including the
scaling operator S and the Lorentz boosts Ly, was used to take advantage
of the KMS condition. We must modify the arguments because only the
restricted sets T or °T" can be used for our systems (1.3) and (1.4). We
start with some notations and basic estimates.

Let 0 < T < oo and R > 0. Given 0 < b1 < by, we define

bt
AR = {(t,w) € [0,T) x R%: by < % <r< b2t+R} . (35)

Note that t, (t),r, (r),t+7r, and (t+r) are equivalent to each other in A?ﬁ}?,
where we say that two functions f(¢,r) and g(t,r) are equivalent if we have
CYf(t,r) < g(t,r) < Cf(t,r) with some universal positive constant C.
Throughout this section, we suppose that

b1 <c<b

and either of the following two holds:
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(a) T =fTand c =1,
or
(b) T =°T.
If we put 0. = r — ct, then (t,rw) € A%’]? is equivalent to (¢,0.,w) €
ECT,R7 where

L5 p= L5 = {(to,w) € 2,7) xR x 807,

by (3.6)
— <C—2>t§0§ (bz—c)t+R}.
L'CT7 R can be also written as
fr={(t,0,w) € [2,T) x £ x §" 1t > t5(0)}, (3.7)
where ¥¢ = R for b < ¢ < by, X2 = (—o00, R], and
to(o) =t5(o; b1, b2, R)
2
— —(2¢—b
T o< —(2¢—b),
=<2, —(2¢—b1) <0 <2(by —¢) + R, (3.8)
c—R
2(by — R.
— o>2(by—c)+
Observe that, by (3.8), there is a positive constant C' such that
C~Ho) < t§(o) < (o), o€ X (3.9)
We define
O+ c= 0 £ O, D——iﬁ _ ! 8—18 (3.10)
+,c — Ut COr, c — %2 —,0—2 T ct . .

We write 0+ = 0+ 1 = 0y £ 0, and D =D; = (0, — 0%)/2.
Lemma 3.2. There is a positive constant C' such that
01.cd(t,2)] < Cle 7)ol Drer,  (x) € ARR
for a smooth function ¢ on [0,T) x R%, where [¢(t,x)|r 1 is given by (3.3).

Proof. The following identities show the desired result immediately, as t 4+ r

is equivalent to (t +r) in A?rl }l;f;

d

0, = tir (22%,#@-@(@-@)), (3.11)
k=1

Oy — (c+1)S+ §r+—rct)(8t - (9,“)' (3.12)
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Observe that Ly and S appear only in (3.11) and (3.12), respectively. Hence
we can use (3.11) when (a) above is assumed, and (3.12) when (b) above is
assumed. O

Remark 8. Compared to previous works [37, 38|, we need (r — ct)|9¢| to
compensate the lack of the scaling operator or the Lorentz boosts.

Lemma 3.3. For a smooth function ¢, we have
0af(t,7) = waDe(t, ) + O ({t + 7)o, 2)]r ) » (3.13)

d—3

r 7 0u(t, 1) = wDe (r'F 0(t0)) + O (47T [Blta)lrer)  (3.14)

for (t,z) € Ag}}? and 0 < a < d, where wg = —c, and a constant associated
with O is independent of T'.

Proof. Let (t,z) € Ag}’g". In polar coordinates, we have

d
w _
Oup = widrp— %Qm = wrdrp + O ((t+ )Y Tg|) (3.15)
I=1
for 1 <k <d. By Lemma 3.2, we get

016 = (0106 +0-e0) = ~Det+ O ((t 4 1) Flrcn)
Orp = %C(m,dé —0_ ) =D+ O ({t+7) ] ea) -
To sum up, we obtain (3.13). Observing that
T Do = De(r'T ¢) + O(r ' |g)),

we get (3.14) from (3.13). O

3.2 Profile systems

To describe the arguments for the wave component w of (1.3), and for
each u! of (1.4) in a unified way, we consider the following system of wave
equations

Oeop = U(9o) + O(t, x), (t,z) € (0,T) x RY, (3.16)

where ¢ is an R"-valued function, each component of ¥ is a homogeneous
polynomial of degree p in its argument, and © is a function which is supposed
to decay faster than W(0¢). We assume that (d, p) is equal to (3,2) or (2, 3)
in the sequel. Recall that we have (p — 1)(d —1)/2 = 1. We consider one of
the following settings:
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(WKG) ¢ =w, ¥ = F\Y), © = Fyy(v,0u) — F\ (0w), n = Ni(= N — Ny),
c=by=by=1,T=1IT

with F\(,\V,V )(Gw) being given in the introduction and

Fy (v, 0u) = (Fj(v, 8u))N0+1§j§N’

or

(MSW) d):ul’ N :*FI,@:FI(au)—*FI(aUI),n:NI, c=cr, by =cy,
by =cp, I =°T

with 1 < I < P and *F!(9u') being given in the introduction.
Writing ¥(0¢) = ¥ (0p, 019, . ..,04¢), we define

(W) Y) = U(—cY, w1V, ..., wqY).

Observe that U™d(w,Y) = Fi¢d(w,Y) under (WKG), and U™4(w,Y) =
FLred(yY) under (MSW), where Fied and F1°d are defined by (1.11) and
(1.13), respectively. Therefore the KMS conditions for (1.3) and (1.4) can
be expressed in the following way: There is H € C(S?~1;S7F) such that

(Y, H(w) U™ (w0, Y))ge >0, weS 1Y eR" (3.17)

We refer to this condition as the KMS condition for (3.16).
Now we start our discussion for (3.16). Writing the d’Alembertian in the
polar coordinate, we have

P00 = 000 (7 ) - ' (Ao - TS5 ) aay

where Ay =3 1o 1<g Q3,, and 04 . is defined in (3.10).
For a solution ¢ to (3.16) in [0,T) x R?, we define

o(t, ) = De(rs ¢(t,2)), () € (0,T) x RY, (3.19)

where D, is defined by (3.10). Recall the definitions (3.3) and (3.5) for [-]r s

and Ale’}gQ, respectively. Since (t + r) and ¢ are equivalent to each other in

Ai}l’gf, (3.14) can be written as

P 0,0 = wad + (9(75% anl) in AP (3.20)

for 0 < a < d, where wy = —c. By (3.19), it is easy to see that there is a
positive constant C, independent of T', such that

@(t,2)] < CtT (r—et) Melren,  (tz) € Ap (3.21)
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Recall the definition (3.6) or (3.7) for £f.; = E%Zl{’bz. For a smooth
function ¢ = ¥(t, x), we define Z.[¢)] by

Tt 0,w) = Pt 1w)|r=cto,  (t,0,w) € LT g,
so that we have
T[]t 0,w) = Te[01 Y](t, 0, w). (3.22)
It is apparent that we have
Y(t,z) = (t,rw) = Z)(tr — ctw), (tz) € ALR.

For simplicity of exposition, we sometimes use the following *-notation for

T
Y =*(to,w) = T)(to,w), (t,o,w) € LT g (3.23)

for a function ¥ = ¥ (t,x) in AbT1 ’};f, where we use ¥* when there is no fear
of confusion. In what follows, for functions .#,% defined in L% ; and a

function h = h(t,x) in Ag{’%, we write
F =9+ Oc(h)
if there is a positive constant C' such that
((F =9)(t,0,0)| < ClZ[M](E o,w)l, (E0,w) € LT g

By (3.18), (3.19) and (3.22), we immediately obtain the following lemma
for ®* = Z.[®] (recall that D. = —(2¢)710_ ).

Lemma 3.4. It holds that

d—1

99" = — — T T 0] + Oult T Blrs).

1
2c
The next lemma reveals the meaning of the reduced nonlinearity ¥,

Lemma 3.5.
d—1 1 re * =3 P
Te|r = 0(09)| = Z 0w, 0%) + 0. (% (et = )P V() )

Proof. Let (t,z) € Af}l}?. Since ¥ is a homogeneous function of degree p
and (p—1)(d—1)/2 =1, we get

(d—=1)(1-p)
2 £ |\
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It is easy to see that

1 d—1 1 ct—r d—1
P 00) = (54 T v o0
_ l d—1 _gy pd=1) B »
= (T 09) + O(T (et - 1)|osP)

1 d—1 d—3
= —W(r'z 0¢) + O(tT (et — r>1*p[¢J’E,C,1)-

C

Recalling the definition of ¥**d, and using the mean value theorem, we obtain

1 a1 1 red
- é ‘\I/(r%amp, T 000) — U (w0, . . ., wa®)
< Ot 00| + 6P Y 11T 9u6 — wa®l.
a=0

By (3.20) and (3.21), we obtain
1. o« 1 D) a
C—\P(r%a@ - g\Ifl”e‘i(w, d) + O(t—HW*%(d - r>_(p_1)[¢]1g,c,1>

t
1 re =3 —\
= v d(w,q>)+(9(t 7 (et —r)" 1)[¢]1’1,c,1)~

Gathering the above estimates, we obtain the desired result, since
Z[WYEd(w, (I))] — \IIYEd(w, (I)*).
This completes the proof. O

By (3.16), the next lemma is an immediate consequence of the lemma
above.

Lemma 3.6. We have
T D) = 0w, 2% + 0, (R)
where _ s i
R =" (et — 1)~V (t, )2, + T [O(t )]
By Lemmas 3.4 and 3.6, we find

1 d
* re * 924
O, 537V (@, @) + Ou(R), (3.24)

where

R=t"T[p(t,0)ra+17 (ct —r) P Vot a)f ) +17 |0t 7). (3.25)
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We call (3.24) the profile system, and it plays an important role to obtain
a priori estimates for d¢. If we neglect the error term R, and replace ¢*
with A, we obtain the reduced system

_ 1 red
DA = = U™ (w, A). (3.26)

As was seen in Theorems 2.5 and 2.6, the reduced system is useful to describe
the asymptotic behavior of global solution ¢ (see the next section for the
detailed discussion).

The following lemma shows that how the KMS condition and (3.24) are
used to estimate 0¢.

Lemma 3.7. Suppose that the KMS condition for (3.16) is satisfied. Then
there is a positive constant C, which is independent of T, such that

t

r3100(t,2)| <C (@*(tsw,ac,w)r + [ ZRI w)dr)

t5(oc)

+ Ct% [gb(tv l')]F,c,l

. b1,b
mn AT{’RQ, where o, = 1 — ct.

Proof. Because of (3.14), we only need to estimate ®*(¢,0.,w). Let H be
from (3.17). As H is positive-definite and continuous on a compact set S,
there is a positive constant C' such that

ém? < (Y HW)Y)an < CIY]E, Y €R™ (3.27)

Since H is real-symmetric, it follows from (3.24) that

8t<(b*, H(w)q)*>]Rn = 2(@*, H(w)8t<1>*>Rn

= (O H) T, ) + O(TLIR] )

for (t,0,w) € L% p. Now the KMS condition implies
(@ HO ) zn < CTIR]|D*| in L5 p.

Using (3.27), we obtain
|*(t, 0c,w)| < C|P*(t5(0c), 0¢, w)| + C T R|(1, 0¢,w)dr.

This completes the proof. O
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We are going to obtain a similar expression to (3.24) for generalized
derivatives of higher order. We can only obtain rather rough estimates, as
the structure in the KMS condition is almost broken by differentiation.

For a multi-index « of an arbitrary size, we set I =L when T = Ly,
and I'* = (5T + 2)151g2 ... ngldl when T' = “T, so that we have

O.(I%¢) = T%(¥(d¢)) + IO
(recall the °T'y = S and [, S] = 20.). For a multi-index «, we put
O(t,z) = D.(r'T T%(t,2)), (t,z) € (0,T) x R%
Let (t,x) € AbT{’I?. Then similarly to (3.20), we have
r7 0,09 = w, ) + Ot [B)r e jofs1)s (3.28)
as well as

@) < ("% (r = et) " [Blr e ar1). (3.29)

Recall the *-notation in (3.23), and let ®(®* = F[®(*)]. Similarly to Lemma
3.4, we have

. 1 =1 g a8
2 = — o Z[r"T O] + Oclt 2 [0]r jaf2)-

We suppose that |o| > 1 from now on. It is easy to see that

d—1 —1

rE 0% =17 D) = 77 D2{W(99)} + O(R@)  (3.30)

with
d-1

ﬁ(a) =12 |®(t7x)|F,|oc|'
By the commutative relationship (3.1), (3.13) and (3.14), we get

ctr%fo‘{(aaﬁsj)(8b¢k)(8c¢l)}
= ctr (aT6;) (Ds01) (Do) + ctr? (9ud) (BT ) (Bu)
+ et (9a6;) (Du) (DL n) + O(trF[06[% 1oy )
= (r30LT6) (3 0y0n) (2 D6) + (13 065 (10T ) (2 Dc)
+ (Téaagbj)(Téabék)(Téacraqbl)
+O(r2 (et = ) 2] o1 + 17210013 0y 1)
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for d = 2. Tt follows from (3.20), (3.21), (3.28) and (3.29) that
(7306, (1500 (3 0uh) — wawnwc @V D0y
2
< (Ir209] + [riorg| + |@] + o))
1 o (o) 1 1
X (\“%T ¢j — wa®; | + 120501 — wpPp| + [120chr — wb<1>1|)
1 _
< Ct2(r — et) 2D} o jy -
Going a similar way, we end up with
1Xa
ctr2I*{(9a¢;)(9¢r) (D) }
— Wb (cbgo‘)cbk@l + 3,0, + q>j<1>kq>§a))
1 _ 3
+ O (et =) 2D a1 + 2|00 4-1)s
For d = 3, just in the same manner, we obtain

ctrT{(Dad;) (Dpbr) }
= ctr (8T ¢5) (Fpdr) + ctr(Dach) (OpLd1) + O(tr[OPIE |0y 1)
= (10,'¢;) (rOp i) + (r0a;) (16T *ér,)
+ O (r(ct — 7">_1[¢]12“,c,|a|+1 + tr|0¢|12ﬂ7|a|_1)
= e (@)D + 0,007
+O(t(ct - r>_1[¢]l%,c,\a|+1 + t2|a¢|%,\a|—1)
Since ¥ is a linear combination of (9,¢;)(0pdk)(Octr) (resp. (0ud;)(OpPr))
when (d,p) = (2,3) (resp. (d,p) = (3,2)), we obtain

T T w(o6))] = DT gl

ct
+ Oc(t% {ct — 7“>7(p71)[¢}%c7\a|+1 + t% ]8¢|171?|a‘_1),
(3.31)
where
G(w,Y) = (O, U (w, Y)1<j ken- (3.32)
Finally, for 1 < |a| < s, we obtain the following by (3.30) and (3.31):
0, — _ﬁg(% 23 4 0, (R©) (3.33)

where
a1 a5
R = 210017, gy + 17 |9l jaf42

a3 —(p— d—1
+t77 (et =) PG 17 1Ol - (3.34)
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We put R(® = R when |a| = 0. For a real matrix M of size n x n, we
define
[Ml[= " sup  [MY].
YeR™ [Y|=1

Lemma 3.8. Supposed that the KMS condition for ¥ is satisfied. If we
have
|G (w, ®*(t, 0,w)) || < 2c2CoePt

for (t,o,w) € LT g with a positive constant Cy, then we have

d—1 t Cost™! (@)
T2 a¢t7$ 75§C (c > QLY (t5 Oc)yOc, W
00(t,)]r o) 1P o)

la|<s

t " CoeP~1
oY /(U | <> | ZIR@)(7, 00, w)|dr

c T
|a|<s o

+ Ot [B(t,0)]r o
for s >1in A%’}?, where o, = 1 — ct.
Proof. In view of (3.14) and Lemma 3.7, our task is to estimate
(1, 0, w)
for 1 < |a| < s. It follows from (3.33) that
Oy |2 = 2(d(@)* 9,8 *)p,
< %Hg(w, )| |2 + O ()| R

p—1
< 2(3%@(«1)*‘2 + €07 [R@"|
Therefore we get

O {t—200€‘°‘1|<1><a>*}2} < C200 9@ | |R@H| | (t,0,w) € LS g,

from which we easily see that ®(®* has the desired bound. O

3.3 ODE lemmas for the asymptotic behavior

We continue our investigation of (3.16) satisfying the KMS condition, and
would like to obtain the asymptotic behavior of r%ﬁaqﬁ in Ale ’132, especially
when T' = co. In view of (3.14), our task is to investigate the asymptotic

behavior of the solution ®* to the profile system (3.24). For this purpose,
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we would like to approximate ®* for large ¢ by a solution A to the re-
duced system (3.26) with appropriately chosen data, under some additional
assumptions if necessary.

To continue our discussion, we repeat our aim again with equations being
explicitly given. Let ®* satisfy

1
0,®* = fﬁ\pmd(w, ®*)+n in LS R (3.35)

with n(t,0,w) = Oc(R), where LS p = ngfé@ be given by (3.6) or (3.7),
and R is given by (3.25). We suppose that the KMS condition is satisfied:
There is H € C(S?1;S;}) such that

(Y, H(w) ™Y (w, Y ))ge >0, wesS¥ v eR™ (3.36)

Let A = A(t,o0,w) satisfies

1
NA = —@wd(w,m, in (1,00) x ¥¢ x §4°1 (3.37)

with
A1, o,w) = Y(o,w), (o,w) € B¢ x S (3.38)

where ¥¢ = R when b; < ¢ < by, and X¢ = (—o0, R] when ¢ = by. Assuming
certain assumption on R and some additional condition on U™ if neces-
sary, we would like to find 1 such that A approximates ®* as t — oco. In
correspondence to the conditions (B1) and (B2) in Theorem 2.5, or (B1’)
and (B2’) in Theorem 2.6, we will consider two situations.

Firstly we assume that (3.36) is replaced by

(Y, H(w) ™Y (w, Y ))ge =0, we S v eR™ (3.39)

As we have seen, this is nothing but the KMS condition when (d, p) = (3,2);
however this is a stronger restriction when (d,p) = (2,3), and corresponds
to (B1) or (B1’). Since H = H(w) is real-symmetric and positive-definite
for each w € S?!, there are a real-symmetric and positive-definite matrix

H(w) and its inverse. We write ”H%(w) and ”H_%(w) for /H(w) and its
inverse, respectively. Then it turns out that HE2 e C (ST=1,8;F), and there
is a positive constant C such that

HHi%(w)H <0, wesih (3.40)
We put
O*(t, 0,w) = H2 (w)D* (¢, 0, w),
U*(w,Y) = ’H%(w)\llred (w,’Hié(w)Y).
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Then we have

1
0" = — 55 U (w0, @) + Hz (w)n. (3.41)

Note that we have H%n = O.(R) because of (3.40). Moreover, (3.39) implies

(Y, 0 (w0, Y))pe = (Y, 72 ()0 (w0, H2 (w)Y) )
— (H2 (W)Y, H(w) U™ (w, H 2 (W)Y )gn = 0
for w € S~! and Y € R™. In other words, (3.39) holds for (3.41) with the

corresponding H being the identity matrix. Consider the reduced system
for (3.41):

1

O A = —
¢ 2c2t

U*(w, A%) (3.42)
with
A*(1,0,w) = ™ (o,w).
If we put (o, w) = H_%(w)w*(a,w), and A = H_%A*, then it is easy to see
that A solves (3.37)—(3.38). Moreover, by (3.40), we obtain
9% (60.) — Alt0,)| = [H73 () (@ (10,) — A*(t,0.))
< C|D*(t,0,w) — A*(t,0,w)] .

Therefore, If A* approximates ®* for large ¢, then A approximates ®*. In
conclusion, we found that we may assume H(w) is the identity matrix for
our aim. Hence we can use the following:

Lemma 3.9 ([32, Lemma 10.22]). Let P(w,Y) be an R™-valued function
whose components are homogeneous polynomials of degree p with bounded
coefficients depending on w € S¥1. If we have

(Y, P(w,Y))gn =0, (w,Y) e S xR,

then there is an n X n-matriz-valued function Q@ = Q(w,Y’), whose com-
ponents are homogeneous polynomials of degree p — 1 in Y with bounded
coefficients depending on w, such that

tQ(w, Y)=-9Qw,Y)

and
Pw,Y)=Qw, Y)Y, (wY)esS"! xR",

where *Q is the transpose of Q.
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Motivated by this structure, we consider the following system for an R"-
valued unknown w, since o and w in (3.35) can be considered as parameters:

1
w'(t) = EQ(w(t))w(t) + J(t), t>to,

w(to) = §
with some tg > 1, where @ = Q(Y) is an n X n-matrix-valued function,
whose components are homogeneous polynomials of degree p — 1 in Y, and

satisfies *Q(Y) = —Q(Y'), while J € C([ty, 00); R™) N L([to, 00); R™).
We write w™[¢T] for a unique global solution w* to

(3.43)

(wh(t) = %Q(er(t))er(t), t>1, (3.44)

To obtain the asymptotic behavior for (3.43), we use the following lemma,
which is a slight modification of [32, Proposition 10.21].

Lemma 3.10. Let p > 0. Suppose that

| wldr < e, iz, (3.49
t p

p—2
o) - e < oo (M) -z, vizer

with some positive constants Cy and Dy. Suppose also that

Coty”

€] + < Ej.

If D()Eg_1 < p, then there is £ € R™ with 1| < Ey such that

Co _
jw(t) —wTgT)(t)] £ ———— =177, t>to.
p— DoER~!

Proof. This lemma with (3.45) replaced by
@) < Cot™' 77, t>tg (3.46)

is proved in Proposition 10.21 of [32]; however, as (3.46) is only used to
obtain (3.45) in its proof, this lemma can be proved by the same proof. [J

Secondly we consider the case n = 1. Since the general KMS condition
for (d,p) = (3,2) is covered by the previous case, we may assume (d,p) =
(2,3) here. Then this case corresponds to (B2) or (B2’). Since n = 1 and
p =3, ¥4 has the form

0ed(w,Y) = P(w)Y?,
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where P is a polynomial in w of at most degree 3. Then the KMS condition
can be written as

(Y, H(w) U (w, Y ))g = H(w)P(w)Y* >0, weS!, Y eR.

As H is a positive and continuous function on the compact set S!, this is
equivalent to
P(w) >0, weSh

Motivated by this, we consider

K
2 (t) = —Ez(t)g’ +J(t), t>to,

z(to) = o,

(3.47)

where z is a real-valued unknown, K > 0, and J € C([to, oo)) NL ([to, oo))
Given z§ € R, we write ¥ [z]] for a unique global solution z* to

(3.48)

We will use the following modification of [32, Lemma 10.25] (see also
[39]).

Lemma 3.11. Let 0 < K < Ky with some positive constant Kgy, and let
p > 0. Suppose that we can take positive constants v, ¢y, and Fy, as well as
parameters o € R and € > 0, such that

o E —V
/ 017(r)|dr < °€<U>0tﬂ+9, t>tg, 0 <0 <1, (3.49)
t p—
20| < Eoefo)™"7", (3.50)
cy o) < to < co(o). (3.51)

Then, for 0 < 0 < 1, there are positive constants £1 = €1(Ky, Eo, co, p) and
Co = Co(Ko, Eo, co, p,0) such that, for any € € (0,e1], there is zj € R being
independent of 8 and satisfying

[2(t) = 2 [z 1(0)] < Cost#¥(0) 0, t 210,
2| < Coe(o) .

Proof. Similarly to the above, this lemma with (3.49) replaced by
|J(1)| < Ege(o) 0t~ (3.52)

was proved in [32, Lemma 10.25], where (3.52) is only used to obtain (3.49).
Hence this lemma is also valid by the same proof. O
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Finally, using Lemmas 3.10 and 3.11, we obtain the following:
Lemma 3.12. Let ¢ be a solution to (3.16) satisfying

o(t,z) =0, t>0, |z| > byt + R,

and R be given by (3.25). We suppose that we have

d—1

r2 [t 2)|rer < Ct+ MMt —r)7H, (t,z) € [0,00) x RY,

where A > 0 and p > 0. We also suppose that

o
/ 7—9 "%[R] (Ta O-yw)‘ dT S C&t_p+9<()'>_y’ ([J;7 o, w) c ‘ng)’lj’%b2
t

for 0 <0 < 1, where v and p are positive numbers.
We assume that either of the following two conditions holds:

(i) (3.39) is satisfied.
(i1) (d,p) =(2,3) and n =1.

IfAXx—1<-—-—pand A—1—pu < —p—v, then, for 0 < 0 < 1 and sufficiently
small £, there is

Y € LR x S R™) N LA(R x ST R"),

which is independent of 0, such that

—1

TdTaagb(t, x) = waAlY(t,r — ct,w) + O <8<t + 7’)7’”9(075 — 7")*”*9)

for (t,x) € [0,00) x R? with |z| < bot + R, where wy = —c, A[)] is the
solution to (3.37)—(3.38). Moreover

Y(o,w) =0((o) "), oc€R, we st
If (i) is satisfied, we can also choose 8 = 0.

Proof. For a while, we suppose that (¢,x) € Al;’l;%. Note that ¢, r, (t + )
) <

are equivalent to each other. Since (r — c¢t) < C(t + ), by (3.20) and the
definition of ®*, we get

T 0ap(t, ) — wa®* (1,7 — ct,w)| < CH 2 [G(t, 7)1 e
<C{t+ T>)‘71<Ct —r) #
< Oft )7 et — )+,

Hence our task is to show that there is some ) such that

(1, 0,w) = A[](t,0,0) + O (et—P+9<a>—V—9) in LS, p.
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Let t§(o) be given by (3.8). In view of (3.9) and (3.21), we get
|®* (tﬁ(a),a,w)’ < Celo)N L < Celo) P, (3.53)

Firstly we consider the case of (i). As we have observed, we may assume
that H(w) is the identity matrix, and applying Lemma 3.9, we see that
there is an anti-symmetric-matrix-valued function Q@ = Q(w,Y’) such that
Ured(w,Y) = Q(w, Y)Y, and each component of Q is a homogeneous poly-
nomial of degree p —1 with bounded coefficients depending on w. Therefore,
there is a positive constant C' such that

p—2
o y) - ew 2l <o (MIFE) -z, vizem

By the assumption, we have

Ce(o)™"

| 2R 0w <
t P
By (3.53) and (3.9), we get

Ce(o)y™"

‘(I)* (tg(a),a,w)‘ + (tﬁ(a))_p < Celo)~ P77,

Hence, if ¢ is sufficiently small, then for arbitrarily fixed (o,w), we can apply
Lemma 3.10 with w(t) = ®*(t,0,w), J(t) = n(t,0,w) = O(R),Q(Y) =
Qw,Y),& = ®*(t§(0),0,w) and ty = t{(c) to conclude that there is ¢ =
¥ (o,w) and a positive constant C', which is independent of (o, w), such that

|B*(t, 0,w) — [¢](0,w)| < Celo) ™t < Cet P (g)=~?
for (t,0,w) € LZ_ . This is the desired result. We also have
Y(o,w) = O(e(a) P, (0,w) € X x S471,

Recall that 3¢ = R for b < ¢ < by and X¢ = (—o0, R] for ¢ = be. Hence,
when ¢ = by, we define

%D(U,W) =0, (an) € (R7 OO) S Sdil,

so that 1 is defined on R x S%~1.

Secondly, we consider the case of (ii). In this case, as we have observed,
Ured(w,Y) = P(w)Y3. As P is a polynomial of at most degree 3, there is a
positive constant C' such that

|P(w)| < C, wes

In view of (3.9), (3.53) and the assumption on R, we can apply Lemma 3.11
with w(t) = ®*(¢,0,w),S = P(w)/c, J(t) = n(t,o,w),to = t§(o) and zp =
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®*(t5(0), 0,w), for arbitrarily fixed (o,w) and sufficiently small ¢, to show
the existence of ¥ = ¢(o,w) such that

[@%(t,0,w) — A[Y](t,0,w)| < Cet o) "%, (t,0,w) € LS R,
Y(o,w) = O(e(o) "), (0,w) € X¢ x ST,

which are the desired results. As above, we define ¢(o,w) = 0 for (o,w) €
(R,0) x S4~! when ¢ = bs.

Now we assume that (¢,z) € ([0, 00) x RY) \Al;:bl%. Then we have ¢t < 2,
orr < bit/2orr>bot+ R. As by <c < by,

Let ¢t < 2 or r < bit/2. Then we have |ct — r| > C(t + r). Hence we get

d—1
2

P2 0gu(t, x)| < Cers (et — ) V@t )]r o1 < Celt 4+ )+
< Celt+ 7)Y < Celt+ )P0 ct —r)=v70,
|A[](t, 7 — ct,w)| < Cl(r — ct,w)| < Ce(r —ct) P77
< Celt+7r)PY < Celt+ )P et —r)=v70,

which yield the desired result.

Finally, let > bot + R. Then 0,¢(t, ) = 0 by the assumption. If ¢ = by,
then 1 (r — ct,w) = 0 by the definition, which leads to A(t,o,w) = 0. On
the other hand, if b; < ¢ < by, we have (¢t —r) > C(t + r), and going the
same way as above, we get |A[](t,0,w)| < Ce(t +r)~P+¥{ct —r)=*=9. This
completes the proof. ]

3.4 Decay estimates and a transformation for the
Klein-Gordon equations

In this section, we consider a decay estimate and some transformation for
the Klein-Gordon equations. We always assume I' = “T" and ¢ = 1 in this
section. Therefore we abbreviate |- |r, || - |Irs, and [-]pcs as |- |s, || - || s, and
[]s, respectively.

First we describe a known decay result for solutions to linear Klein-
Gordon equations

(O 4+ m?)o(t,z) = ®(t,z), (t,z) € (0,00) % R? (3.54)

with m > 0. We use the decay estimate in Georgiev [13]; however, since
we are working in the situation of compactly supported data, the statement
can be simplified as follows.

Lemma 3.13. Suppose that 0 < T < oo and R > 0. Let v be a smooth
solution to (3.54). We assume that v(0,-) is supported on a ball

{z € R% |z| < R},
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and that ®(t,x) = 0 for all (t,x) € [0,T) x R? satisfying |x| >t + R. For
any positive constant p # 1, there exists a positive constant C = C(m, p, R),
being independent of T', such that

(t+ |2))2[u(t, 2)] < Cllo(0)]|5 + CtIP+ sup (r)7]|(7)]4 (3.55)
T€[0,t]

for (t,z) € (0,T) x RY, where a; = max{a,0} for a € R.

Proof. Let {x;}jez-,(C C§°(R)) be a partition of unity on [0, c0) satisfying
supp x; C [2971,29%1] for j > 1 and suppxo N [0,00) C [0,2). Then it is
proved in [13] that

(t + | |o(t,2)|? < C ZZH )Ex(] - DT (0,)|

7=0 |a|<5

+OZ S sup X ()7 + |- Ee(r, )| 2

=0 |a|<4 T€[0]

L2

without any support condition on v(0) and ®. It is easy to see that the first
term on the right-hand side is bounded by C||v(0)||5 if v(0) is supported on
the ball of radius R. Let ||®(t)||4 < Mo(t)~? with My > 0. Then, in view of
the support condition for ®, we see that the second term is bounded by

CMy ) sup x;(7)(r)! 7" < CMp(ty! =P+
=0 T7€[0,¢]

because we have (T){T)t=r < C2i(1-p) 0

Among the nonlinear terms in Fx = (F})i<j<n, for the Klein-Gordon
components, FI((W) = (F j(w) )J1<j<N, has the slowest decay. To treat it in the
decay estimate for the Klein-Gordon components, we use the transformation
in Tsutsumi [61]. The idea of this transformation can go back to Kosecki [46].
We would like to summarize the argument here.

Qo(d,¥) = Qj(, %) = (0:9)(0)) — (V) - (V) (cf. (2.7)) is one of
the null forms introduced in [44] to characterize the null condition. A key
feature of the null forms is their faster decay. Indeed, we have the following:

Lemma 3.14. For any non-negative integer s, there is a positive constant

C such that

|Qo(Nj, M) (t,2) s < C(t+ 1) ([ME @)l 211110A(E, 2) s
+ ‘8)‘@7 .CL‘) | [s/2] [)‘(tv x)]s+1)

fort >0, z € RY, a smooth function A\ = (\j)i1<j<n and 1 < j,k < n.
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Proof. This estimate in three space dimensions was proved in [28], but the
proof is also valid in two space dimensions with an apparent modification.
Here we give an outline of the proof. Because I'*Qo(\;, A\;) can be written
as a linear combination of Qo(I'’\;, TV \;) with |8 + |v| < |a]| (see [32] for
instance), it suffices to prove

Qo )| < (¢ +7) 7 ([811109] + |9¢][¥]1)-
If 0 <t<2orr<t/2, then we have (t + 1) < C(t —r). Hence we get
Qol¢, ¥)| < Clogl|ov] < Ct +r)~Ht = r)[06|0y] < Ot + 1)~ [o]1]0¢].

On the other hand, when 1 <¢/2 <, (3.13) implies

|(8a)(O5)) — (wa D) (wsD)| < C{t + 1)~ ([¢l10w] + |0¢][¥]1),
where D = D; = (0, — 0;)/2, and wp = —1. From this we find

Qo(@,v) = (w§ — W) (D) (DY) + O((t + 1)~ ([¢11[0¥] + 96][¥]1)
= O({t + )" ([eh|ov] + [0¢][)).

since w3 — |w|? = 0. This completes the proof. O

Now we return our attention to the transformation. For Ny +1 <
k,l,m < N, direct calculations yield

O((Qawr ) (Bpwr) (Dewrn )
= (0a0wg) (Opwy) (Ocwpm) + (Oqwi) (Op0wy) (Ocwm,) + (Oqwi) (Opwy) (O LDwyy,)
+ 2(0qwi ) Qo (Opwy, Ocwi,) + 2(Opw;) Qo (Detw, Dgwi,)
+ 2(0cwm ) Qo (Oqwy, Fpwy),
and
D((@awk)(abwl)) = (00wy) (Opwy) + (Oqwi) (OpBwy) + 2Q0 (Oqwi, pwy).

Using that 0,0wg = 0, (Fk(v, 8u)), and also applying Lemma 3.14 to esti-
mate (g, we obtain

‘D((aawk)(abwl)(acwm))‘s < C|(v,3u)\f<s+1)/2}|(v,3u)\s+1
+ Ot + 1) Hwlss1 0w (3.56)
and
D ((Qawi) (Fpwn)) |, < Cl(v,8u)[fg 11y 9| (0, 0U)[s11
+ C(t 4+ 1) Hw]sp1]|0w|s (3.57)

for non-negative integer s. Recalling that [0w|s < (t —7) 7 [w]si1, (3.56) for
(d,p) = (2,3) and (3.57) for (d,p) = (3,2) yields
(w) 2p—2
‘DFJ- (810)‘3 < C”(v,Gu)‘[(sﬂ)ﬂ”(v,@uﬂs“

+ O+ — )P D [P ] s. (3.58)
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Lemma 3.15. Let 1 < 5 < Ny. We put
Vj = vj — m;2Fj(W)(6w).
Then, for any non-negative integer s, we have
(O +m2)5; — (Fj(v, 0u) — F;W)(au;)) P
< O(v, 0u)[[ ) 1| (0, 0u) 1 + Ol +7) 7t = 7)== [w] 1|l
Proof. As the definition of v; yields
(@ +m2)T; = (Fj(v,0u) — F\™ (0w)) —m;20(F™),
this lemma is an immediate consequence of (3.58). O

For the asymptotic behavior of v;, we have the following.

Lemma 3.16. Let v; be defined as in Lemma 3.15. If
(@ +md)w;(t)||, < CeP(1+1)7°
with some p > 1, and

lim HF].(W)(aw)(t)H —0,

t—00 1
then vj is asymptotically free, and its asymptotic data (goj, @/}j) satisfies
(e 0f) =e(fj,95) + O(eP) in H' x L2,
Proof. Let j be fixed. In this proof, we consider
l¢l7r = m3llel 7z + [Vadl 2

which is an equivalent norm to the standard Sobolev norm. Let S(¢) be the
solution operator to the free Klein-Gordon equation

(O+m3)¢ =0,

that is to say that S(t)(4(0), 9:(0)) = (¢(t), ds¢(t)). Then S(t) is a unitary
operator on H' x L?. B

Let v; be defined as in Lemma 3.15. We put ¢; = v;(0) and ¢; = 0,v;(0).
Then we have

(53'77;]') =e(fj,9j) + O(eP) in H' x L2
Writing ﬁj = 0O+ m?)’ﬁj, we obtain

(5,(0), 8, ()) = S;(0) (37, 8) + /0 8,(t — 7)(0, Fy (7)) dr.
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By the assumption,

) = @)+ [ S0 Fn)ar
0

is well-defined, because the assumption implies

/000 HS(—T)(O,ﬁj(T))‘ i dr = /000 Hﬁj(T)HLQ dr

< C'Ep/ (14 7)"Pdr < CeP.
0

This also leads to

(¢f,0F) = e(fj.9) + O(?) in H' x L2,
It follows that
(@(0).050) =0 (e 45)] 0.,

g T )

<CeP(1+ )7 =0, t— oo

dr

2

By the assumption,

1(05(8), B0 () — (30, 075(8) | 11 < € [FV @) 0
1

as t — oo. To sum up, we obtain

—0, t— o0.

| @it 0ms) = s, L,

This completes the proof.
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Chapter 4

Two space dimensional case

4.1 Key decay estimates for the wave equations

In this chapter, we will prove our theorems for the two space dimensional
case. To begin with, we describe known decay results for solutions to linear
wave equations

Ocw(t,x) = ¥(t,x), (t,z) € (0,00) x R?

w(0,z) = wo(z), (Ow)(0,z) = w1 (z), r € R2 (4.1)

with ¢ > 0. We use the weighted L>°-L> estimates in Hoshiga-Kubo [21]
and Kubo [49]. The first pair consists of decay estimates of solutions and

their derivatives to the homogeneous wave equation (namely the case where
U =0 in (0,00) x R?).

Lemma 4.1. Let w be a smooth solution to (4.1) with ¥ = 0. Suppose that
1> 0. For any (wo,w1) € C®°(R?) x C*°(R?), it holds that

{t+ )20 — et) 2 w(t,z)| < C Az 0lwo, wil,

{4+ )20 — ct)3/2|0w(t, 2)] < CAg s [two, wi] (42)
for (t,z) € [0,T) x R?, where we put
Apslwo,wi] == > | 3 )08 wo| poe rey + [1()P2 w1 || oo ey

la+[B<s \|Jv[<1

The second pair is for the inhomogeneous wave equation with zero initial
data (namely the case where wq(z) = wi(x) = 0 for all z € R?). To state
decay estimates, we introduce some notation. Let n be an arbitrary natural
number, and ¢',...,c" be given positive constants. For x,u > 0 and a
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non-negative integer s, we define

Biyus[®|(t,x) = sup  sup ()2 (7 + [y) W (7, [y])
0<7<t ly—z|<t—T
x Yy |oeRe(ny),
o +[B|<s

where
W_(t,r) = W_(t,r;cty . ") = min{(r), (r — c't), ..., (r = ")}, (4.3)

Lemma 4.2. Let w be a smooth solution to (4.1) with initial data wy =
w1 = 0. Suppose that £ > 0, 0 < ¢ < 1/2 and n > 0. Then there exists a
positive constant C' = C(&,(,n) such that

(t+ |2) /25 = ct)C|w(t, 2)| < OB g 0P (t, ), (4.4)
(¢ + )~ @) 2 (r = et) HC|ow(t, 2)| < OBty oa[¥](t ) (4.5)
for (t,z) € 0,T) x R2.

Remark 9. (1) In [49, Lemmas 4.2 and A.3], the above lemma is proved
for the case ¢ = 0. However, using the fact that (7 + |y|)¢ < (t + |z|)¢ for
(1,y) satisfying 0 < 7 < t and |y — z| <t — 7, we can easily show the case
where £ > 0.

(2) For the multiple-speed case (1.4), let us call the nonlinear terms
in F1(0u) — *FI(0ul) non-resonant terms. In [20], additional decay esti-
mates with different weights are used to estimate non-resonant terms like
(ﬁau;])(@buj)(ﬁcuzj) with J # I in F. In our proof, we do not need any ad-
ditional decay estimate, and all types of the non-resonant terms are treated
in a unified and intuitive way.

To obtain a decay estimate for a general solution to (4.1), we write w =
WY + !, where @Y is a solution to 0w° = 0 with (@°, 9°)(0) = (wo, wy),
and ! is a solution to Ow! = ¥ with (@', 8;w!)(0) = (0,0). Then we can
apply Lemmas 4.1 and 4.2 to 4@° and !, respectively, to obtain a decay
estimate for w.

We conclude this section with the following elementary lemma, which
will be used in the proof of our theorems.

Lemma 4.3. Let p > 0 and v > 1. There is a positive constant C such that
o0
I(t,o):= / T Pler — o) Vdr < Ct™°
t

fort>1 and o € R.

Proof. By a simple change of variable, we obtain

oo 1 o0
Z(t,o) < t_p/ (et — o) Vdr < t_p/ (1) "dr < Ct™".
t C

—00

This completes the proof. ]
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4.2 Proof of SDGE

In this chapter, as well as in the next chapter for the three space dimensional
case, we always assume

f(x) =g(x) =0, [z[=R (4.6)

in the initial condition (1.6), where R is a positive constant. Then, by the
finite speed of propagation, we have

u(t,z) =0, |z|>t+R, 0<t<T (4.7)

for a solution u to (1.3)~(1.6) on [0,T) x R?. Similarly, for a solution u =
(u)1<1<p to (1.4)—(1.6) with (1.5), we have

ul(t,z) =0, lz| > cpt+R, 0<t<T (4.8)

for 1 < I < P (note that (4.8) is not necessary true if |z| > ¢;t + R).

4.2.1 Proof of Theorem 2.1

Recall the definitions in Section 3.1. Throughout this subsection, we put
I' = LT, and we simply write | - |s, | - |Is, []s, and F[] for | - |r.s, || - |r.s,
[]r1,s, and J1]-], respectively. We put

1,1 1 1;1.1
Arp = AT,R’ Lrr= LT,R = ‘CT,R

and
to(o) = ty(o;1,1, R) = max{(r), (t — 1)}, o <R.

We also set W_(t,r) = W_(t,r;1) = min{(r), (t — r)}.

Notations and the goal

For a smooth solution u = (v, w) to the Cauchy problem (1.3) with (1.6) on
[0,T) x R?, we define

ET) = sup  (r)2(t—r) " (|Qw(t,x)| + (t+ 1) P|0w(t,x) k)
(t,x)€[0,T) xR?
+ o osup (E ) |u(t 2) |, (4.9)

(t,x)€[0,T)xR?

where p and k are small positive constants to be fixed later, and K is a fixed
positive integer with K > 9. p is assumed to be so small compared to k.
For the proof of Theorem 2.1, it suffices to show the following: If we
choose appropriate x and p, then for any large number M, there is a positive
number ey = 9(M), being independent of T, such that £(T) < Me implies
E(T) < Me/2 for € € (0,e9]. Indeed, this property and the bootstrap

46



argument lead to a priori estimates of u for sufficiently small €, and we
have the global existence.
We assume £(T') < Me from now on. In the following arguments, M (>
1) is sufficiently large, and ¢ is supposed to be so small that Me < M?e < 1.
By (4.9), we have

|(v(t, ), Qult,z))| < CMelt + ) 2W_(t,1)73, (4.10)
|(u(t,x), Qu(t, )|k < CMe(t+r)P" 2 W_(t,r) 2" (4.11)
for (t,z) € [0,T) x R?, since there is a positive constant C such that
CHt+rIW_(t,7) < (1)t —r) < C{t+rIW_(t,7)
for (t,z) € [0,T) x R2.

Energy estimates for wave and Klein-Gordon components.

Recall the definitions of |¢(t,x)|s and ||¢(t)||s for a smooth function ¢ and
a non-negative integer s. For simplicity of exposition, we set |¢(t,z)|-1 and
llo(t)|| -1 to be zero in what follows. Let 0 < s < 2K + 1. By the Leibniz
formula, (4.10) and (4.11), we obtain

|F (v, u)l, < C(I(v,0u) 2 (0,00 + (v, 00, oy (v, ) -1 )
< CM?e? ((1 + )Y (v, 0u)|s + (1 + t)Qﬂ—ly@,au)\s_l) , (4.12)

since we have [s/2] < K for 0 < s < 2K + 1. Because of (3.1), we get
t
Iv.00)0). < € (1w 00+ [ [F (@00, or)
t
<Cet C’MQEQ/ (14 7)Y (v, ) s dr
0

t
+OM2e2 / (14 72V (0, 0u)()|s 1 dr,  (4.13)
0

where the constant C' can be chosen independently of s.
It follows from (4.13) with s = 0 and the Gronwall lemma that

(v, du) ()0 < Ce(1 + )M,
Similarly, applying the Gronwall lemma to (4.13), we can inductively show
(v, Bu) ()| < Ce(1 4 £)CM < 4250 (4.14)
for 0 < s < 2K + 1. Especially, we have

() |1(v, 0u) (8) |2k + [[(v, Du)(t) lar41 < O(t)°, (4.15)
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where
d=4(K +1)p,

provided that ¢ is small enough to satisfy CM?2<? < 2p.

Remark 10. We can also add any nonlinearity of order greater than 4 to
the nonlinear term F'. Indeed, in order to do so, we need to add

(v, 0w (v, 0

in the first line of the estimate (4.12), but its second line stays valid, and
the conclusion of this step is true. We can also easily modify the estimates
below in the rest of the proof.

Rough decay estimates for wave and Klein-Gordon components.
By (4.10), (4.11), (4.12)T and (4.15), we obtain
[1F (v, 0u) (1) ||l < CMP(t)*7 1 (0, 0u)||loi < CMP2(1)°~.
It follows from Lemma 3.13 that
(t +r)|o(t, z)|ar—3 < Ce + CM33(t)? < Ce(t)°. (4.16)
By (4.11) and (4.15), together with Lemma 3.1, we get

(r)2 | Py (v, 0u) |21 < C(r)2 |(v, 0u) % (v, 0u)ax 1
< C|(v, 0u) %I (v, 0u) |21
< OM2E3(t +r)02r=Yw_(t,r) 271, (4.17)

where Fyy = (Fj)Ny+1<j<n- As (4.17) implies
1
Z Z Bp+p—(4p+5),p,s[FaFW](ta J}) < CM?e < Ck,
s=0 |a|<2K—-1—3s
it follows from Lemmas 4.1 and 4.2 with £ =4p+ § and ( = n = p that
|w(t, )|ox 1 < Celt +r)HD =54 —ry=p, (4.18)
|Ow(t, x)|ax 2 < Celt +rYPHor) =3 (t —r)~177, (4.19)

Hence we get

N

[wlog—1 < Celt + ) (r)~2(t — )", (4.20)

where
§ =4dp+0=4(K +2)p.
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Note that (4.16) and (4.19) yield
(v, 0u)(t, D1 < Ot + % () H e — )30, (421)

We set AT p = ([0,T) x R*)\Arg. If r > ¢+ R, we have dw(t,z) = 0.
On the other hand, when ¢ < 2 or ¢t > 2r, we have (¢t +r) < C(t — r) with
some universal positive constant C'. Therefore (4.19) leads to

0w(t, 2)|ax—o < Celr)™Y2(t — p)BrHO=1 < Ce(r) =2 (¢ — )L

for (t,z) € AT g, as p is sufficiently small to satisfy 3p+6 = (4K +7)p < k.
Therefore we get

sup  (r)2 (t — ) |Ow(t, )| < Ce. (4.22)
(t,x)EACTﬂ

Better decay estimates for the wave components.

Let (t,z) € Ar g, and 0 = r — ¢ in the rest of this step. Then we have
(t,o,w) € L1 r. Recall that t, r and (t + r) are equivalent to each other in
A1 r. We apply the arguments in Section 3.2 with

p=w,c=1,9=FY, 0= Fy(v,ou) — FY (0w)
in (3.16) (cf. (WKG) in Section 3.2). Then ® and ®(® in Section 3.2 are
O(t,x) = D(r%w(t,x)), ) (¢, x) = D(T%Faw(t, z))
with D = (0, — ;) /2. Let |a| = s < 2K —4. By (4.18) and (4.20), we obtain

T2 |wlsya] = Ot (o)), (4.23)
T2 [w]i] = O3 a) ). (4.24)

By the definition of Fj(w)(@w), each term in © = Fyy (v, 0u) — F\g\‘;v) (Ow) has
at least one factor like 0%vy, with |a| < 1. Therefore, by (4.16) and (4.21),
we get

7|0l < c7 [t%’(%alﬂ)@w’sﬂ} <O o)L (4.25)
Let R be given by (3.25). For 0 < # < 1, we obtain
/ 799[72] (ry0,w)dr < C53t9+35/71(0)73p + C€t0+5l*1<a>*p
t

/1 _8p—
+ C€3t0+36 3 <0.> 8p—1
3K

< Cet?ti3(p) % 2, (4.26)

N
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provided that p is small enough to satisfy
30" = 12(K +2)p < g

Especially, with the help of (3.9), we have

TR|(r,0,w)dr < Celo)" L. (4.27)
to(a’)

Recall the x-notation in (3.23). By (4.20), we get
2 [w(t, 2)|ox—1 < Cetd o)™ < Celo) L. (4.28)
By (3.21) and (3.29), we also obtain
[°(t,0,0)], |2 (t,0,w)| < OF [t2(t =)~ fwlarc—a]
< Cet® (o) Pt (4.29)
Especially, we have
’@* (to(0),0,w) ’, ‘@(a)*(to(a),a,wﬂ < Celo) 1P < Ce(o)"'. (4.30)
It follows from Lemma 3.7, (4.27), (4.28) and (4.30) that

sup (12 (t — ) F|ow(t, z)| < Ce. (4.31)
(tvx)EAT,R

From (4.29), we get |®*(t, 0, w)| < Ce, which implies

Hg(w, O*(t, O',OJ)) H < 202

with some positive constant Cp, where G(w,Y) is given by (3.32). Let R(®)
be given by (3.34). Similarly to (4.27) we obtain

t t 0082
>/ " () [ ZIR(r, 0,)dr
la|<s PO

¢ 3
< s’ / 7 Coe®~1 <T%9Haw’8—1](tg a,w)> dr
to(o) (4.32)

+ Cet@o (o)L

It follows from Lemma 3.8, (4.28), (4.30), and (4.32) that

1 2 [1 2 1 3
120wt z)|, < C19 / O (23 7wl (1 0,w)) dr

to(U)
+ Cet®= (o)1,
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By induction, we can show that
t2|0w(t, z)|s < Cet®™ 0o (¢ — pyr—l
for 1 < s < 2K — 4. If ¢ is sufficiently small to satisfy
32K-500:2 < .
we obtain

sup t*f’(rﬁ(t — )R ow(t, ) |ar—4 < Ce. (4.33)
(t,.’E)EAT’R

Better decay estimates for the Klein-Gordon components.

We will make use of Lemma 3.15 to improve decay estimates for the Klein-
Gordon components. Let (t,x) € [0,T) x R% For 1 < j < Ny, we put

fﬁj =V — m]_QFJ(W) (8w)

Since, as before, each term in F}(v, 0u) — F J-(W) (Ow) has at least one factor

of the form 0%vy, with || <1, it follows from (4.11) and (4.16) that
B3 (v, 0u) = ™ (0w)|axc 1 < Clolarc—s(0,00)] 2| (v, D) s
< CMEX()0H~3| (v, Ou) |2k 4.

Hence, by (4.15), we obtain

15 (v, 0u) — Ff™ (9u) 254 < OME(0)°7 (1)7 (0. 0) |-

< CME3 ()25 (4.34)
From (4.11) and (4.15), we also have
[1(v, 0u)[ico|(v, Ou)|2rc—s| 2 < CMA> ()72,

By (4.20) and (4.15), we obtain

[0~ = - ) Bk sldwlarc—al| 2 < O |Ow] 25 s

< Cs3<t>35/_2.
Gathering the above estimates, we see from Lemma 3.15 that
(0 + m3)tjll2x—4 < CME*(t) 1P < Ce(ty =", (4.35)
Lemma 3.13 implies

(t +r)|o(t, 2)[2r—s < Ce. (4.36)
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By (4.11) and (4.19), we have

o(t, ) — B(t, 2) a5 < C|F(0w) (¢, ) ey SOME(t+ r)20+8'=3
< Celt+r)7h
Therefore we obtain

(t+r)v(t z)l2k—s < Ce. (4.37)

Conclusion.

Because K +1 < 2K —8 and K < 2K —4 for K > 9, from (4.22), (4.31),
(4.33) and (4.37), we find that there is a positive constant Cy and g = €o(M)
such that we have

5(T) < C()€

for £ € (0,g0]. If M is sufficiently large to satisfy M > 2C(, then we have
E(T) < Me/2 for € € (0,e¢], as desired. This completes the proof. O

4.2.2 Proof of Theorem 2.3

In this subsection, we put I' = °T', and we simply write |- |s, || - ||s, and Z7[/]
for |- |rs, || - llr.s, and 7, [-], respectively. We also write

[¢(t, $)]I,s = [¢(t7 I’)]F,cl,s = |¢(t, 113)|1",s + <C]t — ’l“>|8¢(t, x)h",s—l
for a smooth function ¢ and an integer s > 1. We put
Arr=A3R" Lo =L g = LERT,

and
t{](a) =ty (o;c1,cp, R).

We also set
W_(t,r) =W_(t,r;c1,...,cp) = min{(r), (r — cit),..., (r — cpt)}.
Then we have

(Y Hept —r)y L <CU+r)yW_(t,r)7Y, (t,z) €[0,00) x RE1<T<P.
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Notations and the goal

The proof is quite similar to that for Theorem 2.1, and we concentrate on
different points. Let u = (u!)1<;<p € C([0,T) x R%;RY) be a solution to
(1.4) with (1.6), where N = N + ...+ N,

Let M be sufficiently large, and ¢ be sufficiently small compared to M.
Our goal is, as before, to show that £(T)) < Me implies £(T) < Me/2,
where

P
EM)=  sup > (Ma(r—et) {0l ()| + (t+r)l0ul (t,2) |k }

(t.x)e[0,T)xR2 1
(4.38)
with large K > 3, 0 < k < 1/4 and a sufficiently small positive number p
compared to k.
The energy estimates.

Let 0 < s < 2K + 1. Because of the Leibniz rule, we have

|E(0u)s < C(|0ul?|0uls + |0ulF|Ouls—1)
< CM?2(t) " Houls + C M2 ()P~ o1,

where we put |¢|_1 = 0 for a smooth function ¢. Proceeding as before, we
get

19ull2rc1 < Ce(t)° (4.39)

with § = 4(K +1)p, provided that ¢ is small enough to satisfy CM2e? < 2p.

Rough decay estimates.

It follows from Lemma 3.1 and (4.39) that
|Ou(t, )|2r—1 < Ce(t)?(r) 2.
From this we get

(12| F(0u)|ar—1 < C(r)z|0ul%|0ulak 1

< CM2E3(t + 1) 20H5- 1 W (1, )22, (4.40)
which leads to
By (4p+6)4p1-am2r—1[F (0u)](t) < CM?e* < Ce.
Then, we have
(t+7)2 7% — ept)Plul (t,2) ax 1 < Ce, (4.41)
(41 ()2 (r — et) TP |Oul (¢, 7)ok —2 < Ce (4.42)
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for 1 < I < P, similarly to (4.18) and (4.19), where
§ =4p+ 6 =4(K +2)p.
It follows from (4.41) and (4.42) that
[u! (t,2)] 19501 < Celt + )Y <r>_% (crt —r)~P. (4.43)

Let AT p = ([0,00) x R?) \ Ap,g. Then we have t < 2, ¢1t > 2r or
r>cpt+Rin AL p. It <2o0r2r < c1t(< ¢fT), we have (t+r) < Clegt—r)
for 1 < I < P. The same is true for 1 < I < P when r > cpt + R, because
cp is strictly greater than c¢;. On the other hand, if I = P and r > cpt + R,
then dul(t,r) = 0 by (4.8). Therefore (4.42) leads to

|8ul(t, x)| g < laul(t, x)|2x—3

< Celr) 2 (t+r)PH 1 < Celr) 2 (r — cgt)™

for (t,x) € AT g, as K > 2 and p+ 6’ = (4K +9)p < & for sufficiently small
p. In other words, we have

<7’)%(7“ —cit)! R |oul (t,2) |k < Ce,  (t,3) € AT g (4.44)

Better decay estimates.

Let (t,z) € Ar g in this step. Recall that ¢, r and (t 4+ r) are equivalent to
each other in Ap r. We put

oy :=0¢; =71 — Ct.

Then we have (t,o7,w) € LL . For each I € {1,...,P}, we apply the
arguments in Section 3.2 with

p=ul,c=c;, ¥ ="F 0=F\(ou) - *FI(oul)
in (3.16) (cf. (MSW) in Section 3.2). In this case, we have
O(t,z) = D, ('r%ul(t, z)), @ (t,2) = D,, (T%I‘O‘u[(t,x))
for |a| < K. We use the x-notation with * = %,. Then by (4.43), we have
2 [ul (t, 7)) 141 < Cet’ o)™ < Celoy)s (4.45)
and

|*(t, 07,w)], |®*(t,07,w)| < Cet® (a7) 1. (4.46)
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Especially we have

% (t5(01), o1,w)], |9 (th(01), 71,w)| < Cefor)’ 1P < Ce(on)™ ",

(4.47)
provided that p is small enough to satisfy &' — p = (4K + 7)p < k.
It follows from (4.41) and (4.43) that
Tilt2 ! | g, o1,w) = Ot 2 (o7)77), (4.48)
1 !
Tilt 2 (W]} 1)t o1, w) = O 2 or) ). (4.49)
We set
I _ : .
Wi(t,z) = OSJI;]]])I}J¢I<T‘ cyt) (4.50)
with ¢y = 0. Note that we have
I _ 3 _ —
TIWL](t, o1,w) = 0SJI;1}13I}Jﬂ<(cJ cr)t —og).

By the definition of * F1(9u’), we see that © = F!(0u) —*F!(du’) is a linear
combination of (8au3])(8buk/)(8cu‘]”) with (J, J', J") # (I,1,1). Since (4.42)
yields

¢z ST o k|0 [klow!" |k < CEPTTIWI (1)1,
(J,J",J")A(IIT)
we obtain
t2|0(t, )| < CE33 WL (¢, )1, (4.51)
Let R be given by (3.25). Using Lemma 4.3 for the estimate of the
integral of %[t%@] (t,or1,w), we obtain

/ ! Zi[R) (7, 01,w) dr < Cet? o) 7P 4+ C3t0F3 (o) 3¢
¢

< Cet?t i3 (o)) T

[NIES

(4.52)
for 0 <0 < 1 and |a| < K, provided that p is small enough to satisfy
45" = 16(K +2)p < %.

Especially, we have

~ Ti[R)(r,01,w)dr < Celoy) L. (4.53)

t{(or)
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It follows from Lemma 3.7, (4.45), (4.47) and (4.53) that
0ul (t,2)| < Celr) 2(r —et)™ ', (t,2) € Apg.
Let G(w,Y) be given by (3.32). Then (4.46) leads to

|G (w, ®*(t, 01, w))|| < 2¢7Coe”

(4.54)

for some Cy > 0. Let 1 < s < K and R(® be given by (3.34). Similarly to

(4.53), we obtain

>

I
jof<s /tol@

t

¢ Coe?
)<T> | TR (r,01,w)|dT

t
<cﬁfﬂ'#WAW%memeWm
to(U)

+ Cet@ (o)1,

It follows from Lemma 3.8, (4.45), (4.47), and (4.55) that

(4.55)

t
H@w%wm§oﬁﬁ/ 7O Zyl|ou o1 (7, op,w)Pdr

(o)

+ Cet@ (o)1,
By induction, we can show that
t12|0ul (t, z)|, < Cet® O (g )L,
Especially we have
0! (8, 2) | i < Celt+r)P(r) "2 (r —ert)"!,  (t,2) € Arg,

provided that ¢ is small enough to satisfy 35~1Cpe? < p.

Conclusion.

(4.56)

From (4.44), (4.54) and (4.56), there are C, > 0, which is independent of

(M,e,T), and g1 = £1(M) > 0 such that we have

E(T) < Cie

for 0 < e < e (M). If M > 2C, =: My, we obtain E(T) < Me/2. This

completes the proof.
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4.3 Proof of the asymptotic behavior

In this section, we will prove the two space dimensional part of Theorems 2.5
and 2.6. For f,g € C§° and sufficiently small ¢, (1.3) (resp. (1.4)) with (1.6)
admits a global classical solution u = (v,w) (resp. u = (ul)1<;<p) by
Theorem 2.1 (resp. Theorem 2.3). By its proof, we find that £(c0) < Me
with some M > 0, where £ is given by (4.9) (resp. (4.38)), and we find that
all the estimates in the proof of Theorem 2.1 (resp. Theorem 2.3) are valid
with T = oo.

4.3.1 Proof of Theorem 2.5

We use the same notation as in the proof of Theorem 2.1. Firstly we consider
the Klein-Gordon component. By £(c0) < Me and (4.15), we get

HFJ(W) (8w)(t)H1 < OM2320H71 50, t— oo,

Hence, with the help of (4.35), Lemma 3.16 implies the desired result for
the Klein-Gordon component v.
Secondly we consider the wave component. By (4.20), we have

rafw(t,z)h < Celt+1)(t—1r)"", (tz) € [0,00) x R (4.57)
By (4.26), we have

3k _

/ ™ TIR|(r,0,w)dr < C’ete"’%_%(a)T
t

ol

, (to,w) € Loor =Ly

(4.58)

for 0 < 0 <« 1. If we choose sufficiently small p, compared to k, we have

k1 , ko1 3k 1
> _z —1l—p< (=== — —=)=r-1. 4.
179 0 p—<4 2>+<4 2) " (4.59)

By (4.57), (4.58) and (4.59), as well as (4.7) and the conditions (B1) or
(B2) for (d,p) = (2, 3) in the assumption of Theorem 2.5, we see that all the
assumptions in Lemma 3.12 are fulfilled and the lemma implies the desired
results for the wave component w, by choosing § = /4. This completes the
proof.

4.3.2 Proof of Theorem 2.6

We use the same notation as in the proof of Theorem 2.3. We fix I =
1,...,P. From (4.43), we get

raful (t,2)]11 < Celt+ 1) (cit — )P, (t,x) € [0,00) x R, (4.60)
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We can write (4.52) as

o
/ P TR or,w) dr < Cet™ i3 (o) 53, 0<0<1  (461)
¢

for (t,o,w) € EgO’R = LU P. Observe that (4.60) and (4.61) correspond
to (4.57) and (4.58), respectively. We also have (4.8), which corresponds
to (4.7). Therefore, proceeding as above, we obtain the desired results by
Lemma 3.12. This completes the proof.
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Chapter 5

Three space dimensional case

5.1 Key decay estimates for the wave equations

In this chapter, we will prove our theorems for the three space dimensional
case. As in Section 4.1, we firstly summarize known decay results for solu-
tions to linear wave equations

Ocw(t,x) = ¥(t,x), (t,z) € (0,00) x R3,

w(0,2) = wo(z), (Bw)(0,2) =w(z), z€R3 (5.1)

with ¢ > 0. We employ the weighted L>°-L* estimates in Asakura [5] and
Yokoyama [62] (see also [32] and Kubota-Yokoyama [50] for the expression
below).

To state the weighted L°°-L*° estimates, we define

log<1—|—gi_:i>, ifr=1,

1, if Kk > 1.

Xe(t,z) =

Let ¢!, ..., c" be given positive constants, and let W_(t,7) be given by (4.3).
The first one is a decay estimate of the solutions to the homogeneous
wave equation.

Lemma 5.1. Let ¢ > 0, and w be a smooth solution to (5.1) with ¥ = 0.
For 60 >0 and k > 1, there is a positive constant C' such that

(t+ 1) 0 et — r) Huw(t, 2)| < CXy(ct, 2) AL, [wo, wi]
for (t,z) € [0,00) x R3, where we set

Al [wo, wy] := Sgﬂg(ﬂp(ﬁﬂwo(x)\az,l + 7w ()]). (5.2)
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The second pair is for the inhomogeneous wave equation with zero data.
To describe decay estimates, we introduce some notation. Let I' be a set of
vector fields. For kK € R,0 < p < 1, a non-negative integer s and a smooth
function ¥ = ¥(¢,x), we set

BLf [W](t) := sup {1 + ) TFW_ (7, x)l_“\\I/(T, z)|rs (5.3)
(r,x)€[0,t) xR3

for t > 0. We write B! [W](t) for Bt

1,0 w0l ¥](t) as the choice of I' makes no
difference.

Lemma 5.2. Let ¢ > 0,0 < T < o0, and w be a smooth solution to (5.1)
with w(0) = (Qw)(0) = 0. For & > 0, > 1, and 0 < n < 1, there is a
positive constant C, being independent of T', such that

t+ 8t — r)w(t, x)| < Xe(et, x)BZ__& n,ON’] (1), (5.4)
(t+ 1) "S ) (et — r)|ow(t, 2)| < CBEOT [w](t) (5.5)

f07” (t,$) S (O,T) X RS, where (Q,@) = (Q23,931,Q12,80,81,82,83).

In the rest of this section, we introduce different versions of decay es-
timates for derivatives of solutions to wave equations. To begin with, let
us explain our motivation, which is closely related to the difficulty in our
problems (1.3) and (1.4) in three space dimensions. Let I' be the full set
of our vector fields, including S and Lg, in d space dimensions. Then it is
known that we have

{t —r)|0g(t,z)| < Clo(t, z)|ra (5.6)

for any smooth function ¢ on R? (see [32] for instance). Therefore, if we
have the estimate B

d
lw(t,z)|rsp1 < Celt+7)P~ 2

with some 0 < p < 1, we also obtain
|Ow(t, 2)|ps < Celt+ )P~ T (t—r)~L.

Especially, in a region close to the t-axis, say r < t/2, we have the estimate
|Ow(t,z)|ps < Ce(t + r)pflf%. This fact is effectively used for the study
of (1.7) in [37, 38], in combination with decay estimates coming from the
profile system in a region away from the t-axis.

On the other hand, in our restricted sets T or °T', (5.6) is unavailable,
and if we use (5.5) when d = 3 and (4.5) when d = 2 to obtain decay
estimates for Jw, we can only expect an estimate like

d—1

|ow(t,z)|rs < Celt +r)P(r)~ 2 (ct —r)~*
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for u with the propagation speed ¢, where I' = LT or I = “T". This estimate
only gives a weaker result [Qw(t, z)|r s < Cs(t—l—r)p*l(ﬂ_% near the t-axis.
As we have done in the previous chapter, this causes no serious problem when
d = 2, because p— 1 is relatively small compared to —(d—1)/2 = —1/2, and
we can show [Ow(t, z)|p s < C’e(t}f% (or even a faster decay estimate) near

the t-axis (see (4.42) and (4.44)). However , when d = 3, we only obtain a
bound Ce(t)?~1 on the t-axis, that is insufficient as p—1 > —1 = —(d—1)/2.

To turn around this difficulty, we assume the additional conditions (A1)
or (A2) in Theorems 2.2 and 2.4, and we will use the following decay esti-
mates for 2-derivatives when I' = FT" and t-derivatives when I' = ST. Recall
the definition (5.3).

Proposition 5.1. Let ¢ > 0, 0 < T < 0o and w be a smooth solution to
(5.1) with w(0) = (Oyw)(0) =0. Let £ >0, >1, and 0 <n < 1.

(1) If ¢ = 1, then there is a positive constant C, being independent of T,
such that we have

(t+ 1) 78— ) apw(t,x)| < CB.LT [W](1), (t2) € (0,T) x B

(2) Forc >0, there is a positive constant C, being independent of T, such
that we have

(t+ )18t — r)C|Ow(t, z)| < CBC S PIt),  (t,x) € (0,T) x R®.

Proof. If r > t/2 or t < 1, then we have (r)~! < C{t +r)~!, and the two
estimates above are immediate consequences of (5.5). Hence we suppose
that 7 < ¢/2 and ¢ > 1 from now on. Note that we have (¢t + r)~! < Ct™!
then.

First we prove (1). Let 1 < k < 3. Then we have

topw = Lyw — x,0;w. (5.7)
We get O(Lrw) = L ¥, and

(Lrw)(0,z) = (topw(t, x) + x0yw(t, x))|i=o = 0,
(O Liw) (0, ) = (Opw(t, z) + tdpOpw(t, z) + rp02w(t, ) |t=0 = 2 ¥(0, ).

From the definitions (5.2) and (5.3), we obtain

AL [0, ¥(0)) < sup r(r) ) ()| < B 0)0)

BEO L)1) < BN, [w(0).
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Since X¢(t,xz) < C for r < t/2 and ( > 1, Lemma 5.1 and (5.4) yield

\Lyw(t,z)] < Ot + )&t — =BT 1w (5.8)

47577771
_ L
< Clt+n)(t—r) B [W](1).

It apparently follows from (5.5) that

ek (t, z)] < Ot + )& —r) =B [W)(0). (5.9)

By (5.7), (5.8) and (5.9), we obtain

(t + r)|0yw(t, z)| < CtlOpw(t,z)| < C{t + ) (t — r)‘CBéfgml[\I'](t),

which shows (1) for r < ¢/2 and ¢t > 1.
To prove (2), we use
tow = Sw — x - Vyw, (5.10)
instead of (5.7). We have O.(Sw) = (S + 2)¥, and

(Sw)(0,z) = (tow(t,z) + x - Vyw(t, x))|i=0 = 0,
(0:Sw) (0, ) = (Byw(t, z) + tdPw(t, z) + = - Vo (dpw)(t, z))|t=0 = 0.

The rest of the proof is similar to the above. This completes the proof. [J

5.2 Proof of SDGE

As in Section 4.2, we always suppose that f(z) = g(x) = 0 for all || > R
n (1.6) (cf. (4.6)). Then, we have (4.7) and (4.8).

The proof goes a similar way to the two space dimensional case, but even
if we set aside the additional assumptions (A1) and (A2), we still need one
more step in the decay estimates for solutions to wave equations in three
space dimensions.

5.2.1 Proof of Theorem 2.2

We use the same notation as in the proof of Theorem 2.1. For the sake of
readability, we describe the notation again: We put I' = T, and we simply
write |- [s, || |5, []s, and T[] for |- [p s, || - IT.s5 []r,1,s, and J1]-], respectively.
We also put

1,1 1 1;1.1
Arr=A7p Lrr=Lrr=Lrp

and
to(o) = ty(o;1,1, R) = max{(r), (t — 1)}, o <R.

We also set W_(t,r) = W_(t,r;1) = min{(r), (t —r)}.
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Notations and the goal.

For a smooth solution u = (v, w) to the Cauchy problem (1.3) with (1.6) on
[0,T) x R3, we define

E(T) = sup (¢ + )32 ot 2) g1 + (E+ )t — )P 0w(t, o))
(t,z)€[0,T)xR3
+ sup (t+7r)"P(r)(t —r)|ow(t, )|k, (5.11)

(t,x)€[0,T)xR3

where K > 12 is a positive integer, and p is a sufficiently small positive
number.

We suppose that £(T") < Me with some large M. We also suppose that
¢ is relatively small compared to M. Then we have

|(v(t,x), dv(t, z), Dyw(t, )| < CMe(t +7) " (t —r) "3, (5.12)
| (v(t, ), Qult, x))}K < CMe(t+r)yP~"W_(t,r)F 3.
As before, our goal is to obtain £(T) < Me/2.

N|=
—
ot
—_
w
~—

The energy estimates.

Let 0 < s < 2K 4+ 1. We put |¢(t,z)|-1 = ||¢(t)||-1 = 0 for any smooth
function ¢. By the Leibniz formula and the condition (A1), we obtain from
(5.12) and (5.13) that

|F'(v, 0, dyw)]s < C(|(v, Ov, pw)| [ (v, 0u)], + [(v, 0u)| (g1 (v, Du)l_;)
< CMe(1+t)7 (v, 0u)|, + CMe(1+ )P |(v,du)]|

s—1>

(5.14)

since we have [s/2] < K for 0 < s < 2K+1. The standard energy inequalities
for the Klein-Gordon and wave equations yield

(v, du)@)]|s < Ce + CME/O (1 +7) " (v, du)(7)|ls) dr

+ C'ME/O (1 + 7P~ 1(|| (v, Bu) ()] s—1) .

Using the Gronwall lemma, we obtain
(0, ) (t)]]s < Ce(1+ )Mt
by mathematical induction in s. Then we have
)71l (v, 0u)(t)llzx + | (v, Ou) (t)l|l2k+1 < Ce()°, (5.15)

where
d=2(K +1)p,

provided that e is small enough to satisfy CMe < p. Note that we can
assume J to be sufficiently small by choosing small p.
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Remark 11. (5.14) is the only point where we explicit use the assump-
tion (Al). If we assume that F has also higher-order nonlinear terms
F¢(v,8u), depending also on dyu and satisfying F (v, u) = O(|v|* + [0u/?)
near (v,0u) = (0,0), then

|F< (v, 8u)|s < Cl(v,0u)E, /91| (v, )5
< OM?*(1+ )% 72| (v, 0u) s
< CMe(1+ t)fl\(v, ou)ls,

and (5.14) remains true. Consequently, all the estimates in this step are
valid. Contribution by F° in the sequel can be easily treated.

Rough decay estimates.
Using Lemma 3.1 , we obtain from (5.15) that

w(t, z)|ar—1 < Celr)~L(t)°. (5.16)
By (5.14) and (5.15), we get

| F (v, 0u)||or 41 < CMe2()°~1 < Ce(t) L,

Hence, it follows from Lemma 3.13, we obtain

o(t, 2)|2rc—3 < Celt +r)~3. (5.17)

Let s <2K — 4. By (5.16) and (5.17), we get

(r)|F(v,0u)|s < C(r)(|v|k+1lvlar—3 + [v|k11]0w|s + [Ow| Kk |v]2k—3)
+ C(r)|0w| k| 0w|ak —4 (5.18)

< CME2(t+ Y0P YW (1)L + CMe(t + )2 (r)]|0w]s.
If we use (5.16) again to estimate the last term, we obtain
(") |F (v, 0u)|ak s < CMEX(t + 7)Y TP YW (t,7) 73,

which yields
el [F](t) < CMe? < Ce.

1—(346),3—p2K—4
It follows from (5.5) with £ = (1/2) +9, ( =1 and n = (1/2) — p that
Ow(t, @)|ax—5 < Celt + )2 (1)~ e — )7L, (5.19)
By (5.18) and (5.19) we get

(I |F(v,0u)|ar—5 < CMe2(t + )P~ W_(¢,r)L.
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Since we have

BF7T
1+p—(6+3p).p,2K—5

[F](t) < CMe* < Ce,
(5.4) and (5.5) with € =9+ 3p, ( =1+ p and 1 = p, lead to

lw(t, z)|ax—5 < Ce(t + 03Pt — ) 7P < Celt + )21, (5.20)
0w (t, z)|ox ¢ < Celt +r)0+3e(r) =Lt — p)=1=p (5.21)
< Celt 4 r)2 )y Nt —r)7 L.

Better estimates for the Klein-Gordon components.

We will make use of Lemma 3.15 to obtain the better decay estimates for
the Klein-Gordon components. We put

vV =vj — m;2}7jgw)(aw).

Since, as before, each term in Fj(v,0v,0w) — Fj(w)(aw) has at least one
factor of the form 0%v;, with |a| < 1, it follows from (5.13) and (5.17) that

B3 (v,0u) = £ (9w) a6 < Clolaic—s (v, 9u) 2rc—s
< Ce(t)272|(v,0u) ax
Hence, by (5.15), We obtain
1F; (v, 0u) — B (0w) ok 6 < Cllolar s 1o | (v, ) ok
< C2(1 41203
From (5.13) and (5.15), we also have
(v, 0) % —al (v, 0u) 2rc 5| 2 < CMPe(1+ £)2F072,
It follows from (5.20) and (5.21) that
[t 41 - ) wlok—5|0wl2re 6] 12
t+R 3
< Ce? </ [t + 7)) =2t — r>_1|2r2dr>
0
< CeX(1+1)42
Gathering the above estimates, we see from Lemma 3.15 that
1O+ m2);||lax—s < C2(1 + )20~ 3, (5.22)

which, together with Lemma 3.13, implies

o

[0(t, z) |2k —10 < Ce(t + 1)~ 2.
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Since (5.21) implies

[o(t,z) = 5(t,2) |2k —10 < [Fe” (0w)|2r—10 < Clow]3x g
< 052<t + 7“)45_2
< Celt+r)2,

we obtain
o(t, 2) |2k 10 < Celt + 1) 2. (5.23)

Better decay estimates for the wave components.

Let (t,z) € A7 g, and 0 = r —t for a while. Then we have (t,0,w) € L7 p.
Recall that ¢, and (t 4+ r) are equivalent to each other in Ap r. We apply
the arguments in Section 3.2 with

p=w, c=1, ¥=FY ©=Fy,du) - F\ (w)
in (3.16) (cf. (WKG) in Section 3.2). Then ® and ®(® in Section 3.2 are
o(t,z) = D(rw(t,z)), @D(t,z)=D(Tw(t,x)).
with D = (9, — 9;)/2. By (5.20) and (5.21), we get
[w(t,z)]ax—5 < Celt +r)PL (5.24)

Let s < 2K — 11. By the definition of F\g\v,v)(ﬁw), each term in © =

Fw(v,0u) — F&;V) (Ow) has at least one factor like 0%vy, with |a| < 1. There-
fore, we obtain from (5.23) that

T[r|6s] < CT[r|vlar-10(Jv|2x—10 + |Ow]s)]

<C (5%*2 + eféynawg]) . (5.25)

By (5.20) and (5.24), we obtain
Tt =) wlt,2)ixo) = O (9 20) ), (5.26)
Tt w(t, 2)|ak o] = O (etQH) . (5.27)

Let R be given by (3.25). Recall that to(o) is equivalent to (o) (cf. (3.9)).
Gathering the above estimates, (5.25), (5.26) and (5.27), with the help of
(3.9), we get from (5.21) that

T[R](7,0,w)dr < Ce(o)* . (5.28)
to(o’)
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Recall the *-notation (3.23). By (3.21) and (3.29), we also obtain

D% (t, 0, w)|, |8 (¢, 0,w)| < CT[t{t — )" w]ag—10]
< Cet® (o)L, (5.29)

Especially, we have

‘<I)* (to(o), a,w)’ ) ’<I>(a)*(to(0), a,w)’ < Cety(0) (o)
< Celo)® 1, (5.30)

It follows from Lemma 3.7, (5.24), (5.28) and (5.30) that
rlow(t, z)| < Celt — )21, (5.31)
From (5.29), we get |®*(t,0,w)| < Ce, which implies
G (w, ®* (¢, 0,w)) || < 2Coe

with some positive constant Cp, where G(w,Y) is given by (3.32). Let R(@)
be given by (3.34). Similarly to (5.28) we obtain

t + Coe
Z/ () |7 [R(r, 0,w)|dr
‘a|§8 to(o’) T
¢
<C’t005/ 0oL (2 Fl|Owl et 0. w)) dr
= to(o) (r7119wlsal(2,) (5.32)
+ Cgtcoa<0_>2671.

It follows from Lemma 3.8, (5.24), (5.30), and (5.32) that

tlow(t,z)|s < Ct°o /t( )7'_006_1(77[|8w|31](t,a,w))2d7-
to(o
+ Cet©os(5) 201,
By induction, we can show that
tow(t,z)|s < Cet® " Cos(p — )21,
for 1 < s < 2K — 11. Especially, if we choose sufficiently small e, we have
tow(t, x)|ax—11 < Cet”(t —r)21 (5.33)

with v = p/4.

From here, we consider (t,x) € [0,T) x R3. If r > t + R, then we
have w(t,z) = 0. On the other hand, if ¢ < 2 or ¢ > 2r, then we have
(t+r) < C(t —r). Therefore, by (5.21), we get

Ow(t, x)|ax 11 < Ce(r) ™t —r)P 7", (t,2) € Afp.
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Combining this estimate in A7 ; with the estimate (5.33) in Ar g, we get
|Ow(t, z)|ox 11 < Clt4+r) () 1t — 2L (t,2) € [0,T) x R®. (5.34)
We use (5.23) and (5.34) to obtain
()| F (v, 0u)larc-11 < C(r)(Jvf3x 10 + [0wl35_11) (5.35)
< C2((t+ )2+ (t+ )2 (r) 1t — r)*72)
<Ot + )2 W (t,r) 7.

Since we have Ba’lu)%y”Kin[F(v, Ou)] < Ce?, Lemmas 5.1 and 5.2 with

E=4v,(=1+v and n = v, lead to

lw(t, )|ar—11 < Celt + 7Pt —r)7", (5.36)
|Ow(t, z)|ox —12 < Cel(t + )P (r) "1t —r) 7177, (5.37)
as v = p/4. It also follows from Proposition 5.1 that
|0pw(t, )| < Celt + 7)1t — )y~ 177, (5.38)
which implies
0,w(t,z)| < Celt+r) "Nt —r)P 177 (t,x) € AT g (5.39)

Now we return to the argument using the profile system again. Let
(t,x) € Ar g in the rest of this step. (5.36) and (5.37) yield

[w(t,z)]; < Celt +r)P~1 (5.40)
and
|®*(to(0), 0,w)| < Ce(o)P™t. (5.41)
Using also (5.25), we obtain
IR(t,2)] < (t — ) w2+t w]s + 0] < CetP~2(t — 1)~ 3,
which leads to

/ P TR|(r,0,w)dr < CePM073(0)"2, ¢ > to(0) (5.42)
t

for 0 < 6 <« 1. Especially, we have

TR](r,0,w)dr < Ce(o)P™ L. (5.43)
to(o’)

It follows from (5.40), (5.41), (5.43) and Lemma 3.7 that
tlow(t,z)| < Ce(t —r)P~1,  (t,x) € Ar g,
which combined with (5.39), implies
|0,w(t, )| < Ce(t +r) Yt —r)P~1 (t,2) €[0,T) x R3. (5.44)
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Conclusion.

Because K +1 < 2K — 10 and K < 2K —12 for K > 12, from (5.23), (5.37)
and (5.44), we get
E(T) < Coe

with a positive constant Cj, provided the ¢ is sufficiently small. If M is
sufficiently large to satisfy M > 2Cj, we obtain the desired result £(T) <
Me /2. This completes the proof. O

5.2.2 Proof of Theorem 2.4

We use the same notation as in the proof of Theorem 2.3. For the sake of
readability, we describe the notation again: We put I' = T, and we simply
write | - |s, || - ||s and F7[] for | - |ps, | - [|1,s and T, [], respectively. We also
write

[¢(t, 2)]1s := [0(t, )] ers = [(E, ) |r,s + (crt —7)[06(t, 2)|r 51
for a smooth function ¢ and an integer s > 1. We put
Arr=APR, Lpgp=LEg= L7,
and
th(o0) = ti! (o5 ¢1,cp, R).
We also set
W_(t,r) =W_(t,r;c1,...,cp) =min{(r), (r —c1t),..., (r —cpt)}.
Then we have

(" Het—r) L < Clr+r)"W_(t,7)7Y,  (t,z) €[0,00) xR3, 1< I <P.

Notations and the goal.

The proof is quite similar to that for Theorem 2.2, and we concentrate on
different points. Let u = (u)1<j<p € C*([0,T) x R*;RY) be a solution to
(1.4) with (1.6), where N = Nt + ... + N,

Let M be sufficiently large, and € be sufficiently small compared to M.
Our goal is, as before, to show that £(T) < Me implies £(T) < Me/2,
where

P
ET) = sup Y (t+r)(et —r) |0l (¢, x)|
(t,)€[0,T)xR3 T
p (5.45)
+  sup (t+r)"P(r){crt — r)|0u’ (t, 2) |k

(t,2)€[0,T)xR3 T

with a large integer K > 4 and a sufficiently small positive number p.
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The energy estimates and rough decay estimates.

Using the condition (A2), we get

[F(Owu)|s < ClOwul|Ouls + |0u|k |Ouls—1
< CMe((1+ )7 ouls + (1 + )P~ ouls—1)

for s < 2K —1, where we put |¢|_1 = 0 for a smooth function ¢. Proceeding
as before, we get

0u(t) 2511 < Celt)’ (5.46)

with 0 = 2(K + 1)p, provided that ¢ is small enough to satisfy CMe < p.
Using lemma 3.1 and (5.46), we obtain

Ou(t, ) |ox—1 < Celt)d(r)L.
From this we get
(M| F(0u)|ax—1 < C(r)|0u|k|0u|ax -1 < CM52<t + r>5+p—1W_(t,r)_1,
which leads to

lul (t, 2)|2x—1 < Ce(t + 7)1, (5.47)
|Ou (t, x)|ox—o < Celt + )2 () Hept — )7} (5.48)

for 1 < I < P, similarly to (5.20) and (5.21).

Better decay estimates.

For a while, we suppose (t,z) € Arpr. Recall that ¢, r and (¢t + r) are
equivalent to each other in A7 r. We put

0y :=0¢ =71 —cyt.

Then we have (t,or,w) € ﬁéR. For each I € {1,...,P}, we apply the
arguments in Section 3.2 with

p=ul, c=¢;, W="FI ©— Fl(ou) —*FI(oul)
in (3.16) (cf. (MSW) in Section 3.2). In this case, we have
d(t,x) = Do, (rul (t, ), Y (t,2) = D, (1T (t,2)), |a] <2K —3.
We use the #-notation with % = x.,. By (5.47) and (5.48), we get

[u'(t, )] 1261 < Celt + )21, (5.49)
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which, together with (5.47), implies

il{ert =)l (4 0) 3 areg + 1l (b2) s ) = O (2 3(r) 7).

(5.50)
It follows from (5.49) that
|®*(t, 07,w)], |®D*(t,07,w)| < Cet® (o7) 7" (5.51)
Especially we have
8 (#(01), o1, )], |9 (th(01), o1, )] < Ce o)1, (5.52)
As before, we put
WL(t,z) = OSJI;lJiJI}Jﬂ(T —cgt)

with ¢g = 0. By the definition of *F!(du’), we see that © = F!(du) —
*F1(0ul) is a linear combination of (E)auj)(é?buk,) with (J,J') # (I,I). For
s < 2K — 2, since (5.48) yields
%[t 3o joufou”ls] < Oty TIWE () T WL (1)
(LT
< Ce2P0 W (¢, )10,

we obtain

1Ot z)|s < Ce2P0 WL (¢, )10, (5.53)

Let R be given by (3.25). Using Lemma 4.3 for the estimate of the integral
of J1[tO](t,or,w), we obtain

T [R](r,01,w)dr < Celop)® 1, (5.54)
t§(or)
It follows from Lemma 3.7, (5.49), (5.52) and (5.54) that
tloul (t, )| < Celert — r)> L, (5.55)

in place of (5.31).
Let G(w,Y') be given by (3.32). Then (5.51) leads to

Hg(w, (¢, O'I,UJ)) | < 20%005

for some Cp > 0. Let 1 < s < 2K —3 and R(®) be given by (3.34). Similarly
to (5.54), we obtain

t t Co&
> [ (2) AR e wldr
to(o) \T

|al<s

t
< thos/ === (s 70wl |s_1] (T, o1, w 2dr
o) (rZ1llou’s-1)(r, 01,w)) (5.56)

+ Cet® (o)1
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It follows from Lemma 3.8, (5.49), (5.52) and (5.56) that

t
Hou! (1, 2)]s < C1O0 / O (2 3|0 o1 (7, o7, w))
ty(o)
+ Cet%(gy)50-1,

By induction, we can show that
tloul (t, )2k 3 < Cet” (cgt — r)>0 1 (5.57)

with v = p/8, in place of (5.33), provided the ¢ is sufficiently small. Here
we have chosen smaller v than before for the later purpose.
Combining (5.48) in A% g, and (5.57) in A7 g, We obtain

laul(t,x)b;(_g < Ce(t+ r>”<’r)_1(01t — 7")56_1, (t,z) € 0,T) x R3,
(5.58)

which yields
(r)|F(0u)|ar—3 < CeX(t + )27 IW_(t,r)100~2

< CEXt+r)s W (1)

F?T

as v = p/8. Since B(1+u)—§,z/,2K—3
(5.36), (5.37), and (5.38), we obtain

[F(0u)] < Ce2, in correspondence with

! (t,2)|ax—s < Celt + )2 Hegt — )7, (5.59)
Ou! (t, @) |ar—a < Celt + )2 (r) et —r) 177, (5.60)

as well as
0! (t, 2) |2k —s < Celt + )2 Yept — 7)1 (5.61)

for (t,x) € [0,T) x R3.
Now we return to the argument using the profile system again. Let
(t,x) € Ar g. From (5.59) and (5.60), we obtain

[u! (t,2)]7.1 < Celt+ )2 Hegt — ), (5.62)
|<I>*(t6(01),01,w)‘ < C€<O'[>§717V, (5.63)

and

p_3
272

T [{ert — )y Hul (¢, a:)]%2 +t 7 Hul(t, z)|1] < Cet <01>7%. (5.64)

It follows from (5.60) that
%[t 3 \au»’HauJ’Q < C2P WL (1, 1),
(L)AL
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which yields
t|0(t, z)| < Ce2tP~ WL (t,r)~ V. (5.65)

Similarly to (5.54), we obtain

/ P TR (7, 0,w) dr < Cet%lﬂua[}*% + CetP~1?
t

< Cet’ T o) T, t>th(og) (5.66)
for 0 < 0 < 1. Especially we have
T R](7,0,w)dr < Celor)P~L. (5.67)
to(or)

From (5.62), (5.63), (5.67) and Lemma 3.7 we obtain
t|ou! (t,2)| < Celert — )P, (t,x) € Arg. (5.68)

Combining (5.61) in A7 p and (5.68) in A g, we obtain
|Opu(t, z)| < Celt + 7y Hegt —r)P7 (t,2) €[0,T) x R3. (5.69)

Finally, we obtain the desired result £(T) < Me/2 from (5.60) and
(5.69), provided that M is sufficiently large and ¢ is sufficiently small. This
completes the proof. O

5.3 Proof of the asymptotic behavior

In this section, we will prove the three space dimensional part of the Theo-
rems 2.5 and 2.6. For f,g € C§° and sufficiently small ¢, (1.3) (resp. (1.4))
with (1.6) admits a global classical solution u = (v, w) (resp. u = (u!)1<7<p)
by Theorem 2.2 (resp. Theorem 2.4). By its proof, we find that £(c0) < Me
with some M > 0, where £ is given by (5.11) (resp. (5.45)), and we find
that all the estimates in the proof of Theorem 2.2 (resp. Theorem 2.4) are
valid with T = oo.

We will apply Lemma 3.12 to obtain the asymptotic behavior of solutions
to wave equations. Note that (3.39) is satisfied for the applications below,
because of the KMS conditions for (d,p) = (3,2). Hence we can take § =0
in our applications below.

5.3.1 Proof of Theorem 2.5

We use the same notations as in the proof of Theorem 2.2. Firsrly we
consider the Klein-Gordon component. By £(oc0) < Me and (5.15), we get

HFJ'(W) (8w)(t)H1 < CMe2', t— oo
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Hence, with the help of (5.22), Lemma 3.16 implies the desired result for
the Klein-Gordon component v.

Secondly we consider the wave component. Given 0 < xk < 1, we take
p = k/2. Then (5.40) and (5.42) imply

rlw(t,z)) < Celt +7)*, (t,) € [0,00) x R,
/ P TR (r,0,w)dr < C’etnT_l'H’(a)_%
t
< C'Et'%l+9<a>%l, (t,o,w) € ,C(l);ol,’é, 0<O«<1.

Apparently we have

K 1</€—1 1 K 1<K,—1+H,—1
2 - 2 27 2 - 2 2

(5.70)

Therefore, recalling (4.7), we can apply Lemma 3.12 with § = 0 to show the
desired results. This completes the proof. O

5.3.2 Proof of Theorem 2.6

We use the same notation as in the proof of Theorem 2.4. We fix I =
1,..., P. Given 0 < k < 1, we choose p = k this time. Then it follow from
(5.62) and (5.66) that

rlul (t,2)]11 < Celt+1)3, (t,z) € [0,00) x R,

/ P FR)(r, 0,w) dr < Cet"T (o) T (t,0,w) € L5947, 0< 0 < 1.
t

Since we have (4.8), we can apply Lemma 3.12 with § = 0 to obtain the
desired results as above. This completes the proof. O
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