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## Abstract

In this doctoral thesis, various properties of baryon resonances are investigated using the Sakai-Sugimoto model, one of the holographic QCD models. Even though the Roper resonance is one of the most experimentally established baryon resonances, it is difficult to explain its various properties theoretically. We find that the mass formula obtained from the Sakai-Sugimoto model captures the characteristics of the experimental data of Roper resonances well. Therefore, we attempted to calculate other properties of the Roper resonance, especially the electromagnetic transition amplitude and the decay width of the one pion emission. We also tried to do similar analyses for other nucleon resonances ( $\left.\Delta(1232), N^{*}(1535)\right)$.

For this purpose, it is necessary to obtain the baryon wave function and chiral current in the Sakai-Sugimoto model. In the holographic QCD model, baryons appear as D-branes. In particular, in the Sakai-Sugimoto model, this D-brane is identified with an instanton on D8 brane. Therefore, we consider the motion of this instanton in moduli space and quantize it to obtain the wave function of the baryon. This is the conventional method used in the analysis of solitons and is called collective coordinate quantization. After that, we performed calculations and compared them with experimental data using the current defined as the Noether current of chiral symmetry in the Sakai-Sugimoto model. On the other hand, some problems exist in the definition of chiral current, therefore we pointed out these problems.

In addition, Roper-like excitations have recently been found in heavy baryons. Therefore, we discuss the extension of the Sakai-Sugimoto model to heavy flavor for the purpose of these analyses.

## Acknowlegement

First of all, I would like to express my gratitude to my advisor, Professor Atsushi Hosaka, for guiding my research through enlightening discussions. Without the knowledge from the fundamental to the recent development of hadron physics that I gained from him, I would not have been able to complete my research and write this doctoral dissertation. I would also like to thank Professor Noriyoshi Ishii for his many helpful suggestions and comments. Some of my work owes to his suggestions. I am also grateful to Professor Kazuyuki Ogata, who was transferred to Kyushu University in the middle of my doctoral course. The basic knowledge of numerical computation that I learned from him was especially helpful in carrying out my research. I would also like to take this opportunity to thank Prof. Hiroyuki Noumi, Prof. Masayuki Asakawa, and Prof. Tatsuma Nishioka for their assistance in sub-reviewing this doctoral thesis.

I would like to thank all RCNP members. In particular, I am very happy to my collaborators, Akihiro Iwanaka (D1 student) and Yuto Kaneko (M2 student) in RCNP Theory group, for many exciting discussions. I would like to appreciate the secretary, Sachiko Karasuyama, for providing us for a comfortable environment for our research life. This work was supported by JST SPRING, Grant Number JPMJSP.

## Contents

Chapter 1. Introduction ..... 5
1.1 Nucleon resonances ..... 7
1.2 Sakai-Sugimoto model ..... 10
1.3 Baryons for Sakai-Sugimoto model ..... 12
1.4 Construction of the doctoral thesis ..... 14
Chapter 2. Hadrons in the Sakai-Sugimoto model ..... 15
2.1 The gauge/gravity (string) correspondence ..... 15
2.2 The Sakai-Sugimoto model ..... 17
2.3 Mesons in the Sakai-Sugimoto model ..... 24
2.4 Baryons in the Sakai-Sugimoto model ..... 35
Chapter 3. $\operatorname{SU}\left(N_{f}=2+1\right)$ Sakai Sugimoto model ..... 54
3.1 Flavor SU(3) Skyrme model ..... 55
3.2 Hyperons in the Sakai-Sugimoto model ..... 66
3.3 Dimensional reduction ..... 77
3.4 Heavy and exotic baryons in the Sakai-Sugimoto model ..... 92
Chapter 4. Properties of nucleon resonances ..... 109
4.1 The definition of the chiral current in the Sakai-Sugimoto model ..... 109
4.2 The static properties of the nucleon ..... 124
4.3 Dynamical properties of the nucleon resonances ..... 134
Chapter 5. Summary and Outlook ..... 163
Appendix A Details of the calculation ..... 167
A. 1 (2.4.19) ..... 167
A. 2 (2.4.20) ..... 169
A. 3 (2.4.22) ..... 170
A. 4 (2.4.49) ..... 171
A. 5 (2.4.60) ..... 171
A. 6 (2.4.67) ..... 172
A. 7 (3.2.25) ..... 176
A. 8 (3.3.11) ..... 177
A. 9 (3.3.15) ..... 177
A. 10 (3.3.17) ..... 179
A. 11 (3.3.18) ..... 180
A. 12 (3.3.20) ..... 180
A. 13 (3.3.27) ..... 182
A. 14 (3.3.54) ..... 182
A. 15 (3.3.55) ..... 183
A. 16 (3.3.63) ..... 184
A. 17 The calculation of section 3.3.2 ..... 184
Appendix B Gauss's law ..... 186
Appendix C Lie derivative ..... 189
Appendix D Chern-Simons term ..... 192
D. 1 CS term ..... 192
D. 2 New CS term 1 ..... 199
D. 3 New CS term 2 ..... 205
Appendix E The wave function of the $\mathrm{SU}(2)$ rotation $W(t)$ ..... 216
E. $1 \quad W(t)$ ..... 216
E. 2 Wave function for $W(t)$ ..... 217
E. 3 Some expectation values ..... 218
References ..... 220

## Chapter 1.

## Introduction

The strong interactions forming the baryons that occupy more than $99 \%$ of the visible matter in our universe are described by quantum chromodynamics (QCD). However, due to their non-perturbative nature, the behavior of low-energy QCD is not always well understood. While the properties of the ground state baryons such as masses and magnetic moments of the octet baryons, are thought to be well understood, much part of them are actually governed by the flavor symmetry. The dynamics of low energy QCD is more directly reflected in the excited/resonant states of the baryons [1]. This was the case as we have seen in the developments of the atomic physics where various observations of atomic spectra revealed their origin due to the motion of electrons and their interactions. We expect a similar situation for QCD; from the study of baryon spectra we may be able to extract the information of the constituents, or effective degrees of freedom, that govern the structure of baryons and their interactions. This motivates us to study baryon resonances.

While the first-principles calculations of the ground state have been developed by Lattice QCD, the simulations of resonances is difficult, because resonances are recognized as a continuum (scattering) state. For this reason, investigation by effective models that incorporate the appropriate degrees of freedom have been useful. Among various effective models, the most standard one is the constituent quark model that describes baryon resonances as excitations of quarks that are confined inside the baryons $[2,3,4,5,6,7]$. The model reproduces well the properties of the ground state baryons and reasonably well the first resonant states. The model can also predicts further resonant states. However due to its simplicity the predictive power is
limited, and for some resonances, the model lead serious discrepancies in comparison with experimental data. Difficulties are in many cases decay properties of resonances, which are the most important dynamical properties, for example, the decay widths and electromagnetic transition amplitudes [8]. This is because the quark model describe the resonances as a stable particle, although the actual baryon resonances are recognized as poles appearing in the scattering amplitudes of mesons and baryons. The dynamically coupled-channel model (DCC model) is a well-known model that respects the actual resonances [9]. This model explains the properties of resonances very well by using scattering cross-section data as input. However, it is a phenomenological model that requires a large amount of data input.

In this doctoral thesis, the dynamical properties of nucleons are discussed in the Sakai-Sugimoto model, which is the most successful holographic QCD description of low-energy QCD $[10,11]$. So far, static properties such as the mass spectra have been investigated in this model by well utilizing the extra-dimensional degrees of freedom, where its success has been shown $[12,13,14,15,16]$. On the other hand, it is also essential to elucidate the dynamical properties of resonances and their interactions. In this study, as a milestone of the new development of the study of dynamical properties in the holographic model of QCD, the properties of the nucleon resonance are investigated [17, 18]. Moreover, this model describes nucleon as solitons (instantons) [12, 14], whose are resonances expressed as their collective motion excitations, namely stable particles. Here, the extra-dimensional degrees of freedom play an important role. As described below, this extra-dimension includes the degrees of freedom of the meson and its resonances. Then, from the viewpoint of our four-dimensional spacetime, this solitons (instantons), baryon, can be interpreted as a meson-baryon composite system. Considering that the actual nucleon resonance is recognized as the poles of the scattering amplitudes of the meson and baryon, this baryon picture is very interesting. From this point of view, it is worthwhile to investigate various properties of nucleon resonance using this model.

In addition, hadrons with heavy quarks and their resonances have been studied with great interest in recent years [19, 20, 21, 22, 23, 24]. In particular, the existence of Roper-like heavy baryons is of intriguing concern [8]. The Roper-like excitations are observed at energies above about 500 MeV from the ground state that shows flavorindependent properties [23]. Therefore, it is desirable to extend the Sakai-Sugimoto
model to cases involving heavy flavors [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35]. This thesis also presents our work on the development of the Sakai-Sugimoto model in this direction [36].

Hadron resonance as a fundamental excitation produced by the QCD vacuum shows various aspects and opens up many interesting research areas. The nature of the resonance states can be not only theoretically understood but also experimentally verified. Therefore, theoretical and experimental investigation of the structure and properties of hadron resonance are expected to reveal the puzzle of low-energy QCD.

### 1.1 Nucleon resonances

In the following, we discuss the specific resonances.

### 1.1.1 The $\Delta(1232)$ resonance

The $\Delta(1232)$ resonance is a resonant state with isospin $3 / 2$ and spin-parity $3 / 2^{+}$ quantum numbers, with a mass of 1232 MeV and a decay width of about 100 MeV [37]. In the picture of the quark model, which describes a nucleon as three quarks, it can be interpreted as an excitation by a magnetic dipole transition that flips the spin-isospin of one quark of the nucleon.

It is the most strongly excited compared to the other nucleon resonances, and decay to a pion and a nucleon with a branching ratio of almost $100 \%$. The quark model, which successfully explains the magnetic moment of the nucleon, was expected to reproduce the $\Delta(1232)$ resonance electromagnetic transition amplitude, but its prediction is much smaller [3, 38, 7] than the amplitude observed in experiments [39]. It has been found that a simple description of the nucleon as a three-body system of quarks is not sufficient to explain this transition amplitude, in which it is important to take into account the meson clouds produced by the strong coupling of the $\Delta(1232)$ resonance to the pion and nucleon [40]. It is now becoming clear that this picture of a meson-baryon composite system is also very important for understanding other nucleon resonances.

### 1.1.2 Roper resonance

The Roper resonance is the first excited state of the nucleon, with spin-parity $1 / 2^{+}$, a mass of 1440 MeV and a decay width of about $160 \sim 190 \mathrm{MeV}$, which is one of the most established resonances since L. D. Roper observed its existence in the 1960s [41]. Nevertheless, there are many unsolved puzzles regarding its structure and properties.

A long-standing controversial puzzle is the issue of the mass of the Roper resonance. Since the establishment of the picture of baryons composed of three constituent quarks, there have been many studies using the non-relativistic quark model. On one hand, the quark model was found to reproduce experimental values of the masses of many nucleon resonances by using harmonic oscillator-type confinement potentials. On the other hand, the mass of the Roper resonance cannot be explained by the quark model picture. Its mass smaller than the negative parity nucleon $N^{*}(1535)$ has attracted great amount of interests because the naive quark model predicts the mass of the Roper resonance much higher than that of the negative parity state.

Turning to the dynamical properties of the Roper resonance, a further problem was unveiled. That is the fact that the quark model cannot reproduce the data obtained from the electromagnetic transitions of the Roper resonance. The electromagnetic excitations of nucleon resonances have long been studied experimentally and theoretically as an important source of information for understanding QCD. The helicity amplitudes extracted from this electro-production data distinguish competing models. In earlier years, the data were insufficiently precise and the amount of helicity amplitude data points was limited. However in recent years, mainly with the advent of the Continuous Electron Beam Accelerator Facility (CEBAF) at the Thomas Jefferson National Accelerator Facility (JLab), a large amount of precise data has been obtained [42, 43, 44, 45, 46]. Motivated by this, many theoretical studies [47, 8, 9, 24] have been devoted to the understanding of this process for the Roper resonance, in particular, it has been argued that the quark three-body picture is inappropriate and that it is important to consider the effect of the meson cloud $[9,8]$.

This is not the only problem with the Roper resonance. An almost vanishing decay width of one pion emission, which is a forbidden process in the limit of zero momentum of the outgoing pion in the non-relativistic quark model, disagrees with the large value
of the experimental data. To solve these problems about electromagnetic transition and one pion emission, many theoretical efforts have been devoted. It was pointed out that relativistic effects of the confined quarks at short distance and meson cloud effects at long distance are important to improve the problems $[9,8]$.

It follows that these two problems about electromagnetic transition and one pion emission of the Roper resonance stem from the properties of the non-relativistic quark model. These transition processes are related to the following matrix element;

$$
\begin{equation*}
\left.\langle\text { spin } \otimes \text { isospin }| \mathcal{O}_{\text {spin,isospin }} \mid \operatorname{spin} \otimes \text { isospin }\right\rangle \times\left\langle\psi^{N^{*}}\right| e^{i \vec{q} \cdot \vec{x}}\left|\psi^{N}\right\rangle \tag{1.1.1}
\end{equation*}
$$

where the $\mathcal{O}_{\text {spin, isospin }}$ is the operator of the spin and isospin, $\psi^{N\left(N^{*}\right)}$ is the wave function of the nucleon (the Roper resonance), $\vec{q}$ is the momentum of a pion or a photon. This transition process is forbidden in the limit of $\vec{q} \rightarrow 0$ due to the orthogonality of the wave function. However, the experimental value has a finite value in this limit, which is a contradiction.

In Ref.[47], the prediction for the helicity amplitude of the electromagnetic transition at the real photon point was improved by adding a correction for the effect of internal quark dynamics. Recently, similar results have been obtained for the decay width of one pion emission. The effect of internal quark dynamics, which is important for the solution of this problem, contributes as a relativistic correction term to the matrix elements as follows. Denoting the momentum of the internal quark as $\vec{p}$, we find that the relativistic corrections add the following terms to the matrix elements;

$$
\begin{equation*}
\left.\langle\text { spin } \otimes \operatorname{isospin}| \mathcal{O}_{\text {spin,isospin }} \mid \operatorname{spin} \otimes \text { isospin }\right\rangle \times\left\langle\psi^{N^{*}}\right| \vec{p} e^{i \vec{q} \cdot \vec{x}}\left|\psi^{N}\right\rangle . \tag{1.1.2}
\end{equation*}
$$

Due to the internal quark momentum $\vec{p}$, this matrix element is not zero even in the limit of $\vec{q} \rightarrow 0$.

The importance of the effect of the meson clouds around the quark is also remarked on for the understanding of the Roper resonance $[9,8]$. As discussed below, the baryon picture of the Sakai-Sugimoto model leads us to expect that the effect of meson clouds is incorporated.

### 1.1.3 Negative parity resonance

The negative parity resonance $N^{*}(1535)$ is the second excited state of the nucleon with a mass slightly larger than the Roper resonance. There has been interest in
studying $N^{*}(1535)$ from several perspectives, as follows For example, it has been discussed that when chiral symmetry is restored at finite temperature and finite density, a degenerate pair of different parity states are observed, i.e., the existence of chiral partners. The negative parity resonance $N^{*}(1535)$ is considered to be a reasonable candidate for a nucleon's chiral partner [48, 49, 50, 51]. This fact is of great interest because it indicates that $N^{*}$ (1535) may play an important role in understanding the chiral symmetry of QCD.

On the other hand, this resonance is known to be strongly coupled to $\eta N$, which is an almost exclusive property of this resonance [52, 53, 54]. Therefore, the production of $N^{*}(1535)$ can be identified by observing the $\eta$ meson. This property also allows the study of $N^{*}(1535)$ through meson-nucleus bound states. When the $\eta$ mesonnucleus bound states are observed, the energy and structure of the bound state depend strongly on the interaction between the $\eta$ meson and the nucleus, which in other words can also be said to reflect the nature of $N^{*}(1535)$ in the nucleus. Therefore, $N^{*}(1535)$ is an interesting research issue because it allows us to further understand the nucleon resonance by studying the meson-nucleus bound state. So far, the search for this resonance state has been conducted, which has not yet led to its identification[55, 56], but the above-mentioned interest has led to ongoing intensive research.

While in the quark model nucleon resonances are described as three-quark systems, in several models [57, 58, 59], the negative parity state $N^{*}(1535)$ may be described as composite states of a ground state baryon and a negative parity meson such as $K \Sigma$. The baryon picture of the Sakai-Sugimoto model can be interpreted as a mesonbaryon composite system, and the analysis of this doctoral thesis has a very interesting possibility for the understanding of baryon resonances including $N^{*}(1535)$.

### 1.2 Sakai-Sugimoto model

The Sakai-Sugimoto model [10, 11] has been recognized as the holographic QCD that best reconstructs strongly coupled massless QCD in the large $N_{c}$ limit at low energies. In the holographic QCD, the question is how to realize QCD in the framework of string theory.

After Polchinski pointed out the importance of D-branes [60], the AdS/CFT (anti-de Sitter/conformal field theory) correspondence was conjectured by Maldacena [61]. A
non-conformal, supersymmetric four-dimensional pure Yang-Mills (YM) theory and its dual gravity theory were constructed, for example by Witten, by using $N_{c} \mathrm{D} 4$ brane $[62,63]$. We see that the open string with two endpoints on this $N_{c} \mathrm{D} 4$-brane corresponds to a $U\left(N_{c}\right)$ gluon field of $N_{c} \times N_{c}$ adjoint representations. The field of $U\left(N_{c}\right)$-fundamental representations corresponding to the quark is an open string with one of its two endpoints on this D4-brane. The other endpoint should be placed on the D-brane corresponding to the flavor degrees of freedom. In this way, we can introduce quarks into the pure YM theory. However, due to the addition of the new D-brane, we can no longer use the gravity solution proposed by Witten. In general, it is quite difficult to obtain a gravity solution for such a complex D-brane system. Therefore, it was proposed in Ref. [64], to introduce D-branes corresponding to the degrees of freedom of the flavor as probes (that have a negligible back reaction to the background field). This allows us to incorporate quark degrees of freedom into four-dimensional pure YM theory based on Witten's $N_{c} \mathrm{D} 4$-brane system and its dual gravity theory. Furthermore, an assignment of D-branes that reproduces the chiral symmetry and its spontaneous breaking was proposed by Ref. [10, 11]. This is the SakaiSugimoto model used in this thesis.

The gravity theory equivalent to massless QCD can be regarded as an effective action of the flavor gauge field in the five dimensional space (four space-time and one extra dimension), implementing the spontaneous breaking of chiral symmetry [65, 66], allowing many hadron physics predictions to be obtained with simple analytical calculations $[10,11]$. For example, from this effective theory of mesons, scalar and vector meson spectra can be obtained, which well reproduce experimental data. It also shows that the model contains a pion, which is an Nambu-Goldstone (NG) boson associated with the spontaneous breaking of the chiral symmetry. This pion is massless, as one would expect from the fact that the Sakai-Sugimoto model is the gravitational theory equivalent of massless QCD. This model also contains the Skyrme model including the Wess-Zumino-Witten (WZW) term and the (axial-) vector meson. Furthermore, the chiral anomaly is reproduced from the Chern Simons (CS) term corresponding to the WZW term in this model. In addition, many other qualitative and quantitative predictions related to hadron physics are possible, such as vector meson dominance, the Kawarabayashi-Suzuki-Riazuddin-Fayyazuddin (KSRF) relation, the pion form factor, the $U(1)_{A}$ anomaly, and so on. Moreover, surprisingly, there are practically
only two parameters in this model. Nevertheless, it has achieved great success in explaining light flavor hadron physics.

### 1.3 Baryons for Sakai-Sugimoto model

In the Sakai-Sugimoto model, baryons are analyzed by soliton picture [12, 14]. T. Skyrme constructed the Skyrme model, which describes baryons as solitons of an infinite number of pions, which can explain many properties of baryons [67, 68, 69, 70, 71]. On the other hand, the Sakai-Sugimoto model is a hadron effective model of $1+4$ dimensional spacetime, which leads the Skyrme model by projecting the model onto four-dimensional spacetime employing Atiyah-Manton's method [72]. Furthermore, the extra dimension of the model naturally accommodates various excited states of mesons. The baryons in the Sakai-Sugimoto model are known to emerge as instantons on the D8 brane [73, 74, 14, 12, 75]. The dynamics of baryons is described as the collective motion of instantons/solitons, which is a very different description from the quark model with a single-particle picture. Interestingly, as we will see below, the baryon picture of the Sakai-Sugimoto model is closely related to that of the meson cloud, which has recently been revealed in the study of Roper resonances.

For the purposes of this doctoral thesis, there are several facts that are particularly noteworthy in this model, as described below. First, the model describes baryon resonances as meson-baryon composite systems. Baryon resonances are represented using extra dimensions that play a crucial role in the realization of the description of mesons and their resonant states. When the baryon resonance is viewed from a 4-dimensional space-time perspective, the Lagrangian appears as a meson-baryon composite system. The extra-dimensional degrees of freedom are also used to represent the negative parity excitation, because the meson-baryon (soliton) composite system is critically important for the description of negative-parity states. In the quark model, we describe the negative parity excitation as an orbital excitation of a single quark. This model, which describes baryons as solitons (instantons), is similar to the baryon picture of the Skyrme model, but it is known that it is generally difficult to deal with negative parity excitation in the Skyrme model. One way is to introduce meson fluctuations around the soliton solutions i.e., meson-baryon composite system [57, 58]. Therefore, one of the unique points of this model is that it can
describe the negative parity excitation by utilizing the extra dimensional degrees of freedom. Furthermore, in the obtained mass formula, the masses of the Roper resonance and the negative parity state are degenerate [12]. This is a good feature of the hadron resonance mass spectra than the quark model.

In addition to the discussions in the light flavor sector, recent experiments have also discovered Roper-like states in heavy flavors, which has stimulated some theoretical works. Under these situations, studies on the extended the Sakai-Sugimoto model to heavy flavors have been performed in Ref. [36, 31] and others. In particular, in our study Ref. [36], we find that the extra dimension again plays an important role in introducing heavy flavors to the Sakai-Sugimoto model.

Further studies of the static properties of baryons in this model have been conducted by $[16,13]$. For this purpose, it is necessary to define the chiral current using this model. There are two ways to define the chiral current in this model. One is to define the current using the GKP-Witten relation from the standpoint of the AdS/CFT correspondence [16], and the other is to obtain the current as the Noether current from the standpoint of the hadron effective model [13]. The former method is a natural definition of current from the viewpoint of AdS/CFT correspondence, but it causes problems in the analysis of baryons because the current is defined as coupling with the external field in the extra-dimensional boundary. The baryons in this model are identified with instanton solutions in a $3+1$ dimensional space including one extra dimension, but since instanton solutions usually have spatial $\mathrm{SO}(4)$ symmetry, the current becomes zero when the baryons exist. This is because the classical solution is obtained by ignoring the effect of the warp factor. In Ref. [16], they obtained an asymptotic solution at the boundary that incorporates the effect of the warp factor leading to a well-defined current evaluation. They used this current to investigate the static properties of the baryon and found that it roughly captured the experimental data. On the other hand, almost at the same time as Ref. [16], a study of nucleon resonance with the current obtained from the latter definition was carried out and found to roughly reproduce the experimental data. However, since this current has non-uniqueness in its form, they determine this non-uniqueness so that the chiral current of the Skyrme model is derived when reduced to four-dimensional space-time.

Using these currents, we investigate the dynamical properties of baryons, in particular, electromagnetic transition amplitudes and the decay width of one pion emission.

They are related to the following matrix elements, using a certain function $f$ for the soliton picture of the baryon.

$$
\begin{equation*}
\langle\text { spin } \otimes \operatorname{isospin}| \mathcal{O}_{\text {spin,isospin }}|\operatorname{spin} \otimes \operatorname{isospin}\rangle \times\left\langle\psi_{\rho}^{N^{*}}\right| f(\vec{x}, \rho) e^{i \vec{q} \cdot \vec{x}}\left|\psi_{\rho}^{N}\right\rangle, \tag{1.3.1}
\end{equation*}
$$

where $\psi_{\rho}^{N^{*}}$ is the wave function for instanton monopole vibration of size $\rho$. Unlike (1.1.1), this matrix element has a nontrivial form and thus has the potential to solve problems concerning the dynamical properties of the Roper resonance from a different perspective in comparison to relativistic corrections. In particular, analysis of the properties of baryon resonance by the Sakai-Sugimoto model is essential to verify the validity of the description of baryon resonance and to understand its phenomenological meaning. In this doctoral thesis, we will explain both current definitions and calculate the physical quantities. The results will show that the latter definition is more effective for a comprehensive analysis of baryon resonances.

### 1.4 Construction of the doctoral thesis

The role of each chapter is described below. Chapter 2 reviews the analysis of mesons and baryons in the Sakai-Sugimoto model. In particular, we emphasize that the SakaiSugimoto model has a meson cloud picture. In addition, the resonances of baryons and their dynamics are expressed as the collective motion of instantons/solitons. By explaining this point, we will clarify the baryon picture as a meson-baryon complex system. In addition, Roper-like excitations have recently been found in heavy flavor baryons. Therefore, we first review the treatment of flavor $\mathrm{SU}(3)$ including $s$ quark and then discuss the extensions that introduce heavy flavor to the Sakai-Sugimoto model based on Chapter 3. Furthermore, we define the chiral current to analyze the dynamical properties of the baryon resonance. Therefore, in Chapter 4, we will first discuss the definition of the chiral current, and then calculate various physical quantities and compare them with experimental data. Finally, we summarize and discuss prospects in Chapter 5.

## Chapter 2.

## Hadrons in the Sakai-Sugimoto model

Since the gauge/gravity (string) correspondence was conjectured, there have been many attempts to use this correspondence to elucidate the non-perturbative effects of QCD. The Sakai-Sugimoto model has attracted attention as the holographic QCD that most reproduces low-energy QCD phenomena [10, 11].

### 2.1 The gauge/gravity (string) correspondence

For this section, we briefly describe the gauge/gravity (string) correspondence. In the next section, we will introduce the holographic QCD model that best explains low-energy QCD, the Sakai-Sugimoto model.

First, we give the least required introduction to superstring theory. Superstring theory provides a unified description of gravity and gauge theory. This is because there are naturally two possible types of strings. One is a closed string whose ends are closed and looped, and the other is an open string whose ends have two endpoints. In the low energy region, where the string can be regarded as a point particle, the properties of particles are reflected in differences in oscillations of these strings, indicating that the closed string is a graviton and the open string is a gauge particle. Closed and open strings can interact to transit with each other, and the consistency of the quantization of the strings shows that the space-time of superstring theory can be formulated only in ten dimensions.

Now consider a superstring theory that consists of only closed strings. At low energy, this theory is known to be a supergravity theory, and it is known that there are several
vacuum solutions, in other words, several ten-dimensional spacetime structures. The most trivial solution is flat spacetime. Not only that there is a black-p-brane solution, which is a ten-dimensional spacetime that corresponds to a four-dimensional black hole, with a charge and a horizon extending into $p+1$ dimensions. For example, in the case of $p=3$, it is represented by the following metric;

$$
\begin{align*}
& d s^{2}=H(r)^{-1 / 2}\left(-d t^{2}+d \vec{x}^{2}\right)+H(U)^{1 / 2}\left(d r^{2}+r^{2} d \Omega_{5}^{2}\right) \\
& H(r)=1+\frac{r_{0}^{4}}{r^{4}}, r_{0}=\left(4 \pi g_{s} N_{c}\right)^{1 / 4} l_{s}, \tag{2.1.1}
\end{align*}
$$

where there exists a horizon at $r=0$. The charge carried by the black-p-brane is called the Ramond-Ramond charge ( RR charge), which is coupled to a tensor field (gauge field) called the Ramond-Ramond field (RR field). Hence, the black-p-brane solution is the source of the graviton and RR fields. From here, the most important work towards the gauge/gravity (string) correspondence was done by Polchinski [60]. He showed that a D-p-brane placed on a flat spacetime, i.e., spreading in $p+1$ dimensions, and an object that is an endpoint of an open string is equally a source of graviton and RR fields. It should be emphasized here that at the same time, an open string that behaves as a gauge field was introduced.

This fact implies the equivalence of a theory with a D-p-brane placed in flat spacetime and a string theory in black-p-brane spacetime. From here, we have one more thing to consider to elevate this conjecture to the equivalence of gauge theories and gravity (string) theories. Now, the former theory consists of a gauge field corresponding to an open string and a closed string. In order to discuss the correspondence with the gauge theory, we need to extract only the degrees of freedom of the gauge theory on the D-p-brane. For this purpose, we consider the following limit (decoupling limit) which decouples the closed strings from the gauge fields;

$$
\begin{equation*}
g_{Y M}^{2}=(2 \pi)^{p-2} g_{s} l_{s}^{p-3}=\text { fixed, } l_{s} \rightarrow 0 . \tag{2.1.2}
\end{equation*}
$$

Then, the coupling constant $\kappa=(2 \pi)^{7 / 2} g_{s} l_{s}^{4} / \sqrt{2}$ of the open and closed strings are zero, decoupling them. Next, consider keeping the energy scale of the physical quantity related to the open string finite under the decoupling limit. Now, if one of the multiple D-p-branes is separated by $\delta l$ in parallel, the open string stretched between the separated branes gains a mass of $\delta l / l_{s}^{2}$. This mass corresponds to the energy scale that should be kept finite. To keep this mass finite under the decoupling limit, we
need to set $\delta l \rightarrow 0$. If we replace the overlapping D-p-brane with a black-p-brane, we see that the limit of $\delta l \rightarrow 0$ corresponds to considering a near horizon. Based on the above observations, Maldacena proposed the equivalence between the gauge theory on the D-p-brane and the gravity theory in the near horizon of the black-p-brane [61]. This is roughly how we reached the gauge/gravity (string) correspondence.

In the actual analysis, technical problems require the following further condition. Instead of considering superstring theory as a spacetime equivalent to D-p-brane, we have considered a supergravity theory in which the string is treated as a point particle. The condition for this treatment to be viable is that the string length must be sufficiently smaller than the energy scale considered. The string length $l_{s}$ correction in supergravity theory is expressed as

$$
\begin{equation*}
(\text { Classical gravity theory })+\mathcal{O}\left(\mathcal{R} l_{s}^{2}\right) \tag{2.1.3}
\end{equation*}
$$

This means $\mathcal{R} l_{s}^{2} \ll 1$. As concretely shown in the description of the Sakai-Sugimoto model, this corresponds to the limit where the 't Hooft coupling is large, i.e., the case of $\lambda \equiv g_{Y M}^{2} N_{c} \gg 1$.

Furthermore, in the explanation so far, we have considered the classical theory of gravity, but a quantum correction to the supergravity theory must be suppressed to justify this treatment. It is known that this quantum correction is added as follows;

$$
\begin{equation*}
(\text { Classical gravity theory })+\mathcal{O}\left(\mathcal{R}^{4} G_{10}\right), \tag{2.1.4}
\end{equation*}
$$

where $G_{10}=(2 \pi)^{7} g_{s}^{2} l_{s}^{8} /(16 \pi)$ is the gravitational constant in ten dimensions, and this correction is known to correspond to an expansion of $1 / N_{c}^{2}$ in terms of gauge theory.

### 2.2 The Sakai-Sugimoto model

In order to adapt this gauge/gravity (string) correspondence to the QCD analysis, the following points need to be further resolved

1. Introduce quarks of fundamental representation
2. Break the supersymmetry
3. Break the conformal invariance and introduce $\Lambda_{Q C D}$

For the items 2 and 3, an idea was proposed by Witten to solve them [25]. Let us consider a $4+1$ dimensional gauge theory on an $N_{c}$ D4-brane. The extra dimension
is $S^{1}$ compactified. Assuming the compactification radius as $R_{K K}$, this theory can be regarded as a $3+1$-dimensional gauge theory to a good approximation in energy regions sufficiently lower than $1 / R_{K K}=M_{K K}$. Gauge theories on D4-branes were not initially conformally invariant and in the present case $R_{K K}$ is introduced as the scale in this case. This $R_{K K}$ plays the role of $\Lambda_{\mathrm{QCD}}$. In addition, for the $S^{1}$ compactification direction, supersymmetry can be broken by imposing periodic boundary conditions on the boson and anti-periodic boundary conditions on the fermion. In this way, we can construct a strongly coupled $S U\left(N_{c}\right)$ large $N_{c}$ pure Yang-Mills theory at low energy.

## Introduce quarks

To introduce quarks as fundamental representations of $S U\left(N_{c}\right)$, we perform the following procedures. In the setup so far, we only have fields of adjoint representations of $S U\left(N_{c}\right)$, i.e., gluons and their superpartners. In order to approach QCD, it is necessary to incorporate the fundamental representations of $S U\left(N_{c}\right)$ gauge groups into the theory. The reason why only adjoint representations exist is that the endpoints of open strings only lie on D4-branes. To introduce the fundamental representation, we need to consider the situation where only one endpoint is on the D4-brane. Then, the other endpoint should also be on the D-brane, which introduces a flavor D-brane that plays the role as the other endpoint [64]. Quarks and antiquarks are distinguished by the orientation of the open string. This is because the color charge of the endpoints on the D4-brane is reversed when the orientation is altered. At this time, a new open string with both ends on the flavor D-brane also arises. This degree of freedom is decoupled in the near-horizon limit like the closed string. The open string corresponding to a quark is also the fundamental representation of the $U\left(N_{f}\right)$ gauge group because it has endpoints on the flavor D-brane. The flavor symmetry of QCD is a global symmetry, which means that the quark we have just introduced has a different symmetry than ordinary QCD. However, as mentioned above, the adjoint representation that guarantees gauge symmetry on the flavor D-brane is decoupled in the near horizon limit, so this flavor symmetry can be regarded as a global symmetry.

Here, it is necessary to restrict the flavor D-brane to a combination of branes such that the ground state that appears by quantizing the open string stretched between
the color D-brane and the color D-brane is stable.

## The gravity dual and probe approximation

It is generally difficult to obtain the gravitational duality of a complex brane system in which there are two types of branes with color and flavor degree of freedom respectively. Therefore, we consider a situation in which a flavor D-brane is put as a probe in the gravity dual spacetime of a color D-brane. This flavor D-brane should deform the background spacetime, but since the contribution is proportional to $N_{f}$, we can neglect the effect of the flavor D-brane on the background spacetime in the case of $N_{c} \gg N_{f}$. Such a treatment of the brane is called probe approximation [64]. On the other hand, the flavor D-brane is influenced by the background spacetime and its induced metric needs to be considered. Recalling that the color D-brane carries gluons and the flavor D-brane carries quarks, this treatment corresponds to an approximation in which the gluons affect the quarks but the quarks do not affect the gluons, which, in Lattice QCD terms called the quench approximation.

### 2.2.1 The brane construction

Now that we have described how to introduce quarks, we next need to introduce a proper flavor D-brane. At this time, it is necessary to introduce a flavor D-brane that reproduces the chiral symmetry and its breaking, which are important for low-energy phenomena in QCD.

The Sakai-Sugimoto model consists of $N_{c} \mathrm{D} 4$ branes and $N_{f} \mathrm{D} 8, \overline{\mathrm{D} 8}$ branes in type IIA superstring theory $[10,11]$. Table 2.1 shows the brane configurations in the model. The numbers label the direction of each axis of the ten-dimensional spacetime, and

Table 2.1 The brane configuration in the Sakai-Sugimoto model

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D 4 | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| D 8 | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\times$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ |
| $\overline{\mathrm{D} 8}$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\times$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ |

the symbols $\circ$ and $\times$ indicate whether the brane is extended in that axis direction or
not. Please refer to Figure 2.1 together.


Fig.2.1 Schematic of D brane configuration

In this brane configuration, under the decoupling limit, the undesired degrees of freedom are decoupled and low-energy massless QCD is realized. Under strong coupling and large $N_{c}$, by replacing the D4-brane with the corresponding classical supergravity theory solution (black-4-brane) and considering an open string theory on the D8- $\overline{\mathrm{D} 8}$ brane put as a probe (probe approximation), we obtain an effective theory for QCD analysis. In classical supergravity theory, the decoupling limit corresponds to the vicinity of the black-4-brane horizon, then the analysis of massless QCD can be realized by examining the open string theory on the D 8 brane considering the induced metric in this background space-time. From this theory, the effective theory of mesons is obtained in which the baryon is analyzed as its soliton solution. The replacement of the black-4-brane shows the existence of a solution such that the D8, $\overline{\mathrm{D} 8}$ brane connects, which can be interpreted as a geometric realization of the spontaneously chiral symmetry breaking.

By placing the D4 brane at the origin of $\mathbb{R}^{5}$ labeled by $x^{5}-x^{9}$, the brane configuration of the Sakai-Sugimoto model is invariant to the $\mathrm{SO}(5)$ rotation that rotates the coordinate system of the space manifold $\mathbb{R}^{5}$. Since this symmetry does not exist in QCD, the fields appearing in the theory must be singlet for the $\mathrm{SO}(5)$ symmetry.

### 2.2.2 The metric of the black 4-brane

For the analysis of QCD, we need a holographic dual of the described above brane configuration. Treating D8- $\overline{\mathrm{D} 8}$ as a probe, we are now interested in the near-horizon of
the holographic dual of the D4 brane, which corresponds to QCD. The black 4-brane solution near the horizon is given by

$$
\begin{array}{r}
d s^{2}=\left(\frac{U}{R}\right)^{3 / 2}\left(\eta_{\mu \nu} d x^{\mu} d x^{\nu}+f(U)\left(d x^{4}\right)^{2}\right)+\left(\frac{R}{U}\right)^{3 / 2}\left(\frac{d U^{2}}{f(U)}+U^{2} d \Omega_{4}^{2}\right) \\
e^{\phi}=g_{s}\left(\frac{U}{R}\right)^{3 / 4}, \quad F_{4}=d C_{3}=\frac{2 \pi N_{c}}{V_{4}} \epsilon_{4}, \quad f(U)=1-\frac{U_{K K}^{3}}{U^{3}}, \tag{2.2.2}
\end{array}
$$

with the Minkowski metric as $\eta_{\mu \nu}=(-1,1,1,1)$ [62]. Here $\phi$ is the dilaton field, $C_{3}$ the RR 3-form, and $F_{4}$ its field strength. This ten-dimensional spacetime consists of the manifold $\mathbb{R}^{4} \times[0, \infty) \times S^{4}$, where $U$ labels the radial direction orthogonal to $S^{4}$ and $U=U_{K K}$ represents the horizon in the black 4-brane background spacetime [62]. The $S^{4}$ is labeled by $\Omega_{4}$, and $V_{4}=8 \pi^{2} / 3$ and $\epsilon_{4}$ are the volume and volume form of $S^{4}$, respectively. The constant $R$ is expressed by using the string coupling constant $g_{s}$ and string length $l_{s}$ as follows;

$$
\begin{equation*}
R^{3}=\pi g_{s} N_{c} l_{s}^{3} \tag{2.2.3}
\end{equation*}
$$

To decouple the redundant fermions in this metric, $x^{4}$ is compactified to $S^{1}$. Consider the behavior of $f(U)=1-U_{K K}^{3} / U^{3}$ in front of this $\left(d x^{4}\right)^{2}$. For $U>U_{K K}$, as $U$ increases, the radius of the circle around which $x^{4}$ is wrapped also increases. On the other hand, when $U=U_{K K}$, this circle vanishes, which means that at $U \leq U_{K K}$, spacetime no longer exists. Since chiral symmetry is realized as a global symmetry on D 8 and $\overline{\mathrm{D} 8}$, the geometry in which D 8 and $\overline{\mathrm{D} 8}$ are connected to the black 4brane background spacetime represents the spontaneously chiral symmetry breaking (Fig. 2.2).

### 2.2.3 Conditions to be satisfied by parameters on the YM theory side

Let us summarize the conditions for allowing the analysis of massless QCD by the gravity theory described above. In the following, the restrictions on the parameters $R, U_{K K}, g_{s}$, etc. in string theory are rewritten as conditions on parameters on the YM theory side. Furthermore, we find that all these constants can be expressed in the dimension $M_{K K}$, which makes the expression of the action very simple. This is very useful for the analysis in this thesis [11].

The relation between the YM coupling constant $g_{Y M}$ and the parameters of string


Fig.2.2 The geometrical realization of the spontaneously chiral symmetry breaking
theory can be written as follows by reading from the effective action of D 4 brane;

$$
\begin{align*}
& g_{Y M}^{2}=\frac{g_{s}}{T_{4}\left(2 \pi \alpha^{\prime}\right)^{2} \delta \tau}=\frac{(2 \pi)^{2} g_{s} l_{s}}{\delta \tau}  \tag{2.2.4}\\
& T_{p}=\frac{1}{(2 \pi)^{p} l_{s}^{p+1}}, \quad \alpha^{\prime}=l_{s}^{2} \tag{2.2.5}
\end{align*}
$$

Also, although there seems to be singularity in $U=U_{K K}$ in (2.2.1), the compactification of $x^{4}$ into $S^{1}$ naturally introduces periodicity in this axis by one rotation of $S^{1}$. By choosing this periodicity well, singularity can be avoided (see Appendix A. 4 of [76]). With $\delta x^{4}$ for this periodic, singularity can be eliminated by choosing

$$
\begin{equation*}
\delta x^{4}=\frac{4 \pi}{3} \frac{R^{3 / 2}}{U_{K K}^{1 / 2}} \tag{2.2.6}
\end{equation*}
$$

In terms of the compactification radius $1 / M_{K K}$, we are written as

$$
\begin{equation*}
\delta x^{4}=2 \pi \frac{1}{M_{K K}}, \tag{2.2.7}
\end{equation*}
$$

so there is a relation

$$
\begin{equation*}
M_{K K}=\frac{3}{2} \frac{U_{K K}^{1 / 2}}{R^{3 / 2}} \tag{2.2.8}
\end{equation*}
$$

between $M_{K K}, U_{K K}$ and $R$.

From the above, we see that the parameters on the string theory side and those on the YM theory side are related to

$$
\begin{align*}
R^{3} & =\frac{1}{2} \frac{g_{Y M}^{2} N_{c} l_{s}^{2}}{M_{K K}}, \quad U_{K K}=\frac{2}{9} g_{Y M}^{2} N_{c} M_{K K} l_{s}^{2} \\
g_{s} & =\frac{1}{2 \pi} \frac{g_{Y M}^{2}}{M_{K K} l_{s}} . \tag{2.2.9}
\end{align*}
$$

We now consider the conditions on the YM theory side for the validity of the description by the black 4 -brane of the D4-brane. As mentioned in the previous section, for the description by classical supergravity theory to be valid, the string length must be sufficiently smaller than the energy scale considered, and the quantum corrections of the supergravity theory must be suppressed.

The curvature of the black-4-brane spacetime is $\mathcal{R} \sim \sqrt{\lambda} l_{s}$, which imposes the condition that $l_{s}$ is smaller than the curvature $\mathcal{R}$, the typical length scale of spacetime. Thus, it is attributed the following conditions for 't Hooft coupling $\lambda$;

$$
\begin{equation*}
\frac{l_{s}}{\mathcal{R}}=\lambda^{-1 / 2} \ll 1 \quad \rightarrow \quad \lambda \gg 1 \tag{2.2.10}
\end{equation*}
$$

The effective coupling constant $e^{\phi}$ of the string should be small enough for the loop correction of the closed string to be negligible, which is given by (2.2.2) is

$$
\begin{equation*}
e^{\phi}=g_{s}\left(\frac{U_{K K}}{R}\right)^{3 / 4}\left(\frac{U}{U_{K K}}\right)^{3 / 4}=\frac{g_{Y M}^{2} \lambda}{3 \sqrt{3} \pi}\left(\frac{U}{U_{K K}}\right)^{3 / 4}, \tag{2.2.11}
\end{equation*}
$$

with the relations (2.2.9). Since we are now considering a near-horizon neighborhood, $U / U_{K K} \sim 1$, the condition $e^{\phi} \ll 1$ is rewritten as

$$
\begin{equation*}
g_{Y M}^{4} \lambda \ll 1 . \tag{2.2.12}
\end{equation*}
$$

If we express the above requirements in terms of parameters on the YM theory side, we get

$$
\begin{equation*}
g_{Y M}^{2} \ll \frac{1}{\lambda} \ll 1 . \tag{2.2.13}
\end{equation*}
$$

This condition is realized by $g_{Y M}^{2} \rightarrow 0$ and $N_{c} \rightarrow \infty$, by taking $\lambda$ finite yet large values, which shows that this massless QCD is a strongly coupled gauge theory with large $N_{c}$.

Furthermore, it can be seen that the string length $l_{s}$ does not appear explicitly in the action $S_{\mathrm{D} 8}^{\mathrm{DBI}}(2.3 .5)$ that we analyze and derive later in this thesis. Since $U_{K K}^{1 / 2} R^{3 / 2} \gg l_{s}^{2}$ is required with $\lambda \gg 1$ as mentioned above, it is possible to set

$$
\begin{equation*}
l_{s}^{2}=\frac{9}{2} \lambda^{-1} M_{K K}^{-2} \tag{2.2.14}
\end{equation*}
$$

with a value of the same dimension that is small enough without losing generality. Using this and the relation (2.2.9), we can express them as $M_{K K}$, and if we set $M_{K K}=1$, then we find that we can set them as

$$
\begin{equation*}
M_{K K}=1, \quad R^{3}=\frac{9}{4}, \quad U_{K K}=1 \tag{2.2.15}
\end{equation*}
$$

They can be easily recovered in the final dimensional analysis.

### 2.3 Mesons in the Sakai-Sugimoto model

We can perform the study of mesons by examining the open string theory on the D8 brane, which is set as a probe in the black 4-brane. Fig. 2.3 shows that the meson of the Sakai-Sugimoto model is an open string with both ends on the D8 brane. The open string with one end on the D4 brane and the other on the D8 brane corresponds to a quark. The distinction between quark and anti-quark is defined by the orientation of the strings. When the D4 brane is replaced by the black 4 brane, the two strings are attached and are interpreted as a meson, as shown in the lower right picture in Fig. 2.3. At this time, the definition of quark and anti-quark orientation works well.

A high-dimensional meson field appears as the massless mode of the open string on the D8 brane. By mode expansion of this meson field and dimensional reduction to four-dimensional space-time, we obtain the spectra of actual mesons. These meson spectra include not only pions but also scalar and vector mesons and their resonance states. Considering that the actual nucleon resonance appears as a pole of scattering between the meson and the nucleon, it is reasonable to describe them as a mesonbaryon multi-system. The dimensional reduction of the open string theory on the D8 brane leads to the action of the Skyrme model with scalar and vector mesons, which has already been studied in the framework of hidden local symmetry [77]. If we consider the skyrmion as a nucleon, it is indeed nothing but a meson-baryon composite system.
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Fig.2.3 Mesons in the Sakai-Sugimoto model

### 2.3.1 Open string theory on the D8 brane

Now consider the gauge field on the D8 brane placed in the black four-brane background space-time. The gauge field on the D 8 brane has nine components: $\left(A_{\mu}\left(x^{\nu}, U, y^{\alpha}\right), A_{U}\left(x^{\mu}, U, y^{\alpha}\right), A_{\alpha}\left(x^{\mu}, U, y^{\beta}\right)\right),(\mu, \nu=0,1,2,3, \alpha, \beta=6,7,8,9)$. As mentioned in section 2.2.1, $S^{4}$ is labeled by $y^{\alpha}$ while the radial direction orthogonal to them is $U$. The brane configuration is invariant under the $\mathrm{SO}(5)$ transformation that rotates the coordinate of $\mathbb{R}^{5}$ labeled by $\left(U, y^{\alpha}\right)$, therefore the gauge field on the D8 brane is also required to be invariant to this transformation (Appendix C).

In the Sakai-Sugimoto model, this invariance is realized by only utilizing the radial
component among the gauge field components on $\mathbb{R}^{5}$ and ignoring the others (Fig. 2.4: In this figure, the rotation of $\mathbb{R}^{5}$ is depicted as a rotation of a two-dimensional plane). Namely, it means to consider the case where the gauge field on the D8 brane is


Fig.2.4 The $\mathrm{SO}(5)$ symmetric gauge fields in the Sakai-Sugimoto model
$\left(A_{\nu}\left(x^{\nu}, U\right), A_{U}\left(x^{\mu}, U\right), A_{\alpha}=0\right)$.
By using the gauge fields described above, the DBI action $S_{\mathrm{D} 8}^{\mathrm{DBI}}$ on the D 8 brane is written as

$$
\begin{align*}
& S_{\mathrm{D} 8}^{\mathrm{DBI}}=T_{8} \int d^{9} x e^{-\phi} \operatorname{Tr}_{f} \sqrt{-\operatorname{det}\left(g_{\mathrm{D} 8}+2 \pi \alpha^{\prime} F\right)}  \tag{2.3.1}\\
& T_{p}=\frac{1}{(2 \pi)^{p} l_{s}^{p+1}}, \quad e^{\phi}=g_{s}\left(\frac{U}{R}\right)^{3 / 4}, \quad \alpha^{\prime}=l_{s}^{2}
\end{align*}
$$

where $l_{s}$ is string length, $g_{s}$ string coupling constant, and $\operatorname{Tr}_{f}$ the trace for flavor space (Hereafter, unless otherwise noted, we consider the trace for the flavor.). The det is performed on a $9 \times 9$ matrix of space-time components, e.g., $g_{M N}$ ( $g_{\mathrm{D} 8}=$ $g_{M N} d x^{M} d x^{N}$ ) and $F_{M N}=\partial_{M} A_{N}-\partial_{N} A_{M}+\left[A_{M}, A_{N}\right]$. When we consider the D8 brane embedded in the black 4-brane, the induced metric on the D 8 brane is written as $[62,76]$

$$
\begin{equation*}
d s_{\mathrm{D} 8}^{2}=\left(\frac{U}{R}\right)^{3 / 2} \eta_{\mu \nu} d x^{\mu} d x^{\nu}+\left(\frac{R}{U}\right)^{3 / 2} f^{-1}(U) d U^{2}+\left(\frac{R}{U}\right)^{3 / 2} U^{2} d \Omega_{4} . \tag{2.3.2}
\end{equation*}
$$

Using $\operatorname{det}(A B)=\operatorname{det} A \operatorname{det} B$ and $\operatorname{det} X=\operatorname{det}\left(e^{\ln X}\right)=e^{\operatorname{tr}(\ln X)}$ we obtain

$$
\begin{align*}
\sqrt{-\operatorname{det}\left(g+2 \pi \alpha^{\prime} F\right)} & =\sqrt{-\operatorname{det}(g)}\left(\operatorname{det}\left[1+2 \pi \alpha^{\prime} g^{-1} F\right]\right)^{1 / 2} \\
& =\sqrt{-\operatorname{det}(g)} \exp \left[\frac{1}{2} \operatorname{tr} \ln \left(1+2 \pi \alpha^{\prime} g^{-1} F\right)\right] \\
& =\sqrt{-\operatorname{det}(g)} \exp \left[\frac{1}{2} \operatorname{tr}\left(2 \pi \alpha^{\prime} g^{-1} F-\frac{1}{2!}\left(2 \pi \alpha^{\prime} g^{-1} F\right)^{2}+\mathcal{O}\left(F^{4}\right)\right)\right] \\
& =f^{-1 / 2}\left(\frac{R}{U}\right)^{3 / 4} U^{4}\left(\frac{1}{2}+\frac{1}{4}\left(2 \pi \alpha^{\prime}\right)^{2} g^{M N} g^{P Q} F_{M P} F_{N Q}+\mathcal{O}\left(F^{4}\right)\right) \tag{2.3.3}
\end{align*}
$$

Then, substituting $A_{\alpha}=0$ and $e^{\phi}=g_{s}(U / R)^{3 / 4}$ into $S_{\mathrm{D} 8}^{\mathrm{DBI}}$, we have the $S_{\mathrm{D} 8}^{\mathrm{DBI}}$ as follow;

$$
\begin{align*}
S_{\mathrm{DB}}^{\mathrm{DBI}}=T_{8} g_{s}^{-1}\left(2 \pi \alpha^{\prime}\right)^{2} \int & d^{4} x d U d \Omega_{4}\left(\frac{R}{U}\right)^{3 / 4} U^{4} f^{-1 / 2}(U) \\
& \times \operatorname{Tr}_{f}\left(\frac{1}{4} g^{\mu \nu} g^{\rho \sigma} F_{\mu \rho} F_{\nu \sigma}+\frac{1}{2} g^{\mu \nu} g^{U U} F_{\mu U} F_{\nu U}\right) \\
& + \text { const }+\mathcal{O}\left(F^{4}\right) \tag{2.3.4}
\end{align*}
$$

Furthermore, we perform the following replacements, $g^{\mu \nu}=(U / R)^{-3 / 2} \eta^{\mu \nu}, g^{U U}=$ $(R / U)^{-3 / 2} f(U)$ and

$$
\begin{aligned}
& U=U_{K K} u \\
& u^{3}=1+z^{2}, \quad \frac{d u}{d z}=\frac{2}{3} u^{-1 / 2} f^{1 / 2}
\end{aligned}
$$

then we finally obtain

$$
\begin{align*}
& S_{\mathrm{D} 8}^{\mathrm{DBI}}=\kappa \int d^{4} x d z \operatorname{Tr}_{f}\left(\frac{1}{4} K^{-1 / 3} \eta^{\mu \nu} \eta^{\rho \sigma} F_{\mu \rho} F_{\nu \sigma}+\frac{1}{2} K \eta^{\mu \nu} F_{\mu z} F_{\nu z}\right)  \tag{2.3.5}\\
& \kappa=\frac{9}{4}\left(2 \pi \alpha^{\prime}\right)^{3} T_{8} V_{4} g_{s}^{-1}=\frac{\lambda N_{c}}{108 \pi^{3}}, \tag{2.3.6}
\end{align*}
$$

with $u(z)^{3}=K(z)=1+z^{2}$ and (2.2.15). Here, because all fields does not depend on $y^{\alpha}$, we integrate as follow;

$$
\begin{equation*}
\int d \Omega_{4}=V_{4} . \tag{2.3.7}
\end{equation*}
$$

### 2.3.2 Mode expansion

To obtain the actual meson field, we employ a mode expansion of the fivedimensional gauge fields by a complete set of the function of $z$ and obtain
four-dimensional gauge fields [10]. It is arbitrary how to choose a complete set; we take the one to diagonalize the kinetic and the mass term in the four-dimensional space-time. Here we discuss how to find such a complete set systematically based on the discussion in Ref. [25], even though such a complete set is easily found in the original action of the Sakai-Sugimoto model. The key point is to impose an on-shell condition.

By ignoring interaction terms, the equations of motion are

$$
\begin{align*}
& A_{\mu}: \partial_{\nu} \partial_{\nu} A_{\mu}-\partial_{\mu} \partial_{\nu} A_{\nu}+K^{1 / 3} \partial_{z}\left(K \partial_{z} A_{\mu}\right)-K^{1 / 3} \partial_{z}\left(K \partial_{\mu} A_{z}\right)=0  \tag{2.3.8}\\
& A_{z}: \partial_{\mu} \partial_{\mu} A_{z}-\partial_{z} \partial_{\mu} A_{\mu}=0 \tag{2.3.9}
\end{align*}
$$

Here, the gauge fields are Fourier transformed into momentum space

$$
\begin{align*}
& A_{\mu}\left(x^{\nu}, z\right)=\int d^{4} p \epsilon_{\mu}\left(p^{\nu}, z\right) e^{i p \cdot x}  \tag{2.3.10}\\
& A_{z}\left(x^{\mu}, z\right)=-i \int d^{4} p \epsilon_{z}\left(p^{\mu}, z\right) e^{i p \cdot x} \tag{2.3.11}
\end{align*}
$$

to obtain

$$
\begin{align*}
&-p^{2} \epsilon_{\mu}+p_{\mu} p \cdot \epsilon+K^{1 / 3} \partial_{z}[ \left.K\left(\partial_{z} \epsilon_{\mu}-p_{\mu} \epsilon_{z}\right)\right]=0  \tag{2.3.12}\\
&-p^{2} \epsilon_{z}+\partial_{z}(p \cdot \epsilon)=0, \tag{2.3.13}
\end{align*}
$$

where the polarization vector is redefined as

$$
\begin{equation*}
\tilde{\epsilon}_{\mu}=\epsilon_{\mu}-p_{\mu} \int d z \epsilon_{z} \tag{2.3.14}
\end{equation*}
$$

This redefinition corresponds to a gauge fixing, the $A_{z}=0$ gauge, in position space. Then, equations of motion become

$$
\begin{array}{r}
-p^{2} \tilde{\epsilon}_{\mu}+p_{\mu} p \cdot \tilde{\epsilon}+K^{1 / 3} \partial_{z}\left(K \partial_{z} \tilde{\epsilon}_{\mu}\right)=0 \\
\partial_{z}(p \cdot \tilde{\epsilon})=0 . \tag{2.3.16}
\end{array}
$$

## (a) Transverse mode ( $p \cdot \tilde{\epsilon}=0$ )

In the case of the transverse mode, with the on-shell condition $\left(-p^{2}=\left(m_{n}^{V}\right)^{2}\right)$, the equation of motion (2.3.15) is

$$
\begin{equation*}
\left(m_{n}^{V}\right)^{2} \tilde{\epsilon}_{\mu}+K^{1 / 3} \partial_{z}\left(K \partial_{z} \tilde{\epsilon}_{\mu}\right)=0 \tag{2.3.17}
\end{equation*}
$$

while (2.3.16) is trivially satisfied. By performing a mode expansion $\tilde{\epsilon}_{\mu}\left(p^{\mu}, z\right)=$ $\psi_{n}(z) X_{\mu}^{n}\left(x^{\mu}\right)$ and transferring it back to position space, the EOM becomes

$$
\begin{equation*}
\left(m_{n}^{V}\right)^{2} \psi_{n}(z)+K^{1 / 3} \partial_{z}\left(K \partial_{z} \psi_{n}(z)\right)=0 \tag{2.3.18}
\end{equation*}
$$

which is the eigenvalue equation that must be satisfied by the complete set $\psi_{n}(z)$ such that the kinetic term and the mass term are diagonalized. The mode expansion performed here is rewritten as follows,

$$
\begin{align*}
A_{\mu}\left(x^{\nu}, z\right) & =\int d^{4} p \tilde{\epsilon}_{\mu}\left(p^{\mu}, z\right) e^{p \cdot x}=\psi_{n}(z) \int d^{4} p X_{\mu}^{n}(p) e^{i p \cdot x} \\
& =\sum_{n \geq 1} \psi_{n}(z) X_{\mu}^{n}\left(x^{\nu}\right)  \tag{2.3.19}\\
A_{z}\left(x^{\mu}, z\right) & =0 \tag{2.3.20}
\end{align*}
$$

## (b) Longitudinal mode $\left(\tilde{\epsilon}_{\mu}=p_{\mu} \tilde{\epsilon}\right)$

In the case of the longitudinal mode, the equations of motion become

$$
\begin{align*}
& \partial_{z}\left(K \partial_{z} \tilde{\epsilon}\right)=0  \tag{2.3.21}\\
& \left(m_{n}^{S}\right)^{2} \partial_{z}(\tilde{\epsilon})=0 . \tag{2.3.22}
\end{align*}
$$

Solving the above equation, we obtain

$$
\begin{align*}
& \partial_{z} \tilde{\epsilon}=C_{1}\left(p^{\mu}\right) K^{-1}  \tag{2.3.23}\\
& \tilde{\epsilon}=C_{1}\left(p^{\mu}\right) \arctan z+C_{2}\left(p^{\mu}\right) \tag{2.3.24}
\end{align*}
$$

with an arbitrary $p^{\mu}$ function $C_{1}\left(p^{\mu}\right)$. Then, the lower equation means $\left(m_{n}^{S}\right)^{2}=0$. The mode expansion is written as

$$
\begin{align*}
A_{\mu}\left(x^{\mu}, z\right) & =\int d^{4} p p_{\mu} \tilde{\epsilon}\left(p^{\nu}, z\right) e^{i p \cdot x} \\
& =\arctan z(-i) \partial_{\mu}\left(\int d^{4} p C_{1}\left(p^{\nu}\right) e^{i p \cdot x}\right)+C_{2} \\
& =C_{1} \arctan z \partial_{\mu} Y^{0}\left(x^{\nu}\right)+C_{2}  \tag{2.3.25}\\
A_{z}\left(x^{\mu}, z\right) & =0 \tag{2.3.26}
\end{align*}
$$

where $C_{1,2}$ are determined by normalization and $C_{2}=0$.

From the above, together with transverse and longitudinal mode, we obtain the mode expansion

$$
\begin{align*}
& A_{\mu}\left(x^{\mu}, z\right)=\sum_{n \geq 1} \psi_{n}(z) X_{\mu}^{n}\left(x^{\nu}\right)+C_{1} \arctan z \partial_{\mu} Y^{0}\left(x^{\nu}\right)  \tag{2.3.27}\\
& A_{z}\left(x^{\mu}, z\right)=0 \tag{2.3.28}
\end{align*}
$$

if we perform a gauge transformation, we get

$$
\begin{align*}
& A_{\mu}\left(x^{\mu}, z\right)=\sum_{n \geq 1} \psi_{n}(z) X_{\mu}^{n}\left(x^{\nu}\right)+C_{1} \arctan z \partial_{\mu} Y^{0}\left(x^{\nu}\right)  \tag{2.3.29}\\
& A_{z}\left(x^{\mu}, z\right)=0 \tag{2.3.30}
\end{align*}
$$

where, in the Ref. [10], $X_{\mu}^{n}\left(x^{\nu}\right)$ and $Y^{n}\left(x^{\mu}\right)$ are denoted as $B_{\mu}^{n}\left(x^{\nu}\right)$ and $\varphi^{n}\left(x^{\mu}\right)$ respectively. The above discussion also applies to the case where a mass term is added to the 5 -dimensional YM action.

Without the interaction term and substituting the mode expansion (2.3.29) into (2.3.5), we obtain

$$
\begin{align*}
& F_{\mu \nu}=\left(\partial_{\mu} X_{\nu}^{n}-\partial_{\nu} X_{\mu}^{n}\right) \sum_{n \geq 1} \psi_{n}(z)  \tag{2.3.31}\\
& F_{\mu z}=-X_{\mu}^{n} \sum_{n \geq 1} \partial_{z} \psi_{n}(z)-\partial_{\mu} Y^{0} C_{1} K^{-1} . \tag{2.3.32}
\end{align*}
$$

Using the eigenvalue equations (2.3.18) and the normalization condition

$$
\begin{gather*}
\kappa \int d z K^{-1 / 3} \psi_{n} \psi_{m}=\delta_{n m}  \tag{2.3.33}\\
\kappa \int d z K C_{1}^{2}\left(\varphi^{0}\right)^{2}=1 \tag{2.3.34}
\end{gather*}
$$

we get a 4-dimensional meson effective action;
$S_{\mathrm{D} 8}^{\mathrm{DBI}}=-\int d^{4} x \operatorname{Tr}_{f}\left[\frac{1}{2} \eta^{\mu \nu} \partial_{\mu} Y^{0} \partial_{\nu} Y^{0}+\sum_{n \geq 1}\left(\frac{1}{4} \eta^{\mu \nu} \eta^{\rho \sigma} F_{\mu \rho}^{n} F_{\nu \sigma}^{n}+\frac{1}{2}\left(m_{n}^{V}\right)^{2} \eta^{\mu \nu} X_{\mu}^{n} X_{\nu}^{n}\right)\right]$
with $F_{\mu \nu}^{n}=\partial_{\mu} X_{\nu}^{n}-\partial_{\nu} X_{\mu}^{n}$. Let me comment on what can be learned from the above discussion. First, we see that $Y^{0}$ is a massless scalar field. It will be easy to guess that this corresponds to a pion field. Second, $B_{\mu}^{n}$ is a vector field, whose mass $\left(m_{n}^{V}\right)^{2}$
should be determined by finding the eigenvalues of the eigenvalue equation (2.3.18). The vector meson spectra are obtained in this way and are found to be in good agreement with experimental values. This is explained below.

### 2.3.3 Party and charge conjugation

We have discussed how the spectrum of vector mesons is obtained, however, to identify the fields that correspond to actual mesons, it is necessary to investigate the transformational properties of these vector fields concerning the parity transformation $P$ and the charge conjugate transformation $C$.

At first, the action is obviously invariant under the 5 -dimensional proper Lorentz transformation $\left(t, x^{1}, x^{2}, x^{3}, z\right) \rightarrow\left(t,-x^{1},-x^{2},-x^{3},-z\right)$. This transformation is nothing but a parity transformation in 4 -dimensional theory after the $z$ integral. Thus, we have the parity transformation

$$
\begin{equation*}
P:\left(t, x^{1}, x^{2}, x^{3}, z\right) \rightarrow\left(t,-x^{1},-x^{2},-x^{3},-z\right) \tag{2.3.36}
\end{equation*}
$$

in this 5 -dimensional theory. Because this parity transformation $P$ is a proper Lorentz transformation, the transformation property of the gauge field is

$$
\begin{equation*}
P:\left(A_{0}, A_{1}, A_{2}, A_{3}, A_{z}\right) \rightarrow\left(A_{0},-A_{1},-A_{2},-A_{3},-A_{z}\right), \tag{2.3.37}
\end{equation*}
$$

namely,

$$
\begin{equation*}
P:\left(A_{\mu}, A_{z}\right) \rightarrow\left(A^{\mu},-A_{z}\right) . \tag{2.3.38}
\end{equation*}
$$

Furthermore, because (2.3.18) is invariant with respect to $P: z \rightarrow-z, \psi_{n}(z)$ is either an even or an odd function. By solving the eigenvalue equation, we find

$$
\begin{array}{lll}
n=1, & \psi_{1}(z) & : \text { even } \\
n=2, & \psi_{2}(z) & : \text { odd } \\
n=3, & \psi_{3}(z) & : \text { even }
\end{array}
$$

and determine that $\phi_{0}=K^{-1}=\left(1+z^{2}\right)^{-1}$ is an even function. Considering this
properties of the fields and (2.3.38), we find

$$
\begin{array}{ll}
n=1, & X_{\mu}^{(1)}(z) \rightarrow+X^{\mu(1)} \\
n=2, & X_{\mu}^{(2)}(z) \rightarrow-X^{\mu(2)} \\
n=3, & X_{\mu}^{(3)}(z) \rightarrow+X^{\mu(3)}
\end{array}
$$

and we finally conclude

$$
\begin{aligned}
Y^{0} & : \text { pseudo scalar particle } \\
X_{\mu}^{1} & : \text { pseudo vector particle } \\
X_{\mu}^{2} & : \text { vector particle } \\
X_{\mu}^{3} & : \text { pseudo vector particle }
\end{aligned}
$$

with attention to the raising and lowering indices.
On the other hand, the charge conjugation $C$ switches particles and antiparticles, which from the string theory viewpoint corresponds to reverse the orientation of the string. Therefore, $C: A \rightarrow-A^{T}$ corresponds to a charge conjugation. However, by this definition, we see that the DBI action is invariant under this transformation, but the CS term,

$$
\begin{equation*}
\int C_{3} \operatorname{Tr}_{f} F^{3} \tag{2.3.39}
\end{equation*}
$$

changes its sign.
Therefore, let us define

$$
\begin{equation*}
C:(A, z) \rightarrow\left(-A^{T},-z\right) \tag{2.3.40}
\end{equation*}
$$

to keep the action invariant. Because we are concerned with charge conjugation in four-dimensional theory, the property of transformation for $z$ is arbitrary as long as the integral value remains unchanged. Thus, the charge conjugation of the field is
determined to be

$$
\begin{equation*}
C: A_{\mu} \rightarrow-A_{\mu}^{T}, \quad A_{z} \rightarrow A_{z}^{T} . \tag{2.3.41}
\end{equation*}
$$

From the above, we determine

$$
\begin{array}{lll}
Y^{0} & : 0^{-+} \\
X_{\mu}^{1} & : 1^{--} \\
X_{\mu}^{2} & : 1^{++} \\
X_{\mu}^{3} & : 1^{--}
\end{array}
$$

with the $J^{P C}$ of the fields in the four-dimensional theory. As expected, $Y^{0}$ is an NG boson, or pion, associated with spontaneous breaking of the chiral symmetry, and has zero mass in the case of the chiral limit. For vector mesons, we also identify them as $X_{\mu}^{1}: \rho, X_{\mu}^{2}: a_{1}, X_{\mu}^{3}: \rho^{\prime}(1465), X_{\mu}^{4}: a_{1}^{\prime}(1640), \ldots$. etc. Finally, in the next section, we will calculate the masses of these vector mesons to verify that we reproduce the experimental values.

### 2.3.4 Spectra for vector mesons

To calculate the mass of a vector meson, we just need to solve for Eq. (2.3.18). As this eigenvalue equation is solved numerically in Ref. [10], we will discuss their method of computation. The eigenvalue equations with their normalization conditions that must be solved are shown once again as follows;

$$
\begin{array}{r}
-K^{1 / 3} \partial_{z}\left(K \partial_{z} \psi_{n}(z)\right)=\left(m_{n}^{V}\right)^{2} \psi_{n}(z) \\
\kappa \int d z K^{-1 / 3} \psi_{n} \psi_{m}=\delta_{n m} . \tag{2.3.43}
\end{array}
$$

To solve the eigenvalue equation, we need to know the asymptotic behavior of $\psi_{n}(z)$. First, in order to avoid divergence of the integral of the normalization condition, the integrand should be such that it decreases more rapidly than $z^{-1}$ at $z \rightarrow \infty$. Therefore, the asymptotic behavior,

$$
\begin{equation*}
\psi_{n}(z) \sim \mathcal{O}\left(z^{a}\right), \quad a<-1 / 6, \quad(z \rightarrow \infty) \tag{2.3.44}
\end{equation*}
$$

is required. Also, at large $z$, the eigenvalue equation becomes

$$
\begin{equation*}
z^{2} \psi_{n}(z)+z \psi_{n}(z)=0 \tag{2.3.45}
\end{equation*}
$$

From these two observations, we know that the behavior of $\psi_{n}(z)$ at $z \rightarrow \infty$ is

$$
\begin{equation*}
\psi_{n}(z) \sim \mathcal{O}\left(z^{-1}\right) \tag{2.3.46}
\end{equation*}
$$

Therefore, if we define a new function

$$
\begin{equation*}
\tilde{\psi}_{n}(z)=z \psi_{n}(z) \tag{2.3.47}
\end{equation*}
$$

we can conclude that it behaves as

$$
\begin{equation*}
\tilde{\psi}_{n}(z) \sim \mathcal{O}\left(z^{0}\right), \quad(z \rightarrow \infty) \tag{2.3.48}
\end{equation*}
$$

For the new function $\tilde{\psi}_{n}(z)$, we find a formal solution in the form of an infinite series. The eigenvalue equation for this new function is

$$
\begin{equation*}
K \partial_{z}^{2} \tilde{\psi}_{n}-\frac{2}{z} \partial_{z} \tilde{\psi}_{n}+\left(\frac{2}{z^{2}}+\left(m_{n}^{V}\right)^{2} K^{-1 / 3}\right) \tilde{\psi}_{n}=0 \tag{2.3.49}
\end{equation*}
$$

A transformation into $\eta$ for $z=e^{\eta}$ this equation become

$$
\begin{align*}
& \partial_{\eta}^{2} \tilde{\psi}_{n}+A \partial_{\eta} \tilde{\psi}_{n}+B \tilde{\psi}_{n}=0  \tag{2.3.50}\\
& A=-\frac{1+3 e^{-2 \eta}}{1+e^{-2 \eta}}=\sum_{l=0}^{\infty} A_{l} e^{-\frac{2 l}{3} \eta}  \tag{2.3.51}\\
& B=\frac{2 e^{-2 \eta}}{1+e^{-2 \eta}}+\lambda_{n} e^{-\frac{2}{3} \eta}\left(1+e^{-2 \eta}\right)^{-4 / 3}=\sum_{l=0}^{\infty} B_{l} e^{-\frac{2 l}{3} \eta} \tag{2.3.52}
\end{align*}
$$

and we that $A$ and $B$ are given as infinite series of $e^{-\frac{2 l}{3} \eta}$, with

$$
\begin{align*}
& A_{0}=-1, A_{1}=0, A_{2}=0, A_{3}=-2, A_{4}=0, A_{5}=0, \ldots  \tag{2.3.53}\\
& B_{0}=0, B_{1}=\lambda_{n}, B_{2}=0, B_{3}=2, B_{4}=-\frac{4}{3} \lambda_{n}, B_{5}=0, \ldots . \tag{2.3.54}
\end{align*}
$$

From this, by expanding $\tilde{\psi}_{n}$ with

$$
\begin{equation*}
\tilde{\psi}_{n}=\sum_{l} \alpha_{l} e^{-\frac{2 l}{3} \eta} \tag{2.3.55}
\end{equation*}
$$

the $\alpha_{l}$ are obtained by. a recurrence formula. Substituting this series expansion $\tilde{\psi}_{n}$ for (2.3.50), we obtain the following recurrence formula as

$$
\begin{equation*}
\frac{4 l^{2}}{9} \alpha_{l}-\frac{2}{3} \sum_{m=1}^{l} m A_{l-m} \alpha_{m}+\sum_{m=0}^{l-1} B_{l-m} \alpha_{m}=0 \tag{2.3.56}
\end{equation*}
$$

By choosing $\alpha_{0}= \pm 1$ appropriately and solving this ecurrence formula sequentially, we obtain

$$
\begin{equation*}
\alpha_{1}=-\frac{9}{10}\left(m_{n}^{V}\right)^{2}, \quad \alpha_{2}=\frac{81}{280}\left(m_{n}^{V}\right)^{4}, \quad \alpha_{3}=-\frac{1}{3}-\frac{27}{560}\left(m_{n}^{V}\right)^{6}, \ldots . \tag{2.3.57}
\end{equation*}
$$

At large $z$, it is sufficient to truncate $e^{-\frac{2 l}{3} \eta}$ at about $l=3$. In the region of large $z$, using (2.3.55), the differential equation is solved toward the origin by the difference method. At the origin, shooting method with the boundary condition

$$
\begin{equation*}
\partial_{z} \psi_{n}(0)=0 \quad \text { or } \quad \psi_{n}(0)=0 \tag{2.3.58}
\end{equation*}
$$

yields the result

$$
\begin{equation*}
\left(m_{n}^{V}\right)^{2}=0.67^{--}, \quad 1.6^{++}, \quad 2.9^{--}, \quad 4.5^{++}, \ldots . \tag{2.3.59}
\end{equation*}
$$

If we restore $M_{K K}$ by dimensional analysis and determine $M_{K K}$ to reproduce the experimental value of 776 MeV for the mass $\rho$, we obtain Table 2.2. Here, we chose

Table 2.2 The spectra for vector mesons

|  | $\rho$ | $a_{1}$ | $\rho^{\prime}$ | $a_{1}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: |
| theory | $[776]$ | 1189 | 1607 | 2023 |
| experimetal | $776^{--}$ | $1230^{++}$ | $1465^{--}$ | $1720^{++}$ |

$\alpha_{0}=1$ for $\rho$ and $a_{1}$, and $\alpha_{0}=-1 \rho^{\prime}$ and $a_{1}^{\prime}$. Also, $M_{K K}$ was chosen to be 949 MeV .

### 2.4 Baryons in the Sakai-Sugimoto model

In the previous section, we saw that the open string theory on D 8 brane is a fivedimensional effective theory of mesons that includes also resonances. If we reduce this theory to four dimensions, we find that the YM term yields the Skyrme action, and the CS term yields the WZW term. Considering that Skyrmion is regarded as
a baryon, this effective theory is interpreted as a meson-baryon composite system in four-dimensional space-time. Moreover, this fact is important for the explanation of realistic nucleon resonances.

In the Sakai-Sugimoto model, baryons are interpreted as D4 branes (baryon vertices) wrapped around $S^{4}[73,74]$. The open string theory on the D 4 brane (baryon vertex) that characterizes the dynamics of this baryon is regarded as ADHM data. This ADHM data is interpreted as instantons on the D 8 brane. The relation between the instanton and the Skyrmion is written as

$$
\begin{equation*}
U\left(x^{\mu}\right)=\mathrm{P} \exp \left(-\int_{-\infty}^{\infty} d z^{\prime} A_{z}\left(x^{\mu}, z^{\prime}\right)\right) \tag{2.4.1}
\end{equation*}
$$

where $U\left(x^{\mu}\right)$ is the chiral field [72]. Thus, in the Sakai-Sugimoto model, the soliton interpretation of baryons is justified from the standpoint of superstring theory.

Studies of baryons by the Sakai-Sugimoto model have been done by Ref. [14] and Ref. [12]. In this thesis, we use the latter approach which is much easier to analyze. In this approach, baryons are treated and analyzed as instantons in a 4-dimensional space in a 5 -dimensional space-time.

### 2.4.1 Classical Solutions

The first step is to find a static solution that is independent of time. The time dependence is introduced by assigning it to the collective coordinates. This is a method called the moduli space approximation method, which is used when considering the case of slow-moving solitons [78, 79].

## CS term

At first, we introduce the CS term, which has been neglected until now. The effective action of $D_{p}$ branes is described by DBI action and CS term [80]. The CS term is

$$
\begin{align*}
& S_{\mathrm{D} 8}^{\mathrm{CS}}=\mu_{p} \int_{\mathrm{D} 8} \sum_{q} C_{q} \wedge \operatorname{Tr}\left(e^{2 \pi \alpha^{\prime} F_{2}+B_{2}}\right)  \tag{2.4.2}\\
& \mu_{p}=T_{p}=\frac{1}{(2 \pi)^{p} l_{s}^{p+1}}, \tag{2.4.3}
\end{align*}
$$

where $C_{p}$ is the RR $p$-form field, $B_{2}$ the KR field, and $\wedge$ the wedge product. From the properties required for the black 4-brane solution, we have $B_{2}=0, C_{k}=0(k \neq 7-4)$, and the sum remains valued only at $q=3$. Since this integral is in nine-dimensional spacetime, only the 9 -form survives. Performing the series expansion, there is only one term that is the 9 -form together with the 3 -form $C_{3}$, then, the CS term is

$$
\begin{equation*}
S_{\mathrm{D} 8}^{\mathrm{CS}} \propto \int_{\mathrm{D} 8} C_{3} \wedge \operatorname{Tr}\left(F_{2}\right)^{3} . \tag{2.4.4}
\end{equation*}
$$

Since $\left(F_{2}\right)^{3}$ is a 6 -form, we see that it is zero as long as we consider the five components of $\left(A_{\mu}, A_{z}\right)$.

With

$$
\begin{align*}
& \left(F_{2}(A)\right)^{3}=d \omega_{5}(A)  \tag{2.4.5}\\
& \omega_{5}(A)=\operatorname{Tr}\left(A F^{2}-\frac{i}{2} A^{3} F-\frac{1}{10} A^{5}\right), \tag{2.4.6}
\end{align*}
$$

if we remind that it was

$$
\begin{equation*}
F_{4}=d C_{3}=\frac{2 \pi N_{c}}{V_{4}} \epsilon_{4} \tag{2.4.7}
\end{equation*}
$$

in the black 4 brane solution in (2.2.1), the (2.4.4) is computed as

$$
\begin{align*}
\int_{\mathrm{D} 8} C_{3} \wedge d \omega_{5} & =\int_{\mathbb{R}^{4} \times[0, \infty) \times S^{4}} d C_{3} \wedge \omega_{5} \\
& =\frac{2 \pi N_{c}}{V_{4}} \int_{S^{4}} \epsilon_{4} \wedge \int_{\mathbb{R}^{4} \times[0, \infty)} \omega_{5} \tag{2.4.8}
\end{align*}
$$

(it is non-trivial to ignore the surface term), and using

$$
\begin{equation*}
\int_{S^{4}} F_{4}=2 \pi \tag{2.4.9}
\end{equation*}
$$

we have the final expression of the CS term

$$
\begin{equation*}
S_{\mathrm{D} 8}^{\mathrm{CS}}=\frac{N_{c}}{24 \pi^{2}} \int_{\mathbb{R}^{4} \times[0, \infty)} \omega_{5}(A) \tag{2.4.10}
\end{equation*}
$$

## Action

The action used in the analysis of baryons is

$$
\begin{align*}
S_{\mathrm{D} 8}= & S^{\mathrm{DBI}}+S^{\mathrm{CS}} \\
= & -\kappa \int d^{4} x d z \operatorname{Tr}_{f}\left(\frac{1}{4} K(z)^{-1 / 3} \mathcal{F}_{\mu \nu}^{2}+\frac{1}{2} K(z) \mathcal{F}_{\mu z}^{2}\right) \\
& +\frac{N_{c}}{24 \pi^{2}} \int_{\mathbb{R}^{4} \times[0, \infty)} \omega_{5}(\mathcal{A})  \tag{2.4.11}\\
& \kappa=\frac{\lambda N_{c}}{108 \pi^{3}}, \quad K(z)=1+z^{2}  \tag{2.4.12}\\
& \omega_{5}(\mathcal{A})=\operatorname{Tr}\left(\mathcal{A} \mathcal{F}^{2}-\frac{i}{2} \mathcal{A}^{3} \mathcal{F}-\frac{1}{10} \mathcal{A}^{5}\right), \tag{2.4.13}
\end{align*}
$$

omitting the notation D8 and using the shorthand notation $\eta^{\mu \nu} \eta^{\rho \sigma} \mathcal{F}_{\mu \rho} \mathcal{F}_{\mu \sigma}=\mathcal{F}_{\mu \nu}^{2}$. The Hermitian conjugate $U\left(N_{f}\right)$ gauge field is denoted by $\mathcal{A}\left(\mathcal{A}^{\dagger}=\mathcal{A}\right)$. Sometimes it is more convenient to use the anti-Hermitian conjugate gauge field, so in such cases, after a word of caution, we denote it by $\mathcal{A} \rightarrow i \mathcal{A}\left(\mathcal{A}^{\dagger}=-\mathcal{A}\right)$. When there is no subscript, it is assumed that the notation is in differential form. This $\mathrm{U}(1)$ term physically corresponds to an $\omega$ meson (or $\phi$ meson). Taking into account that, in the Skyrme model, the $\omega$ meson is responsible for stabilizing the soliton solution, this term is expected to play an important role in the present case as well. The field strength is a term in differential form, denoted

$$
\begin{equation*}
\mathcal{F}=d \mathcal{A}+i \mathcal{A} \wedge \mathcal{A} . \tag{2.4.14}
\end{equation*}
$$

$d$ is the outer derivative and $\wedge$ is the wedge product.
The $U\left(N_{f}\right)$ gauge field is decomposed into and $U(1)$ and written as

$$
\begin{equation*}
\mathcal{A}=A^{a} t^{a}+\frac{1}{\sqrt{2 N_{f}}} \hat{A} I \tag{2.4.15}
\end{equation*}
$$

where $I$ is the unit matrix of $N_{f} \times N_{f}$. The coefficients of the $U(1)$ term are chosen to be

$$
\begin{equation*}
\operatorname{Tr}_{f}\left(\frac{1}{\sqrt{2 N_{f}}} I \frac{1}{\sqrt{2 N_{f}}} I\right)=\frac{1}{2 N_{f}} \operatorname{Tr}_{f}(I)=\frac{1}{2} \tag{2.4.16}
\end{equation*}
$$

aligned with the normalization of

$$
\begin{equation*}
\operatorname{Tr}_{f}\left(t^{a} t^{b}\right)=\frac{1}{2} \delta^{a b} \tag{2.4.17}
\end{equation*}
$$

Then, the action is written as

$$
\begin{align*}
S^{\mathrm{DBI}}= & -\frac{\lambda N_{c}}{108 \pi^{3}} \int d^{4} x d z \operatorname{Tr}_{f}\left(\frac{1}{4} K^{-1 / 3} F_{\mu \nu}^{2}+\frac{1}{2} K F_{\mu z}^{2}\right) \\
& -\frac{1}{2} \kappa \int d^{4} x d z\left(\frac{1}{4} K^{-1 / 3} \hat{F}_{\mu \nu}^{2}+\frac{1}{2} K \hat{F}_{\mu z}^{2}\right)  \tag{2.4.18}\\
S^{\mathrm{CS}}= & \frac{N_{c}}{24 \pi^{2}} \int\left[\omega_{5}(A)+\frac{3}{\sqrt{2 N_{f}}} \hat{A} \operatorname{Tr}_{f} F^{2}+\frac{1}{2 \sqrt{2 N_{f}}} \hat{A} \hat{F}^{2}\right. \\
& \left.+\frac{1}{\sqrt{2 N_{f}}} d\left(\hat{A} \operatorname{Tr}_{f}\left(2 F A-\frac{i}{2} A^{3}\right)\right)\right], \tag{2.4.19}
\end{align*}
$$

where (2.4.16) is used. To obtain the above expression, which separates the $U(1)$ part of the CS term, requires a complicated calculation, which is shown in Appendix A.1. The calculations so far are valid for arbitrary $N_{f}$.

In the rest of this section we will mainly discuss the case $N_{f}=2$. In this case, the identity (Appendix A.2) is

$$
\begin{equation*}
\omega_{5}(A)=0 \tag{2.4.20}
\end{equation*}
$$

and the action is

$$
\begin{align*}
S^{\mathrm{DBI}}= & -\frac{\lambda N_{c}}{108 \pi^{3}} \int d^{4} x d z \operatorname{Tr}_{f}\left(\frac{1}{4} K^{-1 / 3} F_{\mu \nu}^{2}+K F_{\mu z}^{2}\right)  \tag{2.4.21}\\
S^{\mathrm{CS}}= & \frac{N_{c}}{24 \pi^{2}} \epsilon_{M N P Q} \int d^{4} x d z\left[\frac{3}{8} \hat{A}_{0} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)-\frac{3}{2} \hat{A}_{M} \operatorname{Tr}_{f}\left(\partial_{0} A_{N} F_{P Q}\right)\right. \\
& \left.+\frac{3}{4} \hat{F}_{M N} \operatorname{Tr}_{f}\left(A_{0} F_{P Q}\right)+\frac{1}{16} \hat{A}_{0} \hat{F}_{M N} \hat{F}_{P Q}-\frac{1}{4} \hat{A}_{M} \hat{F}_{0 N} \hat{F}_{P Q}+(\text { total derivative terms })\right] \tag{2.4.22}
\end{align*}
$$

where $M, N, P, Q=1,2,3, z$ and $\epsilon^{0123 z}=\epsilon_{123 z}=+1$ (see Appendix A. 3 for the calculation of the CS term). In the following parts of this section, $M, N, P, Q=$ $1,2,3, z$ unless otherwise noted.

## The stability of the instanton solution

Because the direction $z$ is curved and the time component is coupled, It is generally difficult to find the classical solution of the obtained action (2.4.24). If we now recall $\lambda \gg 1$, we will expect the $1 / \lambda$ expansion to work. As we will soon show, this expansion works well to find the classical solution analytically, keeping up to the next-leading
of the $1 / \lambda$ expansion. If we also drop the next-leading of the $1 / \lambda$ expansion, the instanton shrinks, and there is no stable solution.

First, by using

$$
\begin{align*}
\epsilon_{i j k} F_{j k} \epsilon_{i m n} F_{m n} & =\left(\delta_{j m} \delta_{k n}-\delta_{j n} \delta_{k m}\right) F_{j k} F_{m n} \\
& =F_{j k} F_{j k}-F_{j k} F_{k j}=2 F_{j k} F_{j k} \tag{2.4.23}
\end{align*}
$$

the lower bound of energy is found to be

$$
\begin{align*}
E(\rho) & =\frac{\kappa}{4} \int d^{4} x d z\left(\frac{1}{2} K^{-1 / 3}\left(\epsilon_{i j k} F_{j k}^{a}\right)^{2}+K\left(F_{i z}^{a}\right)^{2}\right) \\
& \geq \frac{\kappa}{2} \int d^{4} x d z\left(\sqrt{K(z)^{-1 / 3} K(z)} \mid \epsilon_{i j k} F_{j k}^{a} F_{i z}^{a} z\right) \\
& \geq\left|\frac{\kappa}{2} \int d^{4} x d z \epsilon_{i j k} F_{j k}^{a} F_{i z}^{a}\right| \\
& =8 \pi^{2} \kappa\left|N_{B}\right|, \tag{2.4.24}
\end{align*}
$$

where the second line of deformation used Schwartz's inequality, and the last expression used

$$
\begin{align*}
N_{B} & =-\frac{1}{32 \pi^{2}} \int d^{3} x d z \epsilon_{M N P Q} \operatorname{tr}\left(F_{M N} F_{P Q}\right) \\
& =-\frac{1}{16 \pi^{2}} \int d^{3} x d z \epsilon_{i j k} F_{j k}^{a} F_{i z}^{a} . \tag{2.4.25}
\end{align*}
$$

The equality condition is

$$
\begin{equation*}
\sqrt{K(z)^{-1 / 3}} \epsilon_{i j k} F_{j k}^{a}=\sqrt{K(z)} F_{i z}^{a} \tag{2.4.26}
\end{equation*}
$$

and this is satisfied at $\rho=0$, so if we drop the next leading of the $1 / \lambda$ expansion, the instanton shrinks.

## $1 / \lambda$ expansion

We have shown that if we drop the next leading of the $1 / \lambda$ expansion, there is no stable solution. If we include up to the next leading, we no longer ignore the CS term. Then, we expect the solution to be stable as follows [12]. If we focus on the first term of the CS term (2.4.22), we find

$$
\begin{equation*}
\epsilon_{M N P Q} \int d^{4} x d z \hat{A}_{0} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right) . \tag{2.4.27}
\end{equation*}
$$

This is the term that represents the Coulomb interaction in 5 dimensions, whose energy is known to behave as $1 / \rho^{2}$. Therefore, it is expected that the instanton do not shrink because of this term. It has also been discussed that the soliton is stabilized by the $\omega$ meson, in the context of the Skyrme model [81, 82]. Since the U(1) part of the gauge field corresponds to the $\omega$ meson, it is expected to stabilize the instanton solution similarly to the Skyrme model.

The current approach considers the motion of the soliton in moduli space, so the spatial integration is performed at the end. Therefore, it is better to do a rescale so that the classical solution is easy to obtain. By choosing a good rescale, the equations of motion for each field can be separated to easily find the classical solution. Such a rescale is

$$
\begin{array}{ll}
x^{M} \rightarrow \lambda^{-1 / 2} x^{M}, & \mathcal{A}_{M} \rightarrow \lambda^{1 / 2} \mathcal{A}_{M} \\
\mathcal{F}_{M N} \rightarrow \lambda \mathcal{F}_{M N}, & \mathcal{F}_{0 M} \rightarrow \lambda^{1 / 2} \mathcal{F}_{0 M} . \tag{2.4.28}
\end{array}
$$

Under this rescale the action become

$$
\begin{align*}
S^{D B I}= & -a N_{c} \int d^{4} x d z \operatorname{Tr}_{f}\left[\frac{\lambda}{2} F_{M N}^{2}+\left(-\frac{z^{2}}{6} F_{i j}^{2}+z^{2} F_{i z}^{2}-F_{0 M}^{2}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \\
& -\frac{1}{2} a N_{c} \int d^{4} x d z\left[\frac{\lambda}{2} \hat{F}_{M N}^{2}+\left(-\frac{z^{2}}{6} \hat{F}_{i j}^{2}+z^{2} \hat{F}_{i z}^{2}-\hat{F}_{0 M}^{2}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \\
S^{C S}= & \frac{N_{c}}{24 \pi^{2}} \epsilon_{M N P Q} \int d^{4} x d z\left[\frac{3}{8} \hat{A}_{0} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)-\frac{3}{2} \hat{A}_{M} \operatorname{Tr}_{f}\left(\partial_{0} A_{N} F_{P Q}\right)\right. \\
& \left.+\frac{3}{4} \hat{F}_{M N} \operatorname{Tr}_{f}\left(A_{0} F_{P Q}\right)+\frac{1}{16} \hat{A}_{0} \hat{F}_{M N} \hat{F}_{P Q}-\frac{1}{4} \hat{A}_{M} \hat{F}_{0 N} \hat{F}_{P Q}+(\text { total derivatives })\right], \tag{2.4.30}
\end{align*}
$$

with $i, j=1,2,3$. Because of $K^{-1 / 3} \rightarrow\left(1+\left(\lambda^{-1 / 2} z\right)^{2}\right)^{-1 / 3} \simeq 1-\frac{1}{3} \lambda^{-1} z^{2}+\mathcal{O}\left(\lambda^{-2}\right)$, note that the effects of curved extra dimensions are sub-leading of $1 / \lambda$ expansion. Because the 1-form $\mathcal{A}$ does not change under the rescale, the form of the CS term, which is a 5 -form integral, also do not change.

## Classical solutions

We perform the $1 / \lambda^{0}$ expansion and obtained a solution order by order. The action (2.4.29) gives the EOM;

$$
\begin{align*}
& A_{0}: D_{M} F_{0 M}+\frac{1}{64 \pi^{2} a} \epsilon_{M N P Q} \hat{F}_{M N} F_{P Q}+\mathcal{O}\left(\lambda^{-1}\right)=0  \tag{2.4.31}\\
& A_{M}: D_{N} F_{M N}+\mathcal{O}\left(\lambda^{-1}\right)=0  \tag{2.4.32}\\
& \hat{A}_{0}: \partial_{M} \hat{F}_{0 M}+\frac{1}{64 \pi^{2} a} \epsilon_{M N P Q}\left[\operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)+\frac{1}{2} \hat{F}_{M N} \hat{F}_{P Q}\right]+\mathcal{O}\left(\lambda^{-1}\right)  \tag{2.4.33}\\
& \hat{A}_{M}: \partial_{N} \hat{F}_{M N}+\mathcal{O}\left(\lambda^{-1}\right)=0 . \tag{2.4.34}
\end{align*}
$$

In the leading order, the $\mathrm{SU}(2)$ and the $\mathrm{U}(1)$ part of the gauge field are obtained as follow. First, within the above EOM, the classical solution of (2.4.32) is called the instanton solution. The solution with topological number (baryon number) $B=1$ is known as a BPST instanton[83] and is written as

$$
\begin{align*}
& A_{M}(x)=-i f(\xi) g \partial_{M} g^{-1}  \tag{2.4.35}\\
& f(\xi)=\frac{\xi^{2}}{\xi^{2}+\rho^{2}}, \quad \xi=\sqrt{(\vec{x}-\vec{X})^{2}+(z-Z)^{2}}  \tag{2.4.36}\\
& g(x)=\frac{(z-Z)-i(\vec{x}-\vec{X}) \cdot \vec{\tau}}{\xi} \tag{2.4.37}
\end{align*}
$$

where $(\vec{X}, Z)$ represents the position of the instanton in $\left(x^{1}, x^{2}, x^{3}, z\right)$ space and $\rho$ is the size of the instanton. Next, (2.4.34) requires that $\hat{A}_{M}$ be pure gauge, which always is vanished by a gauge transformation, then we obtain

$$
\begin{equation*}
\hat{A}_{M}=0 . \tag{2.4.38}
\end{equation*}
$$

In the next to leading order, by using the above two solutions, we obtain the timecomponents of the $\mathrm{SU}(2)$ and $\mathrm{U}(1)$ gauge field as follow. Gauss's law (2.4.31) becomes

$$
\begin{equation*}
D_{M}^{2} A_{0}=0, \tag{2.4.39}
\end{equation*}
$$

which is the solution to this equation obtained in the Appendix A.6. Finally, by substituting the solution obtained so far into (2.4.41), we get

$$
\begin{equation*}
\partial_{M}^{2} \hat{A}_{0}+\frac{3}{\pi^{2} a} \frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{4}}=0 \tag{2.4.40}
\end{equation*}
$$

Solving this equation gives the solution,

$$
\begin{equation*}
\hat{A}_{0}=\frac{1}{8 \pi^{2} a} \frac{1}{\xi^{2}}\left(1-\frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\right) . \tag{2.4.41}
\end{equation*}
$$

The solution obtained from the above can be summarized as

$$
\begin{align*}
& A_{0}=0  \tag{2.4.42}\\
& A_{M}(x)=-i f(\xi) g \partial_{M} g^{-1}  \tag{2.4.43}\\
& \hat{A}_{0}=\frac{1}{8 \pi^{2} a} \frac{1}{\xi^{2}}\left(1-\frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\right)  \tag{2.4.44}\\
& \hat{A}_{M}=0, \tag{2.4.45}
\end{align*}
$$

which is an instanton solution with baryon number one.
Finally, we obtain the mass of the soliton for the static case. The action (2.4.29) has the form

$$
\begin{equation*}
S=S^{\mathrm{DBI}}+S^{\mathrm{CS}}=\int d t\left(E(t)_{\text {kinetic }}-E(t)_{\text {potential }}\right) \tag{2.4.46}
\end{equation*}
$$

In the static case, the time derivative term vanishes $\left(E_{\text {kinematic }}=0\right)$, so the action is written as

$$
\begin{align*}
S= & -\int d t E(t)_{\text {potential }}=-\int d t M  \tag{2.4.47}\\
M= & +a N_{c} \int d^{3} x d z \operatorname{Tr}_{f}\left[\frac{\lambda}{2} F_{M N}^{2}+\left(-\frac{z^{2}}{6} F_{i j}^{2}+z^{2} F_{i z}^{2}-F_{0 M}^{2}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \\
& -\frac{1}{2} a N_{c} \int d^{3} x d z\left[\frac{\lambda}{2} \hat{F}_{M N}^{2}+\left(-\frac{z^{2}}{6} \hat{F}_{i j}^{2}+z^{2} \hat{F}_{i z}^{2}-\hat{F}_{0 M}^{2}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \\
& -\frac{N_{c}}{24 \pi^{2}} \epsilon_{M N P Q} \int d^{3} x d z\left[\frac{3}{8} \hat{A}_{0} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)-\frac{3}{2} \hat{A}_{M} \operatorname{Tr}_{f}\left(\partial_{0} A_{N} F_{P Q}\right)\right. \\
& \left.+\frac{3}{4} \hat{F}_{M N} \operatorname{Tr}_{f}\left(A_{0} F_{P Q}\right)+\frac{1}{16} \hat{A}_{0} \hat{F}_{M N} \hat{F}_{P Q}-\frac{1}{4} \hat{A}_{M} \hat{F}_{0 N} \hat{F}_{P Q}\right] . \tag{2.4.48}
\end{align*}
$$

Substituting the classical solution, we obtain

$$
\begin{align*}
M= & 8 \pi^{2} \kappa+\kappa \lambda^{-1} \int d^{3} x d z\left[-\frac{z^{2}}{6} \operatorname{Tr}_{f}\left(F_{i j}\right)^{2}+z^{2} \operatorname{Tr}_{f}\left(F_{i z}\right)^{2}\right] \\
& -\frac{1}{2} \kappa \lambda^{-1} \int d^{3} x d z\left[\left(\partial_{M} \hat{A}_{0}\right)^{2}+\frac{1}{32 \pi^{2} a} \hat{A}_{0} \epsilon_{M N P Q} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)\right]+\mathcal{O}\left(\lambda^{-1}\right) \\
= & 8 \pi^{2} \kappa\left[1+\lambda^{-1}\left(\frac{\rho^{2}}{6}+\frac{1}{320 \pi^{4} a^{2}} \frac{1}{\rho^{2}}+\frac{Z^{2}}{3}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \tag{2.4.49}
\end{align*}
$$

(see A.4). We find that this static solution takes the minimum value

$$
\begin{equation*}
M_{\min }=8 \pi^{2} \kappa+\sqrt{\frac{2}{15}} N_{c} \tag{2.4.50}
\end{equation*}
$$

at

$$
\begin{align*}
Z & =0  \tag{2.4.51}\\
\rho^{2} & =\frac{1}{8 \pi^{2} a} \sqrt{\frac{6}{5}} \tag{2.4.52}
\end{align*}
$$

The reason for the stabilization of the solution is understood to be due to $1 / \rho^{2}$. This $1 / \rho^{2}$ term is originated from

$$
\begin{equation*}
\epsilon_{M N P Q} \int d^{4} x d z \hat{A}_{0} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right) \tag{2.4.53}
\end{equation*}
$$

The physical meaning of this term has already been explained.
In the discussion so far we have considered the static case. The baryon state could be obtained by giving the time dependence to the collective coordinate of the instanton solution and considering a quantum mechanical system in which this coordinate is the dynamical variable. We will discuss this step by step.

### 2.4.2 Collective coordinates

The solution space spanned by the collective coordinates is called moduli space, which is a solution space that can move without changing its energy. By regarding these collective coordinates as dynamical variables with time dependence, a quantum mechanical system is obtained. By quantizing this system, we obtain the baryon state. As will be described later, if we include the sub-leading of the $1 / \lambda$ expansion, the energy changes with the moving of $(Z, \rho)$, and these variables are not precisely the collective coordinates. The moduli space of instanton solutions of topological number one that we are dealing with is denoted as

$$
\begin{equation*}
\mathcal{M}=\mathbb{R}^{4} \times \mathbb{R}^{4} / \mathbb{Z}_{2} \tag{2.4.54}
\end{equation*}
$$

The first $\mathbb{R}^{4}$ is the space labelled by $(\vec{X}, Z)$ and is interpreted as the position of the instanton in the 4 -dimensional space $\left(x^{1}, x^{2}, x^{3}, z\right)$. On the other hand, $\mathbb{R}^{4} / \mathbb{Z}_{2}$ is represented by the size of the instanton $\rho$ and its $\mathrm{SU}(2)$ orientation $W \in S U(2)$. This
$W$ can also be expressed as $W=\mathbf{a}=a_{4} I+i a_{a} \tau^{a}$ using Pauli matrices $\tau^{a}$ and unit matrix $I$, where $a_{I}$ satisfies $\sum_{I} a_{I}^{2}=1,(I=1,2,3,4)$. This four-dimensional manifold $\mathbb{R}^{4} / \mathbb{Z}_{2}$ can also be parameterized using the parameter $y_{I}$, which is the coordinate that labels the coset space of the four-dimensional Cartesian coordinate system by $\mathbb{Z}_{2}$ The $y_{I}$ transforms to $y_{I} \rightarrow-y_{I}$ for $\mathbb{Z}$, where two different coordinate are related as

$$
\begin{align*}
& a_{I}=y_{I} / \rho  \tag{2.4.55}\\
& \rho=\sqrt{y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2}} . \tag{2.4.56}
\end{align*}
$$

Now, we consider the case of a slowly moving soliton. The method often used in such cases is the moduli space approximation method [78, 79]. As already mentioned several times, this method considers a quantum mechanical system in moduli space, with time dependence on the collective coordinates. It has been argued in (2.4.49) that the variables $(Z, \rho)$ is no longer precisely the collective coordinate if we keep up to the sub-leading of $1 / \lambda$. However, since the excitation energies involved in them are smaller than in the others [12], we can still deal with them as collective coordinates. This allows us to treat the baryon excitation modes.

Thus, an arbitrary solution of the gauge field with time dependence in the moduli space is denoted by

$$
\begin{align*}
& A_{0}(t, x)=\Delta A_{0}(t, x)  \tag{2.4.57}\\
& A_{M}(t, x)=W(t) A_{M}^{c l}\left(x ; X^{\alpha}(t)\right) W(t)^{-1} \tag{2.4.58}
\end{align*}
$$

with $X^{\alpha}=\left(X^{M}, \rho\right)$. We use the notation $x^{0}=t$ since we consider time and space independently. So far, there seems to be no reason why the time component of the gauge field should be induced in (2.4.57). The induced time component is an essential requirement in the gauge theory (Appendix B). We can also understand this time component from the fact that the EOM (2.4.31) would not be satisfied without this induced term.

If we give a time dependence to the collective coordinates of the solution, this solution only moves in moduli space and is still expected to be a solution of (2.4.32). However, this does not mean that the other equations of motion are unchanged. Therefore, we will check whether the solution given the time dependence satisfies the equations of motion again.

First, after giving a time dependence to the gauge field in collective coordinates, the field strength is written as

$$
\begin{align*}
F_{M N} & =W F_{M N}^{c l} W^{-1}  \tag{2.4.59}\\
F_{0 M} & =\partial_{0} A_{M}-\partial_{M} \Delta A_{0}+i\left[\Delta A_{0}, A_{M}\right] \\
& =W\left(\dot{X}^{\alpha} \frac{\partial}{\partial X^{\alpha}} A_{M}^{c l}-D_{M}^{c l} \Phi\right) . \tag{2.4.60}
\end{align*}
$$

The calculation of $F_{0 M}$ is shown in Appendix A.5, where $\Phi$ is defined by

$$
\begin{equation*}
\Phi=W^{-1} \Delta A_{0} W-W^{-1} \dot{W} \tag{2.4.61}
\end{equation*}
$$

With this $\Phi$, (2.4.57) and (2.4.58) are together denoted as

$$
\begin{equation*}
\mathcal{A}(t, x)=\left(\mathcal{A}^{c l}\left(x ; X^{\alpha}(t)\right)+\Phi(t, x) d t\right)^{W(t)} \tag{2.4.62}
\end{equation*}
$$

The calligraphic letter in the notation when including to $\mathrm{SU}(2)$ and $\mathrm{U}(1)$ terms. The above equation is of the 5 -form in the $\left(t, x^{1}, x^{2}, x^{3}, z\right)$ such that it In the above equation, a 5 -form of $\left(t, x^{1}, x^{2}, x^{3}, z\right)$, which is a shorthand for $A^{V(t, x)}=V^{-1} A V+$ $i V^{-1} d V$.

From the above, (2.4.32) becomes

$$
\begin{equation*}
D_{N} F_{M N}=0 \rightarrow D_{N}^{c l} F_{M N}^{c l}=0, \tag{2.4.63}
\end{equation*}
$$

which does not change the form of the equation of motion when the solution has a time dependence. Therefore, the solution is still BPST instanton;

$$
\begin{equation*}
A_{M}(x)=-i f(\xi(t)) g\left(x ; X^{\alpha}(t)\right) \partial_{M} g\left(x ; X^{\alpha}(t)\right)^{-1} . \tag{2.4.64}
\end{equation*}
$$

This is natural since it is just the definition of the collective coordinates. We also see that (2.4.34) does not change its form, hence (2.4.41) does not change either, indicating that we can still use

$$
\begin{align*}
& \hat{A}_{0}=\frac{1}{8 \pi^{2} a} \frac{1}{\xi(t)^{2}}\left(1-\frac{\rho(t)^{4}}{\left(\xi(t)^{2}+\rho(t)^{2}\right)^{2}}\right)  \tag{2.4.65}\\
& \hat{A}_{M}=0 \tag{2.4.66}
\end{align*}
$$

as a solution to the equation of motion. So, the three solutions only change the collective coordinate from constants to variables with time dependence.

The only equation that changes is (2.4.31), which becomes

$$
\begin{equation*}
D_{M}^{c l}\left(\dot{X}^{\alpha} \frac{\partial}{\partial X^{\alpha}} A_{M}^{c l}-D_{M}^{c l} \Phi\right)=0 \tag{2.4.67}
\end{equation*}
$$

where we use the Eq. (2.4.60), The $\Phi$ is determined by solving this equation. As shown in Appendix A.6, the solution of $\Phi(t, x)$ is obtained as follow;

$$
\begin{align*}
& \Phi(t, x)=-\dot{X}^{N}(t) A_{N}^{c l}(x)+\chi^{a}(t) \Phi_{a}(x)  \tag{2.4.68}\\
& \Phi_{a}=f(\xi) g\left(x ; X^{\alpha}(t)\right) t_{a} g\left(x ; X^{\alpha}(t)\right)^{-1}  \tag{2.4.69}\\
& \chi^{a}(t)=-2 i \operatorname{tr}\left(t_{a} W^{-1} \dot{W}\right)=2\left(a_{4} \dot{a}_{a}-\dot{a}_{4} a_{a}+\epsilon_{a b c} a_{b} \dot{a}_{c}\right) . \tag{2.4.70}
\end{align*}
$$

Here, it is useful to have the following equation;

$$
\begin{align*}
& g \partial_{M} g^{-1}=\left\{\begin{array}{l}
\frac{i}{\xi^{2}}\left((z-Z) \tau^{i}-\epsilon_{i j a}\left(x^{j}-X^{j}\right) \tau^{a}\right) \\
-\frac{i}{\xi^{2}}\left(x^{a}-X^{a} \tau^{a}\right)
\end{array}\right.  \tag{2.4.71}\\
& \partial_{M}\left(g \partial_{M} g^{-1}\right) \propto\left(x^{M}-X^{M}\right) g \partial_{M} g^{-1}=0 . \tag{2.4.72}
\end{align*}
$$

and spin and isospin are defined by

$$
\begin{align*}
& J_{i}=8 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(-i W^{-1} \dot{W} t_{i}\right),  \tag{2.4.73}\\
& I_{a}=8 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(i \dot{W} W^{-1} t_{a}\right)=-W J_{i} t_{i} W^{-1} \tag{2.4.74}
\end{align*}
$$

By introducing the time dependence, a kinetic term of (2.4.29) appears. We can now identify the coefficients (mass) of the kinetic term with the metrics of the moduli space (the kinetic term in the $U(1)$ term is still zero) which is written as

$$
\begin{align*}
+a N_{c} \int d^{4} x d z \operatorname{Tr}_{f} F_{0 M}^{2} & =a N_{c} \int d^{4} x d z \operatorname{Tr}_{f}\left(D_{M}^{c l} \Phi-\dot{A}_{M}^{c l}\right)^{2} \\
& =\frac{m_{X^{\alpha}}}{2} g_{\alpha \beta} \dot{X}^{\alpha} \dot{X}^{\beta} . \tag{2.4.75}
\end{align*}
$$

Since $X^{\alpha}=\left(\mathbf{X}, X^{Z}, \rho\right)$ are found to be orthogonal to each other, the mass is written
as $m_{X^{\alpha}}$. From the above, Lagrangian is obtained as

$$
\begin{align*}
S & =\int d t L=\int d t\left(L_{\text {kinetic }}-L_{\text {potential }}\right)  \tag{2.4.76}\\
L & =L_{X}+L_{Z}+L_{y}+\mathcal{O}\left(\lambda^{-1}\right)  \tag{2.4.77}\\
L_{X} & =-M_{0}+\frac{m_{X}}{2} \dot{\mathbf{X}}^{2}  \tag{2.4.78}\\
L_{Z} & =\frac{m_{Z}}{2} \dot{Z}^{2}-\frac{m_{Z} \omega_{Z}^{2}}{2} Z^{2}  \tag{2.4.79}\\
L_{y} & =\frac{m_{y}}{2}\left(\dot{\rho}^{2}+\rho^{2} \dot{a}_{I}^{2}\right)-\frac{m_{y} \omega_{\rho}^{2}}{2} \rho^{2}-\frac{Q}{\rho^{2}}  \tag{2.4.80}\\
& =\frac{m_{y}}{2} \dot{y}_{I}^{2}-\frac{m_{y} \omega_{\rho}^{2}}{2} y_{I}^{2}-\frac{Q}{\rho^{2}} . \tag{2.4.81}
\end{align*}
$$

The plus term in $L$ is the result of the time dependence, and the minus term is the original potential term (2.4.49), with

$$
\begin{align*}
& M_{0}=8 \pi^{2} \kappa, \quad m_{X}=m_{Z}=\frac{m_{y}}{2}=8 \pi^{2} \kappa \lambda^{-1}=8 \pi^{2} a N_{c} \\
& \omega_{Z}^{2}=\frac{2}{3}, \quad \omega_{\rho}^{2}=\frac{1}{6}, \quad Q=\frac{N_{c}^{2}}{5 m_{X}}=\frac{N_{c}}{40 \pi^{2} a} . \tag{2.4.82}
\end{align*}
$$

As described above, we have obtained a quantum mechanical system with a finite number of time-dependent collective coordinates as dynamical variables.

### 2.4.3 Collective coordinates quantization

The derived mechanical system is quantized to obtain the spectra of baryons. We consider here the case where the position of the instanton, the baryon, is $\vec{X}=0$. The collective coordinate quantization described here is often used in the quantization of solitons[84, 85, 81, 86].

For the dynamical variable $\left(Z, \rho, a_{I}\right)$ in the Lagrangian, we impose the canonical commutation relation and quantize the system. Then, we obtain the Hamiltonian,

$$
\begin{align*}
& H=M_{0}+H_{y}+H_{Z}  \tag{2.4.83}\\
& H_{y}=-\frac{1}{2 m_{y}}\left(\frac{1}{\rho^{3}} \partial_{\rho}\left(\rho^{3} \partial_{\rho}\right)+\frac{1}{\rho^{2}}\left(\nabla_{S^{3}}^{2}-2 m_{y} Q\right)\right)+\frac{1}{2} m_{y} \omega_{\rho^{2}} \rho^{2}  \tag{2.4.84}\\
& H_{Z}=-\frac{1}{2 m_{Z}} \partial_{Z}^{2}+\frac{1}{2} m_{Z} \omega_{Z}^{2} Z^{2}, \tag{2.4.85}
\end{align*}
$$

where $\nabla_{S^{3}}^{2}$ is Laplacian on the $S^{3}$.

Since the $H_{Z}$ is the Hamiltonian of the harmonic oscillator, its eigenvalue is

$$
\begin{equation*}
E_{Z}=\omega_{Z}\left(n_{Z}+\frac{1}{2}\right)=\frac{2 n_{Z}+1}{\sqrt{6}} . \tag{2.4.86}
\end{equation*}
$$

Let us find the eigenvalues and eigenfunctions for the $H_{y} . \nabla_{S^{3}}^{2}$ is the Laplacian on $S^{3}$, whose eigenvalues and eigenfunctions are

$$
\begin{equation*}
\nabla_{S^{3}}^{2} T^{(l)}=-l(l+2) T^{(l)} . \tag{2.4.87}
\end{equation*}
$$

Here, $T^{(l)}$ is the spherical harmonics on $S^{3}$, which is expressed as

$$
\begin{equation*}
T^{(l)}=C_{I_{1} \ldots l_{l}} a_{I_{1} \ldots} \ldots a_{I_{l}} \tag{2.4.88}
\end{equation*}
$$

with the traceless symmetric tensor $C_{I_{1} \ldots l_{l}}$ of rank $l$. Using this function, we write the eigenfunctions of the $H_{y}$ in the variable-separated form

$$
\begin{equation*}
\psi\left(y_{I}\right)=R_{l}(\rho) T^{(l)}\left(a_{I}\right) \tag{2.4.89}
\end{equation*}
$$

When operate $H_{y}$ on $R_{l}(\rho)$, we obtain the eigenvalue equations,

$$
\begin{align*}
& \mathcal{H}_{l} R_{l}(\rho)=E_{y} R_{l}(\rho)  \tag{2.4.90}\\
& \mathcal{H}_{l}=-\frac{1}{2 m_{y}}\left(\frac{1}{\rho^{3}} \partial_{\rho}\left(\rho^{3} \partial_{\rho}\right)-\frac{l(l+2)+2 m_{y} Q}{\rho^{2}}\right)+\frac{1}{2} m_{y} \omega_{\rho}^{2} \rho^{2} . \tag{2.4.91}
\end{align*}
$$

Here, if we replace

$$
\begin{equation*}
\tilde{l}=-1+\sqrt{(l+1)^{2}+2 m_{y} Q}, \quad \tilde{l}(\tilde{l}+2)=l(l+2)+2 m_{y} Q, \tag{2.4.92}
\end{equation*}
$$

we can write it as

$$
\begin{equation*}
\mathcal{H}_{l}=-\frac{1}{2 m_{y}}\left(\frac{1}{\rho^{3}} \partial_{\rho}\left(\rho^{3} \partial_{\rho}\right)-\frac{\tilde{l}(\tilde{l}+2)}{\rho^{2}}\right)+\frac{1}{2} m_{y} \omega_{\rho}^{2} \rho^{2} . \tag{2.4.93}
\end{equation*}
$$

Now, if we write

$$
\begin{equation*}
R_{l}(\rho)=\exp \left(-\frac{m_{y} \omega_{\rho}}{2} \rho^{2}\right) \rho^{\tilde{l}} v\left(m_{y} \omega_{\rho} \rho^{2}\right), \tag{2.4.94}
\end{equation*}
$$

with $x=m_{y} \omega_{\rho} \rho^{2}$, we see that $v(x)$ must be satisfied by

$$
\begin{equation*}
\left(x \partial_{x}+(\tilde{l}+2-x) \partial_{x}+\frac{1}{2}\left(\frac{E_{y}}{\omega \rho}-\tilde{l}-2\right)\right) v(x)=0 \tag{2.4.95}
\end{equation*}
$$

This is a confluent hypergeometric differential equation for $v(x)$, and a normalizable and regular solution exists only at

$$
\begin{equation*}
\frac{1}{2}\left(\frac{E_{y}}{\omega \rho}-\tilde{l}-2\right)=n \in \mathbb{Z} \tag{2.4.96}
\end{equation*}
$$

Since $v\left(x=m_{y} \omega_{\rho} \rho^{2}\right)$ can be labeled by $n$ and $\tilde{l}$, if we denote $v\left(x=m_{y} \omega_{\rho} \rho^{2}\right)=$ $F(-n, \tilde{l} ; x)$, then the confluent hypergeometric function

$$
\begin{align*}
& F(\alpha, \gamma ; z)=\sum_{k=0}^{\infty} \frac{(\alpha)_{k}}{(\gamma)_{k}} \frac{z^{k}}{k!}  \tag{2.4.97}\\
& (\alpha)_{k}=\alpha(\alpha+1) \cdots(\alpha+k-1) \tag{2.4.98}
\end{align*}
$$

satisfies

$$
\begin{equation*}
\left(x \partial_{x}+(\tilde{l}+2-x) \partial_{x}+n\right) F(-n, \tilde{l} ; x)=0 . \tag{2.4.99}
\end{equation*}
$$

Using $F\left(-n, \tilde{l} ; m_{y} \omega_{\rho} \rho^{2}\right)$, we can write

$$
\begin{equation*}
R(\rho)=\exp \left(-\frac{m_{y} \omega_{\rho}}{2} \rho^{2}\right) \rho^{\tilde{l}} F\left(-n ., \tilde{l} ; m_{y} \omega_{\rho} \rho^{2}\right) \tag{2.4.100}
\end{equation*}
$$

so the eigenvalue is obtained as

$$
\begin{align*}
E_{y} & =\omega_{\rho}(\tilde{l}+2 n+2)  \tag{2.4.101}\\
& =\sqrt{\frac{(l+1)^{2}}{6}+\frac{2}{15} N_{c}^{2}}+\frac{2 n_{\rho}+1}{\sqrt{6}} . \tag{2.4.102}
\end{align*}
$$

From the above, the eigenvalues of $H$ are

$$
\begin{align*}
M & =M_{0}+E_{y}+E_{Z}  \tag{2.4.103}\\
& =M_{0}+\sqrt{\frac{(l+1)^{2}}{6}+\frac{2}{15} N_{c}^{2}}+\frac{2\left(n_{\rho}+n_{Z}+1\right)}{\sqrt{6}} \tag{2.4.104}
\end{align*}
$$

which is the baryon mass formula we desired.

### 2.4.4 Physical interpretation of quantum numbers

We discuss the physical interpretation of quantum numbers appearing in the mass formula. Considering the $S U(2)_{L} \times S U(2)_{R}$ transformation for $W(t)$;

$$
\begin{equation*}
W(t) \rightarrow g_{L} W(t) g_{R}, \quad g_{L / R} \in S U(2)_{L / R} \tag{2.4.105}
\end{equation*}
$$

the gauge field $A_{M}$ transforms as

$$
\begin{align*}
& \quad A_{M}\left(t, x^{N}\right)=W(t) A_{M}^{c l}\left(x^{N}\right) W(t)^{-1} \\
& \rightarrow g_{L} W(t) g_{R} A_{M}^{c l}\left(x^{N}\right) g_{R}^{-1} W(t)^{-1} g_{L}^{-1} \\
& \quad=g_{L} A_{M}\left(t, R x^{N}\right) g_{L}^{-1} . \tag{2.4.106}
\end{align*}
$$

This means that $g_{L}$ corresponds to the isospin $I_{a}$ and $g_{R}$, which causes spatial rotation, corresponds to the spin $J_{a}$. Furthermore, as discussed in the 3.1.3 section, we see that the relation

$$
\begin{align*}
& \operatorname{tr}\left(I_{a}^{2}\right)=\operatorname{tr}\left(J_{a}^{2}\right)  \tag{2.4.107}\\
& I=J=\frac{l}{2} . \tag{2.4.108}
\end{align*}
$$

Let us now look at the quantum number $\left(n_{\rho}, n_{Z}\right)$. The parity transformation is defined by $P:\left(t, x^{M}\right) \rightarrow\left(t,-x^{M}\right)$, as discussed in the 2.3 .3 section. The baryons with odd (even) quantum numbers $n_{Z}$ correspond to negative (positive) parity excitation, because the wave functions are odd (even) with respect to the $Z \rightarrow-Z$ transformation. The states of each baryon obtained from the Sakai-Sugimoto model should be identified with the states shown in Fig. 2.3 and 2.4. with $M_{K K}=500$.

Table 2.3 The spectra of $N(l=1)$

| $\left(n_{\rho}, n_{z}\right)$ | $(0,0)$ | $(1,0)$ | $(0,1)$ | $(1,1)$ | $(2,0) /(0,2)$ | $(2,1) /(0,3)$ | $(1,2) /(3,0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prediction | $\left[940^{+}\right]$ | $1348^{+}$ | $1348^{-}$ | $1756^{-}$ | $1756^{+}, 1756^{-}$ | $2164^{-}, 2164^{+}$ | $2164^{+}, 2164^{+}$ |
| Experiment | $940^{+}$ | $1440^{+}$ | $1535^{-}$ | $1655^{-}$ | $1710^{+}, ?$ | $2090^{-}, ?$ | $2100^{+}, ?$ |

Table 2.4 The spectra of $\Delta(l=3)$

| $\left(n_{\rho}, n_{z}\right)$ | $(0,0)$ | $(1,0)$ | $(0,1)$ | $(1,1)$ | $(2,0) /(0,2)$ | $(2,1) /(0,3)$ | $(1,2) /(3,0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prediction | $1240^{+}$ | $1648^{+}$ | $1648^{-}$ | $2056^{-}$ | $2056^{+}, 2056^{-}$ | $2464^{-}, 2464^{+}$ | $2464^{+}, 2464^{+}$ |
| Experiment | $1232^{+}$ | $1600^{+}$ | $1700^{-}$ | $1940^{-}$ | $1920^{+}, ?$ | $?, ?$ | $?, ?$ |

Finally, we comment on the obtained baryon mass formula. At large $N_{c}$, the mass formula (2.4.103) is approximately written as

$$
\begin{align*}
& N_{c} \gg 1  \tag{2.4.109}\\
& M \simeq M_{0}+\sqrt{\frac{2}{15}} N_{c}+\frac{1}{4} \sqrt{\frac{5}{6}} \frac{(l+1)^{2}}{N_{c}}+\frac{2\left(n_{\rho}+n_{Z}+1\right)}{\sqrt{6}} . \tag{2.4.110}
\end{align*}
$$

Considering up to the order of $\mathcal{O}\left(N_{c}\right)$, we see that it is a static baryon mass formula (2.4.50). Interestingly, the $N_{c}$ dependence of (2.4.109) has the same form as the result of Ref. [69, 81] in large $N_{c}$ QCD. This means that the mass splitting between states of the same internal excitation states of different spins is of the order of $1 / N_{c}$, and the mass splitting between the internal excitation states of each other is of the order of $N_{c}^{0}$.

## The wave functions of baryon states

Here is a summary of the baryon wave function. The canonical momentum of $\left(\vec{X}, Z, y_{I}\right)$ is

$$
\begin{equation*}
\vec{P}=M_{0} \dot{\vec{X}}=-i \frac{\partial}{\partial \vec{X}}, \quad P_{Z}=M_{0} \dot{Z}=-i \frac{\partial}{\partial Z}, \quad \Pi_{I}=2 M_{0} \dot{y}_{I}=-i \frac{\partial}{\partial y_{I}} . \tag{2.4.111}
\end{equation*}
$$

Also, as mentioned above, the left rotation $g_{L}$ of $W$ corresponds to isospin $I_{a}$ and the right rotation $g_{R}$ of $W$ corresponds to spin $J_{a}$, so isospin and spin are given as

$$
\begin{array}{r}
I_{a}=\frac{i}{2}\left(y_{4} \frac{\partial}{\partial y_{a}}-y_{a} \frac{\partial}{\partial y_{4}}-\epsilon_{a b c} y_{b} \frac{\partial}{\partial y_{c}}\right) \\
J_{a}=  \tag{2.4.113}\\
\frac{i}{2}\left(-y_{4} \frac{\partial}{\partial y_{a}}+y_{a} \frac{\partial}{\partial y_{4}}-\epsilon_{a b c} y_{b} \frac{\partial}{\partial y_{c}}\right) .
\end{array}
$$

See also the discussion of Appendix E for this. The Hamiltonian is given by

$$
\begin{align*}
& H=\frac{1}{2 M_{0}}\left(\vec{P}^{2}+P_{Z}^{2}\right)+\frac{1}{4 M_{0}} \Pi_{I}^{2}+U(\rho, Z)  \tag{2.4.115}\\
& U(\rho, Z)=8 \pi^{2} \kappa\left(1+\frac{\rho^{2}}{6}+\frac{N_{c}^{2}}{320 \pi^{4} \kappa^{2}} \frac{1}{\rho^{2}}+\frac{Z^{2}}{3} t\right) \tag{2.4.116}
\end{align*}
$$

The eigenfunctions of this Hamiltonian are characterized by $\left(l, I_{3}, J_{3}, n_{\rho}, n_{z}\right)$ and momentum $\vec{p}$ and are denoted by

$$
\begin{align*}
& |\vec{p}, B, s\rangle=|\vec{p}\rangle|B\rangle, \quad|\vec{p}\rangle=\frac{1}{(2 \pi)^{3 / 2}} e^{i \vec{p} \cdot \vec{X}},  \tag{2.4.117}\\
& |B\rangle=\left|l, I_{3}, J_{3}\right\rangle\left|n_{\rho}\right\rangle\left|n_{Z}\right\rangle \tag{2.4.118}
\end{align*}
$$

In the following, we omit the normalization constants and provide specific wave functions. First, with respect to $\left|l, I_{3}, J_{3}\right\rangle$, for example, it is given as

$$
\begin{align*}
& \left|l=1, I_{3}=J_{3}=l / 2\right\rangle=a_{1}+i a_{2},  \tag{2.4.119}\\
& \left|l=3, I_{3}=J_{3}=l / 2\right\rangle=\left(a_{1}+i a_{2}\right)^{3} . \tag{2.4.120}
\end{align*}
$$

From this expression, using the ladder operator $I_{-}=I_{1}-i I_{2}$, we get

$$
\begin{equation*}
\left|l=1, I_{3}=-l / 2, J_{3}=l / 2\right\rangle=I_{-}\left(a_{1}+i a_{2}\right)=a_{4}+i a_{3} . \tag{2.4.121}
\end{equation*}
$$

Also, with respect to $|\rho\rangle$, we obtain

$$
\begin{align*}
& \left|n_{\rho}=0\right\rangle=\rho^{-1+2 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{M_{0}}{\sqrt{6}} \rho^{2}}  \tag{2.4.122}\\
& \left|n_{\rho}=1\right\rangle=\left(\frac{2 M_{0}}{\sqrt{6}} \rho^{2}-1-2 \sqrt{1+N_{c}^{2} / 5}\right) \rho^{-1+2 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{M_{0}}{\sqrt{6}} \rho^{2}} \tag{2.4.123}
\end{align*}
$$

Finally, for $|Z\rangle$, we have

$$
\begin{align*}
& \left|n_{Z}=0\right\rangle=e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}  \tag{2.4.124}\\
& \left|n_{Z}=1\right\rangle=Z e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}} . \tag{2.4.125}
\end{align*}
$$

From the above, the wave functions of the proton and neutron are

$$
\begin{align*}
& |p\rangle=\rho^{-1+2 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{M_{0}}{\sqrt{6}} \rho^{2}} e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}\left(a_{1}+i a_{2}\right)  \tag{2.4.126}\\
& |n\rangle=\rho^{-1+2 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{M_{0}}{\sqrt{6}} \rho^{2}} e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}\left(a_{4}+i a_{3}\right), \tag{2.4.127}
\end{align*}
$$

respectively (see also Appendix E). Also, $\Delta(1232)^{++}$is represented as

$$
\begin{equation*}
\left|\Delta(1232)^{++}\right\rangle=\rho^{-1+2 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{M_{0}}{\sqrt{6}} \rho^{2}} e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}\left(a_{1}+i a_{2}\right)^{3} . \tag{2.4.128}
\end{equation*}
$$

Furthermore, the wave functions of the Roper and negative parity resonances are given by

$$
\begin{align*}
\left|N^{*}(1440)\right\rangle= & \left(\frac{2 M_{0}}{\sqrt{6}} \rho^{2}-1-2 \sqrt{1+N_{c}^{2} / 5}\right) \rho^{-1+2 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{M_{0}}{\sqrt{6}} \rho^{2}} \\
& \times e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}\left(a_{1}+i a_{2}\right)  \tag{2.4.130}\\
\left|N^{*}(1535)\right\rangle= & \rho^{-1+2 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{M_{0}}{\sqrt{6}} \rho^{2}} Z e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}\left(a_{1}+i a_{2}\right) . \tag{2.4.131}
\end{align*}
$$

## Chapter 3.

## $\operatorname{SU}\left(N_{f}=2+1\right)$ Sakai Sugimoto model

In this chapter, we discuss the description of hadrons by the $S U\left(N_{f}=2+1\right)$ SakaiSugimoto model toward the analysis of hyperons and heavy baryons. The $s$ quarks can be introduced by $\mathrm{SU}(3)$ rotations in the collective coordinate quantization, as is accomplished in the conventional quantization of solitons. To demonstrate this, section 3.1 will review how to introduce s-quarks as $\mathrm{SU}(3)$ rotations in the Skyrme model. Then, in section 3.2, we review how to introduce s-quarks using the same method in the Sakai-Sugimoto model. At this time, it is known that the following two problems occur.

1. Although the introduction of the mass of the s-quark is important for the analysis of hyperons, the Sakai-Sugimoto model is a massless QCD, which does not have an established way to introduce the mass.
2. In flavor $\mathrm{SU}(3)$, the constraint term that should be imposed on the hypercharge, which is necessary to consider solitons as baryons (fermions), does not appear from the CS term of the Sakai-Sugimoto model.

For the first point, we will briefly review one way to introduce mass. For the second point, we succeeded in obtaining a constraint term in Ref. [87], but the chiral anomaly, which was well reproduced in the original Sakai-Sugimoto model, disappeared. Later, in Ref. [88], the CS term was obtained that reproduced the chiral anomaly and still produced the constraint term. These points are discussed in detail in Appendix D
because they are beyond the scope of this paper.
Next, we show how to introduce heavy quarks such as c and b into the SakaiSugimoto model, based on the method we proposed in Ref. [36]. We obtain the mass spectrum of the heavy baryons by collective coordinate quantization of the classical solution of the action obtained using the dimensional reduction method of gauge theory proposed by Forgács-Manton. This method, which is similar to the bound state approach in the Skyrme model[57, 58, 89, 90, 91], is shown to reproduce well the mass spectra of the heavy baryon and its resonance states, as well as the $P_{c}$ state, which has attracted much attention due to its recent experimental observations. Similar studies have been made in Ref. [27, 28, 30, 31, 33, 92].

In this thesis, we will explain the following flow concerning the study of the SakaiSugimoto model of $S U\left(N_{f}=2+1\right)$. In section 3.1, we first explain the flavor $\mathrm{SU}(3)$ Skyrme model to prepare the analysis of baryons in the flavor $\mathrm{SU}(3)$ SakaiSugimoto model. The necessity of the constraint term and the analysis method when a mass term is incorporated will be useful for understanding subsequent sections. In section 3.2, we discuss how to introduce $s$-quarks in Sakai-Sugimoto. The problems with the constraint terms are described in Appendix D. It can be seen that this constraint term does not appear from the CS term used in the original paper on the Sakai-Sugimoto model [10, 11]. We explained in the Appendix along with Ref. [87, 88], which solved this problem. In the former paper, the chiral anomaly disappeared, and the latter paper realized both the constraint term and the chiral anomaly. Then, in the section 3.2.2, we will briefly review how to deform [93, 94, 95] the Sugimoto model so that quarks have masses. Next, we discuss how to introduce heavy quarks such as $c$ and $b$ quarks into the Sakai-Sugimoto model. For this purpose, the method of dimensional reduction proposed by Forgács-Manton will be explained. Then, we introduce heavy quarks into the Sakai-Sugimoto model and obtain their mass spectra. This discussion is based on our study Ref. [36].

### 3.1 Flavor SU(3) Skyrme model

In this section we explain how to obtain the Hamiltonian of a quantum mechanical system in collective coordinates through the flavor $\mathrm{SU}(3)$ Skyrme model. This explanation helps to understand similar arguments in the Sakai-Sugimoto model (the
difference with the Sakai-Sugimoto model is the absence or not of $(\rho, Z)$ ). It is important in the next section to discuss how the constraint terms impose restrictions on the state and how to deal with the mass terms. In this section, we have adapted the notation to Ref. [76] and discuss it in more detail with reference to Ref. [85] etc.

### 3.1.1 Classical solutions

The action of the $\mathrm{SU}(3)$ Skyrme model is written by

$$
\begin{align*}
& S=S_{\mathrm{Sk}}+S_{\mathrm{SB}}+S_{\mathrm{WZW}}  \tag{3.1.1}\\
& S_{\mathrm{Sk}}=\int d^{4} x\left(\frac{f_{\pi}^{2}}{4} \operatorname{Tr} \partial_{\mu} U \partial^{\mu} U^{\dagger}+\frac{1}{32 e^{2}} \operatorname{Tr}\left[U^{\dagger} \partial_{\mu} U, U^{\dagger} \partial_{\nu} U\right]^{2}\right)  \tag{3.1.2}\\
& \begin{aligned}
S_{\mathrm{SB}}= & \int d^{4} x\left(\frac{f_{\pi}^{2}}{4}\left(m_{\pi}^{2}+m_{\eta}^{2}\right) \operatorname{Tr}\left(U+U^{\dagger}-2\right)\right.
\end{aligned} \\
& \left.\quad \quad+\frac{\sqrt{3}}{6} f_{\pi}^{2}\left(m_{\pi}^{2}-m_{K}^{2}\right) \operatorname{Tr}\left[\frac{1}{2} t_{8}\left(U+U^{\dagger}\right)\right]\right)  \tag{3.1.3}\\
& \\
& \begin{aligned}
S_{\mathrm{WZW}}= & -\frac{N_{c}}{240 \pi^{2}} \int_{S^{5}} \operatorname{Tr}\left[U^{\dagger} d U\right]^{5} \\
\quad= & -\frac{N_{c}}{240 \pi^{2}} \epsilon^{\alpha \beta \gamma \delta \epsilon} \int_{S^{3} \times D_{2}} d^{5} x \operatorname{Tr}\left[U^{\dagger} \partial_{\alpha} U U^{\dagger} \partial_{\beta} U U^{\dagger} \partial_{\gamma} U U^{\dagger} \partial_{\delta} U U^{\dagger} \partial_{\epsilon} U\right]
\end{aligned} \tag{3.1.4}
\end{align*}
$$

where, with $x^{\alpha}=t, x^{1}, x^{2}, x^{3}, s$, the 2-dimensional disk $D_{2}$ is parameterized by $(t, s)$. The first term in (3.1.2) is a chiral term, $\mu=0,1,2,3, ~ U(\mathbf{x})=e^{4 i \pi_{a}(\mathbf{x}) t_{a} / f_{\pi}}, \operatorname{tr}\left(t_{a} t_{b}\right)=$ $\delta_{a b} / 2$, and the second term is the Skyrme term, which is the higher-order derivative term needed to prevent the soliton from shrinking. The action (3.1.3) is the symmetry breaking term, which is expanded to lead to

$$
\begin{equation*}
L_{\mathrm{SB}} \simeq \int d^{4} x\left(\frac{1}{2} m_{\pi}^{2}\left(\pi_{1}^{2}+\pi_{2}^{2}+\pi_{3}^{2}\right)+\frac{1}{2} m_{K}^{2}\left(\pi_{4}^{2}+\pi_{5}^{2}+\pi_{6}^{2}+\pi_{7}^{2}\right)+\frac{1}{2} m_{\eta}^{2} \pi_{8}^{2}\right) \tag{3.1.5}
\end{equation*}
$$

The action (3.1.4) is the Wess-Zumino-Witten term, which is necessary to reproduce the chiral symmetry and is also important in the sense that only the parity symmetry in QCD is extracted from the redundant symmetry [70, 71].

As a static (time-independent) soliton solution $U_{0}(x)$ of baryon number 1 , it is known that the $\mathrm{SU}(3)$ hedgehog solution given by

$$
\begin{align*}
& U_{0}(\mathbf{x})=\left(\begin{array}{cc}
\exp (i \hat{x} \cdot F(r)) & 0 \\
0 & 1
\end{array}\right)  \tag{3.1.6}\\
& \hat{x}=\frac{\mathbf{x}}{r}, \quad F(r=0)=0, \quad F(r \rightarrow \infty)=n \pi(=\pi) \tag{3.1.7}
\end{align*}
$$

### 3.1.2 Collective coordinates

Let us give time dependence to the collective coordinates as in the previous section. Focusing only on the collective coordinates that generate the soliton rotation, we consider the motion in the moduli space as written as

$$
\begin{align*}
& U(t, \mathbf{x})=W(t) U_{0}(t, \mathbf{x}) W(t)^{-1}  \tag{3.1.8}\\
& W(t)=e^{i \xi_{a}(t) t_{a}}, \quad a=1 \sim 8 \tag{3.1.9}
\end{align*}
$$

where, for $S_{W Z W}$ on the different manifold, it is defined as

$$
\begin{array}{r}
W(t, s=0)=W(t) \\
W(t, s=1)=1 . \tag{3.1.11}
\end{array}
$$

In fact, $W(t) \in S U(3)$ is not precisely a collective coordinate due to the symmetry breaking term, but we will treat it as a collective coordinate in the same sense as $(\rho, Z)$ in the previous chapter.

The transformation of the collective coordinate $W(t)$ and the corresponding quantum numbers are given as follows;

1. Isospin rotation $S U(2)_{L} \subset S U(3)_{L}:\left(I, I_{3}\right)$

$$
\begin{equation*}
W(t) \rightarrow g_{L} W(t), \quad g_{L} \in S U(2)_{L} \tag{3.1.12}
\end{equation*}
$$

2. Hypercharge $U(1)_{L} \subset S U(3)_{L}: Y$

$$
\begin{equation*}
W(t) \rightarrow e^{i \xi_{L} t_{8}} W(t), \quad e^{i \xi_{L} t_{8}} W(t) \in U(1)_{L} \tag{3.1.13}
\end{equation*}
$$

3. spin rotation (spatial rotation) $S U(2)_{R} \subset S U(3)_{R}:\left(J, J_{3}\right)$

$$
\begin{equation*}
W(t) \rightarrow W(t) g_{R}^{-1}, \quad g_{R} \in S U(2)_{R} \tag{3.1.14}
\end{equation*}
$$

4. Right hypercharge $U(1)_{R} \subset S U(3)_{R}: Y_{R}$

$$
\begin{align*}
& W(t) \rightarrow W(t) e^{-i \xi_{R} t_{8}} \in U(1)_{R}  \tag{3.1.15}\\
& Y_{R}=\frac{1}{3}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right), \quad Y_{R}=\frac{2}{\sqrt{3}} t_{8} \tag{3.1.16}
\end{align*}
$$

It can be seen from

$$
\begin{gather*}
U(t, x) \rightarrow W(t) e^{-i \xi_{R} t_{8}}\left(\begin{array}{cc}
\exp (i \hat{x} \cdot F(r)) & 0 \\
0 & 1
\end{array}\right) e^{i \xi_{R} t_{8}} W(t)^{-1} \\
=U(t, x) \tag{3.1.17}
\end{gather*}
$$

that the transformation of the right hypercharge is an unnecessary degree of freedom. Thus the moduli space is the homogeneous space $S U(3) / U(1)_{R}$, and $Y_{R}$ is not a physical degree of freedom. We consider $\mathrm{SU}(3)$ as a moduli space according to Ref. [84, $86,85,96,97]$ instead of $S U(3) / U(1)_{R}$, and treat the degrees of freedom of $U(1)_{R}$ as constraints.

By substituting (3.1.8) into the action $S$ ( $L_{\mathrm{SB}}$ will be treated as perturbative later), the Lagrangian is given as

$$
\begin{align*}
S= & \int d t L  \tag{3.1.18}\\
L= & -M_{0}+\frac{1}{2} \mathcal{I}_{0}\left(\dot{a}_{1}^{2}+\dot{a}_{2}^{2}+\dot{a}_{3}^{2}\right)+\frac{1}{2} \mathcal{I}_{0}^{\prime}\left(\dot{a}_{4}^{2}+\dot{a}_{5}^{2}+\dot{a}_{6}^{2}+\dot{a}_{7}^{2}\right) \\
& +\frac{2}{\sqrt{3}} N_{c} B\left(U_{0}\right) \dot{a}_{8}, \tag{3.1.19}
\end{align*}
$$

where $B\left(U_{0}\right)$ is the baryon number, $\mathcal{I}_{0}$ and $\mathcal{I}_{0}^{\prime}$ are the coefficients obtained by performing the spatial integration numerically. Since we are now considering the case of baryon number 1, the Lagrangian can also be written as

$$
\begin{align*}
L= & -M_{0}+\frac{1}{2} \mathcal{I}_{0} \sum_{b=1}^{3} \dot{\xi}_{a} C_{a b} \dot{\xi}_{c} C_{c b}+\frac{1}{2} \mathcal{I}_{0}^{\prime} \sum_{b=4}^{7} \dot{\xi}_{a} C_{a b} \dot{\xi}_{c} C_{c b} \\
& +\frac{1}{2 \sqrt{3}} N_{c} \dot{\xi}_{a} C_{a 8} \tag{3.1.20}
\end{align*}
$$

with

$$
\begin{align*}
& W(t)^{-1} \dot{W}(t)=i C_{a b}(\xi(t)) t_{a} \dot{\xi}_{b}=i t_{a} \dot{a}_{a}  \tag{3.1.21}\\
& \dot{a}_{a}^{2}=4\left[\operatorname{Tr}\left(-i t_{a} W(t)^{-1} \dot{W}(t)\right)\right]^{2}, \quad C_{a b} \dot{\xi}_{b}=\dot{a}_{a}  \tag{3.1.22}\\
& \left(\frac{4}{\sqrt{3}} N_{c} B\left(U_{0}\right) \operatorname{Tr}\left(-i t_{8} W^{-1} \dot{W}(t)\right)=\frac{2}{\sqrt{3}} N_{c} B\left(U_{0}\right) \dot{a}_{8}\right) \tag{3.1.23}
\end{align*}
$$

### 3.1.3 Hamiltonian and constraint term

Let us quantize and find the Hamiltonian. From $L(\xi, \dot{\xi})$ (3.1.20), the canonical momentum of $\xi$ is derived as

$$
\begin{align*}
& \pi_{a}=\frac{\partial L(\xi, \dot{\xi})}{\partial \dot{\xi}_{a}}=\mathcal{I}_{0} \sum_{b=1}^{3} C_{a b} \dot{\xi}_{c} C_{c b}+\mathcal{I}_{0}^{\prime} \sum_{b=4}^{7} C_{a b} \dot{\xi}_{c} C_{c b}+\frac{N_{c}}{2 \sqrt{3}} C_{a 8}  \tag{3.1.24}\\
& C_{b a}^{-1} \pi_{a}=\mathcal{I}_{0} \dot{\xi}_{a} C_{a b}, \quad b=1,2,3  \tag{3.1.25}\\
& C_{b a}^{-1} \pi_{a}=\mathcal{I}_{0}^{\prime} \dot{\xi}_{a} C_{a b}, \quad b=4,5,6,7  \tag{3.1.26}\\
& C_{b a}^{-1} \pi_{a}=\frac{N_{c}}{2 \sqrt{3}}, \quad b=8, \tag{3.1.27}
\end{align*}
$$

where we impose the canonical commutation relation

$$
\begin{align*}
& {\left[\xi_{a}, \pi_{b}\right]=i \delta_{a b}}  \tag{3.1.28}\\
& {\left[\xi_{a}, \xi_{b}\right]=0, \quad\left[\pi_{a}, \pi_{b}\right]=0 .}
\end{align*}
$$

We now define

$$
\begin{equation*}
R_{a}=C_{b a}^{-1} \pi_{a} \tag{3.1.29}
\end{equation*}
$$

This is the generator of $S U(3)_{R}$ acting on $W(t)$ from the right, as shown soon. In the same way as $C_{a b}(\xi)$, from

$$
\begin{equation*}
W(t) \dot{W}(t)^{-1}=i E_{a b}(\xi) t_{a} \dot{\xi}_{b} \tag{3.1.30}
\end{equation*}
$$

the $S U(3)_{L}$ generator is defined to be

$$
\begin{equation*}
L_{a}=E_{b a}^{-1} \pi_{a} \tag{3.1.31}
\end{equation*}
$$

From these definitions, we obtain the relation between $R_{a}$ and $L_{a}$ as

$$
\begin{align*}
& W W^{-1} \dot{W} W^{-1}=i C_{a b}(\xi) W t_{a} W^{-1} \dot{\xi}_{b} \\
& =-W \dot{W}^{-1}=-i E_{a b}(\xi) t_{a} \dot{\xi}_{b} \\
& C_{a b}(\xi) W t_{a} W^{-1}=-E_{a b}(\xi) t_{a} \\
& L_{a}=-W R_{a} W^{-1} \tag{3.1.32}
\end{align*}
$$

From the above, the two Casimir operators are

$$
\begin{align*}
\operatorname{tr}\left[\left(R_{a} t_{a}\right)^{2}\right] & =\operatorname{tr}\left[\left(L_{a} t_{a}\right)^{2}\right]  \tag{3.1.33}\\
\operatorname{tr}\left[\left(R_{a} t_{a}\right)^{3}\right] & =-\operatorname{tr}\left[\left(L_{a} t_{a}\right)^{3}\right], \tag{3.1.34}
\end{align*}
$$

which are interpreted as spin and isospin rotations, where they are complex conjugate representations of each other.

From the canonical commutation relation (3.1.28), we can derive

$$
\begin{align*}
\pi_{a} & =\frac{1}{i} \frac{\partial}{\partial \xi_{a}}  \tag{3.1.35}\\
R_{a} & =\frac{1}{i} C_{a b}^{-1} \frac{\partial}{\partial \xi_{b}}, \quad L_{a}=\frac{1}{i} E_{a b}^{-1} \frac{\partial}{\partial \xi_{b}}, \tag{3.1.36}
\end{align*}
$$

so by using (3.1.32), we obtain

$$
\begin{align*}
W^{-1}\left(R_{a} W\right) & =\frac{1}{i} C_{a b}^{-1} W^{-1} \frac{\partial W}{\partial \xi_{b}}=\frac{1}{i} C_{a b}^{-1} i C_{b c} t_{c} \\
& =t_{a} \\
R_{a} W & =W t_{a} . \tag{3.1.37}
\end{align*}
$$

Similarly, using (3.1.32), we obtain

$$
\begin{align*}
W W^{-1}\left(L_{a} W\right) W^{-1} & =\frac{1}{i} W E_{a b}^{-1} W^{-1} \frac{\partial W}{\partial \xi_{b}} W^{-1}=\frac{1}{i} E_{a b}^{-1} i C_{b c} W t_{c} W^{-1} \\
& =t_{a} \\
L_{a} W & =-t_{a} W . \tag{3.1.38}
\end{align*}
$$

Furthermore, since

$$
\begin{align*}
W^{-1}\left[R_{a} \cdot R_{b}\right] W & =W^{-1} R_{a} W t_{b}-W^{-1} R_{b} W t_{a}=W^{-1} W\left[t_{a}, t_{b}\right]=i f_{a b c} t_{c} \\
& =i f_{a b c} W^{-1} R_{a} W  \tag{3.1.39}\\
W^{-1}\left[L_{a} \cdot L_{b}\right] W & =-W^{-1} L_{a} t_{b} W+W^{-1} L_{b} t_{a} W=-W^{-1}\left[t_{a}, t_{b}\right] W=-i f_{a b c} W^{-1} t_{c} W \\
& =i f_{a b c} W^{-1} L_{a} W \tag{3.1.40}
\end{align*}
$$

and

$$
\begin{align*}
& R_{a} L_{b} W=-t_{b} R_{a} W=-t_{b} W t_{a} \\
& L_{b} R_{a} W=L_{a} W t_{a}=-t_{b} W t_{a} \tag{3.1.41}
\end{align*}
$$

are confirmed, we obtain the commutation relation between $R_{a}$ and $L_{a}$,

$$
\begin{align*}
& {\left[R_{a} \cdot R_{b}\right]=i f_{a b c} R_{a}}  \tag{3.1.42}\\
& {\left[L_{a} \cdot L_{b}\right]=i f_{a b c} L_{a}}  \tag{3.1.43}\\
& {\left[R_{a}, L_{b}\right]=0 .} \tag{3.1.44}
\end{align*}
$$

From this commutation relation and (3.1.37) and (3.1.38), we identify $R_{a}$ as the spin rotation of $S U(3)_{R}$ and $L_{a}$ as the isospin rotation of $S U(3)_{L}$.

Using $R_{a}$ (3.1.29), Hamiltonian can be expressed as

$$
\begin{equation*}
H=M_{0}+\frac{1}{2} \frac{1}{\mathcal{I}_{0}} \sum_{b=1}^{3} R_{a}^{2}+\frac{1}{2} \frac{1}{\mathcal{I}_{0}^{\prime}} \sum_{b=4}^{7} R_{a}^{2} \tag{3.1.45}
\end{equation*}
$$

or

$$
\begin{equation*}
H=M_{0}+\frac{1}{2}\left(\frac{1}{\mathcal{I}_{0}}-\frac{1}{\mathcal{I}_{0}^{\prime}}\right) \sum_{b=1}^{3} R_{a}^{2}+\frac{1}{2} \frac{1}{\mathcal{I}_{0}^{\prime}} \sum_{b=1}^{8} L_{a}^{2}-\frac{1}{2} \frac{1}{\mathcal{I}_{0}^{\prime}} R_{8}^{2} . \tag{3.1.46}
\end{equation*}
$$

Also, from (3.1.29) and (3.1.24) we have

$$
\begin{align*}
Y_{R} & =\frac{2}{\sqrt{3}} R_{8}=\frac{2}{\sqrt{3}} C_{8 a}^{-1} \pi_{a}=\frac{2}{\sqrt{3}} \frac{N_{c}}{2 \sqrt{3}} \\
& =\frac{N_{c}}{3} . \tag{3.1.47}
\end{align*}
$$

In $N_{c}=3$, the constraint $Y_{R}=1$ is imposed on this system.
Since the weight diagram for the $\mathbf{8}$ - and $\mathbf{1 0}$-dimensional representations of $S U(3)_{R}$ is Fig. 3.1, this constraint restricts the spin state to a half-integer $(1 / 2$ in the 8 dimensional representation and $3 / 2$ in the $\mathbf{1 0}$-dimensional representation). These represent the spin $1 / 2$ flavor octuplet baryon $(N, \Sigma, \Lambda, \Xi)$ and the spin $3 / 2$ flavor decuplet baryon $\left(\Delta, \Sigma^{*}, \Xi^{*}, \Omega\right)$, respectively.

Here, considering (3.1.37) and (3.1.38), we define the wave function of the Hamiltonian (3.1.46) as a function as follows;

$$
\begin{equation*}
\Psi_{I, I_{3}, Y ; J, J_{3}, Y_{R}=1}^{(p, q)}(W)=\left\langle(p, q) ; I, I_{3}, Y\right| D^{(n)}(W)\left|(p, q) ; J, J_{3}, Y_{R}=1\right\rangle \tag{3.1.48}
\end{equation*}
$$

where $D^{(n)}(W \in S U(3))$ is the $\boldsymbol{n}$-dimensional matrix representation of $\operatorname{SU}(3)$, and $S U(3)_{L}$ and $S U(3)_{R}$ generators, which were previously denoted $t_{a}$, are now distinguished as $I_{a}$ and $J_{a}\left(t_{8}\right.$ remains the same $Y$ and $\left.Y_{R}\right)$. This function is called the Wigner $D$-function. Then, from (3.1.37) and (3.1.38), $R_{a}$ and $L_{a}$ act on the wave function as

$$
\begin{align*}
& R_{a} \Psi_{I, I_{3}, Y ; J, J_{3}, Y_{R}=1}^{(p, q)}(W)=\left\langle(p, q) ; I, I_{3}, Y\right| D^{(n)}(W) J_{a}\left|(p, q) ; J, J_{3}, Y_{R}=1\right\rangle  \tag{3.1.49}\\
& L_{a} \Psi_{I, I_{3}, Y ; J, J_{3}, Y_{R}=1}^{(p, q)}(W)=\left\langle(p, q) ; I, I_{3}, Y\right| I_{a} D^{(n)}(W)\left|(p, q) ; J, J_{3}, Y_{R}=1\right\rangle \tag{3.1.50}
\end{align*}
$$



Fig.3.1 Weight diagram and constraint
where the operations of $J_{a}$ and $I_{a}$ on $\left|(p, q) ; J, J_{3}, Y_{R}=1\right\rangle$ and $\left\langle(p, q) ; I, I_{3}, Y\right|$ can be expressed by $R_{a}, L_{a}$ and $\Psi_{I, I_{3}, Y ; J, J_{3}, Y_{R}=1}^{(p, q)}(W)$. In other words, $I_{a}$ and $J_{a}$ act in Hilbert space, while $L_{a}$ and $R_{a}$ act in a space spanned by the coordinate $\xi$, where

$$
\begin{align*}
& \sum_{a=1}^{8} L_{a}^{2}=\sum_{a=1}^{8} R_{a}^{2}=\frac{1}{3}\left[p^{2}+q^{2}+p q+3(p+q)\right]  \tag{3.1.51}\\
& \sum_{a=3}^{3} R_{a}^{2}=J(J+1) \tag{3.1.52}
\end{align*}
$$

holds.
Finally, from this constraint, we show that the transformation properties of the wave function for spatial rotation are that of a fermion. For a spatial rotation, $W(t)$
transforms to

$$
W(t) \rightarrow W(t)\left(\begin{array}{ccc}
e^{i \theta / 2} & 0 & 0  \tag{3.1.53}\\
0 & e^{-i \theta / 2} & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{cc}
e^{i \theta / 2} & 0 \\
0 & e^{-i \theta / 2}
\end{array}\right) \in S U(2)
$$

In particular, for the transformation of $\theta=2 \pi$ that makes one rotation, it transforms to

$$
\begin{align*}
W(t) \rightarrow & W\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right)=W \exp \left[i \pi\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right)\right] \\
& =W e^{3 i \pi Y_{R}} \tag{3.1.54}
\end{align*}
$$

If we let it act on the wave function, it becomes

$$
\begin{align*}
e^{3 i \pi Y_{R}} \Psi_{I, I_{3}, Y ; J, J_{3}, Y_{R}=1}^{(p, q)}(W) & =e^{3 i \pi N_{c} / 3}\left\langle(p, q) ; I, I_{3}, Y\right| D^{(n)}(W)\left|(p, q) ; J, J_{3}, Y_{R}=1\right\rangle \\
& =e^{i \pi N_{c}} \Psi_{I, I_{3}, Y ; J, J_{3}, Y_{R}=1}^{(p, q)}(W) \tag{3.1.55}
\end{align*}
$$

so we know that it converts to

$$
\Psi(W) \rightarrow e^{i \pi N_{c}} \Psi(W)= \begin{cases}-\Psi(W), & N_{c}=\text { odd }  \tag{3.1.56}\\ +\Psi(W), & N_{c}=\text { even }\end{cases}
$$

Therefore, we conclude that for $N_{c}=3$, the wave function is a fermion.

### 3.1.4 Mass deformation

In the previous discussions, the mass term

$$
\begin{align*}
& S_{S B}= \int d^{4} x\left(\frac{f_{\pi}^{2}}{4}\left(m_{\pi}^{2}+m_{\eta}^{2}\right) \operatorname{Tr}\left(U+U^{\dagger}-2\right)\right. \\
&\left.+\frac{\sqrt{3}}{6} f_{\pi}^{2}\left(m_{\pi}^{2}-m_{K}^{2}\right) \operatorname{Tr}\left[\frac{1}{2} t_{8}\left(U+U^{\dagger}\right)\right]\right) \\
&=-\frac{1}{2} \gamma\left(1-D_{88}^{(\mathbf{8})}(W)\right)  \tag{3.1.57}\\
& D_{88}^{(\mathbf{8})(W)=}=\frac{1}{8} \operatorname{tr}\left(t_{8} W^{\dagger} t_{8} W\right) \tag{3.1.58}
\end{align*}
$$

has been neglected. In this thesis, we treat the mass term as a perturbation according to Ref. [84, 86, 85, 96, 97] etc. Now the Hamiltonian is the sum of

$$
\begin{align*}
H & =M_{0}+\frac{1}{2}\left(\frac{1}{\mathcal{I}_{0}}-\frac{1}{\mathcal{I}_{0}^{\prime}}\right) \sum_{b=1}^{3} R_{a}^{2}+\frac{1}{2} \frac{1}{\mathcal{I}_{0}^{\prime}} \sum_{b=1}^{8} L_{a}^{2}-\frac{1}{2} \frac{1}{\mathcal{I}_{0}^{\prime}} R_{8}^{2} \\
\delta H & =+\frac{1}{2} \gamma\left(1-D_{88}^{(8)}(W)\right) . \tag{3.1.59}
\end{align*}
$$

The problem we are considering now is the case $\delta H=\frac{1}{2} \gamma\left(1-D_{88}^{(8)}(W)\right)$, while we generalize to $\delta H=\frac{1}{2} \gamma\left(1-D_{a b}^{(8)}(W)\right), \quad(a=1 \sim 8)$. With baryons labeled $B=\left(P, N, \Lambda, \Sigma^{+}, \Sigma^{0}, \Sigma^{-}, \Xi^{0}, \Xi^{-}, \Delta^{++}, \Delta^{+}, \Delta^{0}, \Delta^{-}, \Sigma^{*+}, \Sigma^{* 0}, \Sigma^{*-}, \Xi^{* 0}, \Xi^{*-}, \Omega^{-}, \ldots.\right)$,
the wave function $\Psi_{B}(W)$ of the baryon corresponding to $B$ can be expressed for example as

$$
\begin{equation*}
\Psi_{P}(W)=\left\langle(1,1) ; I=1 / 2, I_{3}=1 / 2, Y=1\right| D^{(8)}(W)\left|(1,1) ; J=1 / 2, J_{3}, Y_{R}=1\right\rangle \tag{3.1.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{\Sigma^{*-}}(W)=\langle(3,0) ; 1,-1,0| D^{(\mathbf{1 0})}(W)\left|(3,0) ; 3 / 2, J_{3}, 1\right\rangle . \tag{3.1.62}
\end{equation*}
$$

When $\delta H$ operates on the wave function, it should be represented by a linear combination of all baryon states belonging to the irreducible representation. Let us consider only the diagonal terms, ignoring the off-diagonal components as they are small. Let $\delta H$ operates on a certain state and let $\left\langle D_{a b}^{(8)}(W)\right\rangle_{B}$ be the expansion coefficient of the baryon wave function in the same irreducible representation, then it is expanded as

$$
\begin{equation*}
D_{a b}^{(\boldsymbol{8})}(W) \Psi_{B}(W)=\left\langle D_{a b}^{(\boldsymbol{8})}(W)\right\rangle_{B^{\prime}} \Psi_{B^{\prime}}(W), \tag{3.1.63}
\end{equation*}
$$

where $B^{\prime}$ runs in the octuplet. Multiplying by $\Psi_{B}^{*}(W)$ and integrating over $W$ yields

$$
\begin{align*}
& \left\langle D_{a b}^{(\mathbf{8})}(W)\right\rangle_{B^{\prime}} \int d W \Psi_{B}^{*}(W) \Psi_{B^{\prime}}(W)=\left\langle D_{a b}^{(\mathbf{8})}(W)\right\rangle_{B} \\
& =\int d W \Psi_{B}^{*}(W) D_{a b}^{(\mathbf{8})}(W) \Psi_{B}(W), \tag{3.1.64}
\end{align*}
$$

then summing the product of

$$
\begin{align*}
\left\langle D_{a b}^{(\boldsymbol{8})}(W)\right\rangle_{B} & =\int d W \Psi_{B}^{*}(W) D_{a b}^{(\boldsymbol{8})}(W) \Psi_{B}(W) \\
& =\sum_{\gamma}\left(\begin{array}{ccc}
8 & n & n_{\gamma} \\
a & \mu & \mu
\end{array}\right)\left(\begin{array}{ccc}
8 & n & n_{\gamma} \\
b & \nu & \nu
\end{array}\right) \tag{3.1.65}
\end{align*}
$$

and the Clebsch-Gordan coefficients of $\mathrm{SU}(3)$ over the two 8-dimensional representations gives $\left\langle D_{a b}^{(8)}(W)\right\rangle_{B}$ [94, 84]. $n$ and $n_{\gamma}$ are the representation dimensions of $\Psi_{B}(W)$, while the other quantum numbers that label $\Psi_{B}(W)$ are denoted $\mu=$ $\left(Y, I, I_{3}\right)$ and $\nu=\left(Y_{R}, J, J_{3}\right)$.

For example, we show the quantum numbers of the baryons in the 8 -dimensional representation, where $a, b=\left(Y, I, I_{3}\right)=(0,1,0)$ or $(0,0,0)$ for $a, b=3$ or 8 . $B$ is labeled by $(\mu ; \nu)=\left(Y, I, I_{3} ; Y_{R}, J, J_{3}\right)$ and $\left\langle D_{a b}^{(8)}(W)\right\rangle_{B}$ is calculated as

Table 3.1 The quantum numbers of the 8-dimensional representation baryons

|  | $Y$ | $I$ | $I_{3}$ | $Y_{R}$ | $J$ | $J_{3}$ | $\left\langle D_{38}^{(8)}\right\rangle_{B}$ | $\left\langle D_{88}^{(8)}\right\rangle_{B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P$ | 1 | $1 / 2$ | $1 / 2$ | 1 | $1 / 2$ | $J_{3}$ | $\frac{1}{10 \sqrt{3}}$ | $\frac{3}{10}$ |
| $N$ | 1 | $1 / 2$ | $-1 / 2$ | 1 | $1 / 2$ | $J_{3}$ | $-\frac{1}{10 \sqrt{3}}$ | $\frac{3}{10}$ |
| $\Lambda$ | 0 | 0 | 0 | 1 | $1 / 2$ | $J_{3}$ | 0 | $\frac{1}{10}$ |
| $\Sigma^{+}$ | 0 | 1 | 1 | 1 | $1 / 2$ | $J_{3}$ | $\frac{1}{2 \sqrt{3}}$ | $-\frac{1}{10}$ |
| $\Sigma^{0}$ | 0 | 1 | 0 | 1 | $1 / 2$ | $J_{3}$ | 0 | $-\frac{1}{10}$ |
| $\Sigma^{-}$ | 0 | 1 | -1 | 1 | $1 / 2$ | $J_{3}$ | $-\frac{1}{2 \sqrt{3}}$ | $-\frac{1}{10}$ |
| $\Xi^{0}$ | -1 | $1 / 2$ | $1 / 2$ | 1 | $1 / 2$ | $J_{3}$ | $\frac{2}{5 \sqrt{3}}$ | $-\frac{1}{5}$ |
| $\Xi^{-}$ | -1 | $1 / 2$ | $-1 / 2$ | 1 | $1 / 2$ | $J_{3}$ | $-\frac{2}{5 \sqrt{3}}$ | $-\frac{1}{5}$ |

$\left(y, i, i_{3} ; y^{\prime}, i^{\prime}, i_{3}^{\prime}\right)=(a ; \mu)$ or $\left(y, i, i_{3} ; y^{\prime}, i^{\prime}, i_{3}^{\prime}\right)=(b ; \nu)$ in Table [98]. From the above discussion, the baryon mass formula becomes

$$
\begin{align*}
M=H+\delta H= & M_{0}+\frac{1}{2}\left(\frac{1}{\mathcal{I}_{0}}-\frac{1}{\mathcal{I}_{0}^{\prime}}\right) J(J+1)+\frac{1}{2} \frac{1}{\mathcal{I}_{0}^{\prime}} \frac{1}{3}\left[p^{2}+q^{2}+p q+3(p+q)\right] \\
& -\frac{1}{2} \frac{1}{\mathcal{I}_{0}^{\prime}}\left(\frac{\sqrt{3}}{2}\right)^{2}+\frac{1}{2} \gamma\left(1-\left\langle D_{88}^{(\mathbf{8})}(W)\right\rangle_{B}\right)  \tag{3.1.66}\\
\mathbf{8} & : \quad(p, q)=(1,1), \quad J=1 / 2  \tag{3.1.67}\\
\mathbf{1 0} & : \quad(p, q)=(3,0), \quad J=3 / 2 . \tag{3.1.68}
\end{align*}
$$

This treatment of the mass term is essentially the same for baryons in the SakaiSugimoto model.

### 3.2 Hyperons in the Sakai-Sugimoto model

Let us analyze baryons in the $\operatorname{SU}(3)$ Sakai-Sugimoto model with respect to the analysis of the flavor $\mathrm{SU}(3)$ in the Skyrme model. The analysis will proceed as follows. First, in section 3.2.1, we obtain the mass formula for the baryon. The problem of the CS term is discussed in detail in the Appendix D. In section D.1, we summarize the problems of the CS term, and in sections D. 2 and D.3, we introduce two CS terms that were proposed to solve these problems. Next, in section 3.2.2, we discuss how to introduce quark masses into the Sakai-Sugimoto model.

### 3.2.1 Baryons in flavor SU(3) Sakai-Sugimoto model

As shown in (2.4.18) and (2.4.19), the action is

$$
\begin{align*}
S^{D B I}= & -\frac{\lambda N_{c}}{108 \pi^{3}} \int d^{4} x d z \operatorname{Tr}_{f}\left(\frac{1}{4} K^{-1 / 3} F_{\mu \nu}^{2}+\frac{1}{2} K F_{\mu z}^{2}\right) \\
& -\frac{1}{2} \kappa \int d^{4} x d z\left(\frac{1}{4} K^{-1 / 3} \hat{F}_{\mu \nu}^{2}+\frac{1}{2} K \hat{F}_{\mu z}^{2}\right)  \tag{3.2.1}\\
S^{C S}= & \frac{N_{c}}{24 \pi^{2}} \int \omega_{5}^{S U\left(N_{f}\right)}(A)+\frac{N_{c}}{24 \pi^{2}} \sqrt{\frac{2}{N_{f}}} \epsilon_{M N P Q} \int d^{4} x d z\left[\frac{3}{8} \hat{A}_{0} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)\right. \\
& -\frac{3}{2} \hat{A}_{M} \operatorname{Tr}_{f}\left(\partial_{0} A_{N} F_{P Q}\right)+\frac{3}{4} \hat{F}_{M N} \operatorname{Tr}_{f}\left(A_{0} F_{P Q}\right)+\frac{1}{16} \hat{A}_{0} \hat{F}_{M N} \hat{F}_{P Q}-\frac{1}{4} \hat{A}_{M} \hat{F}_{0 N} \hat{F}_{P Q} \\
& +(\text { total derivative })], \tag{3.2.2}
\end{align*}
$$

for any $N_{f}$ (Appendix A.3). For $N_{f}>2$, the significant difference from the $\mathrm{SU}(2)$ case is that $\omega_{5}(A)$ is not zero. Under the same rescale as in the $\mathrm{SU}(2)$ case, the DBI action becomes

$$
\begin{align*}
S^{\mathrm{DBI}}= & -a N_{c} \int d^{4} x d z \operatorname{Tr}_{f}\left[\frac{\lambda}{2} F_{M N}^{2}+\left(-\frac{z^{2}}{6} F_{i j}^{2}+z^{2} F_{i z}^{2}-F_{0 M}^{2}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \\
& -\frac{1}{2} a N_{c} \int d^{4} x d z\left[\frac{\lambda}{2} \hat{F}_{M N}^{2}+\left(-\frac{z^{2}}{6} \hat{F}_{i j}^{2}+z^{2} \hat{F}_{i z}^{2}-\hat{F}_{0 M}^{2}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \tag{3.2.3}
\end{align*}
$$

which is exactly the same as in the $\mathrm{SU}(2)$ case, where since the CS term is an integral in differential form, it does not change form under this rescale.

## Classical solutions

Since the analysis is performed up to the order of $\lambda^{0}$, we can solve the equation of motions by considering only the highest order of $1 / \lambda$ expansion. The equation of motions can be obtained as

$$
\begin{align*}
A_{0}: & D_{M} F_{0 M}+\frac{1}{64 \pi^{2} a} \sqrt{\frac{2}{N_{f}}} \epsilon_{M N P Q} \hat{F}_{M N} F_{P Q} \\
& +\frac{1}{32 \sqrt{3} \pi^{2} a} \epsilon_{M N P Q}\left(F_{M N} F_{P Q}-\frac{1}{N_{f}} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)\right)+\mathcal{O}\left(\lambda^{-1}\right)=0  \tag{3.2.4}\\
A_{M}: & D_{N} F_{M N}+\mathcal{O}\left(\lambda^{-1}\right)=0  \tag{3.2.5}\\
\hat{A}_{0}: & \partial_{M} \hat{F}_{0 M}+\frac{1}{64 \pi^{2} a} \sqrt{\frac{2}{N_{f}}} \epsilon_{M N P Q}\left[\operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)+\frac{1}{2} \hat{F}_{M N} \hat{F}_{P Q}\right]+\mathcal{O}\left(\lambda^{-1}\right)  \tag{3.2.6}\\
\hat{A}_{M}: & \partial_{N} \hat{F}_{M N}+\mathcal{O}\left(\lambda^{-1}\right)=0 . \tag{3.2.7}
\end{align*}
$$

Apart from the change in coefficients due to $\mathrm{SU}(2)$ becoming $\mathrm{SU}\left(N_{f}\right)$, the only difference from the $\mathrm{SU}(2)$ case is the last term in (3.2.4). This difference is due to the fact that $\omega_{5}^{S U\left(N_{f}\right)}(A)$ is not zero, which means that the classical solution of $A_{0}$ has a finite value unlike the $\mathrm{SU}(2)$ case.

Let us first solve (3.2.5). The solution of this equation is obtained by embedding the BPST instanton solution (2.4.35) of $\mathrm{SU}(2)$ in $\mathrm{SU}\left(N_{f}\right)$ as follows;

$$
A_{M}^{c l}\left(x^{N}\right)=\left(\begin{array}{cc}
A_{M}^{S U(2) \mathrm{BPST}} & 0  \tag{3.2.8}\\
0 & 0_{N_{f}-2}
\end{array}\right) .
$$

Setting this ansatz means that all the degrees of freedom of the strange quark are carried by the collective coordinates.

The equation of motions (3.2.6) and (3.2.7) can be solved exactly as in the case of $\mathrm{SU}(2)$ as

$$
\begin{align*}
& \hat{A}_{0}=\frac{1}{8 \pi^{2} a} \frac{1}{\xi^{2}}\left(1-\frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\right)  \tag{3.2.9}\\
& \hat{A}_{M}=0 \tag{3.2.10}
\end{align*}
$$

Finally, let us find the solution for $\mathrm{SU}\left(N_{f}\right)$ of (3.2.4), which is the only difference from the $\operatorname{SU}(2)$ case. Substituting the solutions we have found so far, we get the
equation

$$
\begin{equation*}
D_{M}^{2} A_{0}-\frac{3}{2 \pi^{2} a} \frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\left(\mathcal{P}_{2}-\frac{2}{N_{f}} \mathbf{1}_{N_{f}}\right)=0 \tag{3.2.11}
\end{equation*}
$$

where $\mathcal{P}_{2}$ is

$$
\mathcal{P}_{2}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{3.2.12}\\
0 & 1 & 0 \\
0 & 0 & 0_{N_{f}-2}
\end{array}\right)
$$

such that it can be expressed as

$$
\begin{equation*}
\mathcal{P}_{2}=\frac{2}{\sqrt{3}} t_{8}+\frac{2}{3} \mathbf{1}_{3} \tag{3.2.13}
\end{equation*}
$$

in the case $N_{f}=3$. This equation can be obtained as

$$
\begin{equation*}
A_{0}^{c l}=-\frac{1}{16 \pi^{2} a} \frac{1}{\xi^{2}}\left(1-\frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\right)\left(\mathcal{P}_{2}-\frac{2}{N_{f}} \mathbf{1}_{N_{f}}\right) . \tag{3.2.14}
\end{equation*}
$$

From the above, the mass formula for the static soliton solution is calculated to be

$$
\begin{align*}
S= & -\int d t M \\
M= & \kappa \int d^{3} x d z \operatorname{Tr}_{f}\left[\frac{1}{2}\left(F_{M N}^{c l}\right)^{2}-\lambda^{-1}\left(\frac{z^{2}}{6}\left(F_{i j}^{c l}\right)^{2}+z^{2}\left(F_{i z}^{c l}\right)^{2}-\left(F_{0 M}^{c l}\right)^{2}\right)\right] \\
& -\frac{\kappa}{2} \lambda^{-1} \epsilon_{M N P Q} \int d^{3} x d z\left[\sqrt{\frac{2}{N_{f}}} \frac{3}{8} \hat{A}_{0}^{c l} \operatorname{Tr}_{f}\left(F_{M N}^{c l} F_{P Q}^{c l}\right)+\frac{3}{4} \operatorname{Tr}_{f}\left(A_{0}^{c l} F_{M N}^{c l} F_{P Q}^{c l}\right)\right] \\
& +\mathcal{O}\left(\lambda^{-1}\right) \\
= & 8 \pi^{2} \kappa\left[1+\lambda^{-1}\left(\frac{\rho^{2}}{6}+\frac{1}{320 \pi^{4} a^{2}} \frac{1}{\rho^{2}}+\frac{Z^{2}}{3}\right)\right] . \tag{3.2.15}
\end{align*}
$$

Interestingly, this mass formula takes the same form for any $N_{f}$, despite the new contributions of $\left(F_{0 M}^{c l}\right)^{2}$ and $\operatorname{Tr}_{f}\left(A_{0}^{c l} F_{M N}^{c l} F_{P Q}^{c l}\right)$ compared to $\mathrm{SU}(2)$ case. The minimum value of this mass formula also remains the same,

$$
\begin{equation*}
M_{\min }=8 \pi^{2} \kappa+\sqrt{\frac{2}{15}} N_{c} \tag{3.2.16}
\end{equation*}
$$

at

$$
\begin{equation*}
\rho^{2}=\frac{1}{8 \pi^{2} a} \sqrt{\frac{6}{5}}, \quad Z=0 \tag{3.2.17}
\end{equation*}
$$

The argument so far is true for arbitrary $N_{f}$. In the following, we only talk about the case $N_{f}=3$.

## Collective coordinates

In $N_{f}=3$, the collective coordinate is

1. The position of the instanton in the $(\vec{x}, z)$ space : $X^{M}=(\vec{X}, Z)$
2. The size of instanton : $\rho$
3. $\mathrm{SU}(3)$ orientation : $W \in S U(3)$.

Let us consider the motion of a soliton in moduli space with time dependence on this collective coordinate. In this case, the time-dependent gauge field can be written as

$$
\begin{align*}
& A_{M}\left(t, x^{N}\right)=W(t) A_{M}^{c l}\left(x^{N} ; X^{\alpha}(t)\right) W^{-1}  \tag{3.2.18}\\
& A_{0}\left(t, x^{M}\right)=W(t) A_{0}^{c l}\left(x^{M} ; X^{\alpha}(t)\right) W(t)^{-1}+\Delta A_{0}\left(t, x^{M}\right)  \tag{3.2.19}\\
& \hat{A}_{M}\left(x^{N}, t\right)=0  \tag{3.2.20}\\
& \hat{A}_{0}\left(x^{N}, t\right)=\hat{A}_{0}^{c l}\left(x^{M} ; X^{\alpha}(t)\right) . \tag{3.2.21}
\end{align*}
$$

Except for $A_{0}$, the equation of motion for the static case is satisfied even if we make the collective coordinate time-dependent. For $A_{0}$, we add $\Delta A_{0}\left(t, x^{M}\right)$ because the original equation (3.2.4) (Gauss' law) cannot be satisfied if the field is time-dependent. This is a unique property to gauge theory, and although Gauss' law seems to be a redundant equation, one should always pay attention to whether it is satisfied or not (Appendix B).

Let us resolve Gauss' law. First, we see that the field strength, which is timedependent due to the insertion of the collective coordinate, is written as

$$
\begin{align*}
& F_{M N}=W(t) F_{M N}^{c l} W(t)^{-1}  \tag{3.2.22}\\
& F_{0 M}=W(t)\left(\dot{X}^{\alpha} \frac{\partial}{\partial X^{\alpha}} A_{M}^{c l}-D_{M}^{c l} \Phi-D_{M}^{c l} A_{0}^{c l}\right) W(t)^{-1} \tag{3.2.23}
\end{align*}
$$

which is defined as

$$
\begin{equation*}
\Phi\left(t, x^{M}\right)=W(t)^{-1} \Delta A_{0} W(t)-i W(t)^{-1} \dot{W}(t) \tag{3.2.24}
\end{equation*}
$$

Gauss' law (3.2.4) then becomes

$$
\begin{equation*}
D_{M}^{c l}\left(\dot{X}^{N} \frac{\partial}{\partial X^{N}} A_{M}^{c l}+\dot{\rho} \frac{\partial}{\partial \rho} A_{M}^{c l}-D_{M}^{c l} \Phi\right)=0 \tag{3.2.25}
\end{equation*}
$$

From this, by determining $\Phi$, the time-dependent $A_{0}$ is solved again.

We need to consider the case where each collective coordinate is orthogonal to each other, so let's separate them like

$$
\begin{equation*}
\Phi=\Phi_{X}+\Phi_{\rho}+\Phi_{S U(3)} \tag{3.2.26}
\end{equation*}
$$

and find the solution. For details, please refer to Appendix A.7. For $\Phi_{X}$ and $\Phi_{\rho}$, we can find

$$
\begin{align*}
& \Phi_{X}=-\dot{X}^{N} A_{N}^{c l}  \tag{3.2.27}\\
& \Phi_{\rho}=0 \tag{3.2.28}
\end{align*}
$$

exactly as in $\mathrm{SU}(2)$. The rest can be solved for

$$
\begin{equation*}
D_{M}^{c l} D_{M}^{c l} \Phi_{S U(3)}=0 \tag{3.2.29}
\end{equation*}
$$

and the result is obtained as

$$
\begin{align*}
& \Phi_{S U(3)}=\chi^{a}(t) \Phi_{a}\left(x ; X^{\alpha}(t)\right)  \tag{3.2.30}\\
& \Phi_{a}\left(x ; X^{\alpha}(t)\right)=u^{a}(\xi) g(x ; X(t)) t_{a}(x ; X(t))^{-1}  \tag{3.2.31}\\
& u^{a}(\xi)=\left\{\begin{array}{cc}
f(\xi), & (a=1,2,3) \\
f(\xi)^{1 / 2}, & (a=4,5,6,7) \\
1, & (a=8)
\end{array}\right.  \tag{3.2.32}\\
& \chi^{a}(t)=-2 i \operatorname{tr}\left(t_{a} W(t)^{-1} \dot{W}(t)\right) . \tag{3.2.33}
\end{align*}
$$

Since the collective coordinates give the field time-dependent, Lagrangian $L$ of $S_{\mathrm{YM}}+S_{\mathrm{CS}}=\int d t L$ has changed, denoting the change as $\delta L$,

$$
\begin{align*}
\delta L & =\delta L_{\mathrm{YM}}+\delta L_{\mathrm{CS}}  \tag{3.2.34}\\
\delta L_{\mathrm{YM}} & =a N_{c} \int d^{3} x d z \operatorname{tr}\left(F_{0 M}^{2}-\left(F_{0 M}^{c l}\right)^{2}\right) \\
& =a N_{c} \int d^{3} x d z \operatorname{tr}\left(\dot{X}^{N} F_{M N}^{c l}+\dot{\rho} \frac{\partial}{\partial \rho} A_{M}^{c l}-\chi^{a} D_{M}^{c l} \Phi_{a}\right)^{2} . \tag{3.2.35}
\end{align*}
$$

where $\delta L_{\mathrm{YM}}$ is the change caused by

$$
\begin{equation*}
F_{0 M}=W(t)\left(\dot{X}^{N} F_{M N}^{c l}+\dot{\rho} \frac{\partial}{\partial \rho} A_{M}^{c l}-\chi^{a} D_{M}^{c l} \Phi^{a}-D_{M}^{c l} A_{0}^{c l}\right) W(t)^{-1} \tag{3.2.36}
\end{equation*}
$$

and, from this change, arises the kinetic term of each collective coordinate. $\delta L_{\mathrm{CS}}$ is zero as far as we use the CS term used in the original paper $[10,11]$ of the SakaiSugimoto model (the problems with the CS term are comprehensively explained in

Appendix D.1). Without considering the CS term here, the Lagrangian of the system with the collective coordinates listed above as the dynamical variables is

$$
\begin{align*}
L & =-M_{0}+\frac{m_{X}}{2} \dot{\mathbf{X}}^{2}+L_{Z}+L_{\rho}+L_{\rho W}+L_{C S}  \tag{3.2.37}\\
L_{Z} & =\frac{m_{Z}}{2}\left(\dot{Z}^{2}-\omega_{Z}^{2} Z^{2}\right)  \tag{3.2.38}\\
L_{\rho} & =\frac{m_{\rho}}{2}\left(\dot{\rho}^{2}-\omega_{\rho}^{2} \rho^{2}\right)-\frac{K}{m_{\rho} \rho^{2}}  \tag{3.2.39}\\
L_{\rho W} & =m_{\rho} \rho^{2}\left(\frac{1}{8} \sum_{a=1}^{3}\left(\chi^{a}\right)^{2}+\frac{1}{16} \sum_{4}^{7}\left(\chi^{a}\right)^{2}\right)  \tag{3.2.40}\\
& =2 \mathcal{I}_{1}(\rho) \sum_{a=3}^{3}\left[\operatorname{tr}\left(-i W^{-1} \dot{W} t_{a}\right)\right]^{2}+2 \mathcal{I}_{2}(\rho) \sum_{a=4}^{7}\left[\operatorname{tr}\left(-i W^{-1} \dot{W} t_{a}\right)\right]^{2} \tag{3.2.41}
\end{align*}
$$

where we can calculate the coefficients as follows,

$$
\begin{align*}
& M_{0}=8 \pi^{2} \kappa  \tag{3.2.42}\\
& m_{X}=m_{Z}=\frac{m_{\rho}}{2}=8 \pi^{2} \kappa \lambda^{-1}=8 \pi^{2} a N_{c}  \tag{3.2.43}\\
& \omega_{Z}^{2}=\frac{2}{3}, \quad \omega_{\rho}^{2}=\frac{1}{6}  \tag{3.2.44}\\
& K=\frac{N_{c} m_{\rho}}{40 \pi^{2} a}=\frac{2}{5} N_{c}^{2}  \tag{3.2.45}\\
& \mathcal{I}_{1}(\rho)=\frac{1}{4} m_{\rho} \rho^{2}, \quad \mathcal{I}_{2}(\rho)=\frac{1}{8} m_{\rho} \rho^{2} . \tag{3.2.46}
\end{align*}
$$

No further analysis will yield the constraint terms necessary to obtain the baryon spectra, so we will replace the CS terms with those shown in Appendix D. 2 and D.3, and continue the analysis by assuming that the constraint terms have arisen. In other words, we will analyze $L$ in (3.2.37) plus

$$
\begin{equation*}
\frac{N_{c}}{2 \sqrt{3}} \chi^{8}(t)=\frac{N_{c}}{\sqrt{3}} \operatorname{tr}\left(-i W(t)^{-1} \dot{W}(t) t_{8}\right) \tag{3.2.47}
\end{equation*}
$$

## Collective coordinate quantization

The wave function can be separated as

$$
\begin{equation*}
\phi(z) \Psi(W) \psi(\rho), \tag{3.2.48}
\end{equation*}
$$

thus the Hamiltonian can be written as

$$
\begin{align*}
& H=M_{0}+H_{Z}+H_{\rho}+H_{\rho W}  \tag{3.2.49}\\
& H_{Z}=-\frac{1}{2 m_{Z}} \partial_{Z}^{2}+\frac{1}{2} m_{Z} \omega_{Z}^{2} Z^{2}  \tag{3.2.50}\\
& H_{\rho W}=\frac{1}{2 \mathcal{I}_{1}(\rho)} \sum_{a=1}^{3}\left(R_{a}\right)^{2}+\frac{1}{2 \mathcal{I}_{2}(\rho)} \sum_{a=4}^{7}\left(R_{a}\right)^{2}  \tag{3.2.51}\\
& H_{\rho}=-\frac{1}{2 m_{\rho}} \frac{1}{\rho^{\eta}} \partial_{\rho}\left(\rho^{\eta} \partial_{\rho}\right)+\frac{1}{2} m_{\rho} \omega_{\rho}^{2} \rho^{2}+\frac{K}{m_{\rho} \rho^{2}} \tag{3.2.52}
\end{align*}
$$

For $H_{Z}$, it is the same as in the $\mathrm{SU}(2)$ Sakai-Sugimoto model, and for $H_{\rho W}$, the eigenvalue equations can be solved in the same way as explained in the $\operatorname{SU}(3)$ Skyrme model. For $\eta$ of $H_{\rho}$, we can set $\eta=8$ in the $\mathrm{SU}(3)$ case, but let us continue the analysis with the general $\eta$. Considering the constraint

$$
\begin{equation*}
R_{8}=\frac{N_{c}}{2 \sqrt{3}}, \tag{3.2.53}
\end{equation*}
$$

then the Hamiltonian is

$$
\begin{align*}
H_{\rho W}= & \frac{1}{2}\left(\frac{1}{\mathcal{I}_{1}}-\frac{1}{\mathcal{I}_{2}}\right) \sum_{b=1}^{3} R_{a}^{2}+\frac{1}{2} \frac{1}{\mathcal{I}_{2}} \sum_{b=1}^{8} L_{a}^{2}-\frac{1}{2} \frac{1}{\mathcal{I}_{2}} R_{8}^{2} \\
& =\frac{2}{m_{\rho} \rho^{2}}\left(-j(j+1)+2 \frac{1}{3}\left(p^{2}+q^{2}+p q+3(p+q)\right)-\frac{N_{c}^{2}}{6}\right) \tag{3.2.54}
\end{align*}
$$

so we can write the mass formula as

$$
\begin{aligned}
& H \phi(z) \Psi(W) \psi(\rho)= M_{0} \phi(z) \Psi(W) \psi(\rho)+\left(H_{z} \phi(z)\right) \Psi(W) \psi(\rho) \\
&+\left(H_{\rho} \psi(\rho)\right) \phi(z) \Psi(W)+\left(H_{\rho W} \Psi(W)\right) \phi(z) \psi(\rho) \\
&=\left(M_{0}+\sqrt{\frac{2}{3}}\left(n_{Z}+\right.\right.\left.\left.\frac{1}{2}\right)\right) \phi(z) \Psi(W) \psi(\rho) \\
&+\phi(z) \Psi(W)\left(\frac{-2 j(j+1)+\frac{4}{3}\left(p^{2}+q^{2}+p q+3(p+q)\right)-\frac{N_{c}^{2}}{3}}{m_{\rho} \rho^{2}}+H_{\rho}\right) \psi(\rho) \\
&=\left(M_{0}+\sqrt{\frac{2}{3}}\left(n_{Z}+\frac{1}{2}\right)+E_{\rho \mathrm{tot}}^{(p, q)}\right) \phi(z) \Psi(W) \psi(\rho) .
\end{aligned}
$$

Here, the eigenvalues of $H_{\rho}^{\text {tot }}$ are $E_{\rho \text { tot }}^{(p, q)}$ as follows;

$$
\begin{align*}
& \left(\frac{-2 j(j+1)+\frac{4}{3}\left(p^{2}+q^{2}+p q+3(p+q)\right)-\frac{N_{c}^{2}}{3}}{m_{\rho} \rho^{2}}+H_{\rho}\right) \psi(\rho) \\
& =\left(-\frac{1}{2 m_{\rho}} \frac{1}{\rho^{\eta}} \partial_{\rho}\left(\rho^{\eta} \partial_{\rho}\right)+\frac{1}{2} m_{\rho} \omega_{\rho}^{2} \rho^{2}+\frac{K^{\prime}}{m_{\rho} \rho^{2}}\right) \psi(\rho) \\
& =H_{\rho}^{\text {tot }} \psi(\rho)=E_{\rho \text { tot }}^{(p, q)} \psi(\rho)  \tag{3.2.55}\\
& K^{\prime}=\frac{N_{c}^{2}}{15}+\frac{4}{3}\left(p^{2}+q^{2}+p q+3(p+q)\right)-2 j(j+1) . \tag{3.2.56}
\end{align*}
$$

Therefore, the mass formula can be obtained by solving the eigenvalue equation

$$
\begin{align*}
& H_{\rho}^{\text {tot }} \psi(\rho)=E_{\rho \mathrm{tot}}^{(p, q)} \psi(\rho)  \tag{3.2.57}\\
& H_{\rho}^{\mathrm{tot}}=-\frac{1}{2 m_{\rho}} \frac{1}{\rho^{\eta}} \partial_{\rho}\left(\rho^{\eta} \partial_{\rho}\right)+\frac{1}{2} m_{\rho} \omega_{\rho}^{2} \rho^{2}+\frac{K^{\prime}}{m_{\rho} \rho^{2}}  \tag{3.2.58}\\
& K^{\prime}=\frac{N_{c}^{2}}{15}+\frac{4}{3}\left(p^{2}+q^{2}+p q+3(p+q)\right)-2 j(j+1) \tag{3.2.59}
\end{align*}
$$

at the end. Now, by replacing

$$
\begin{align*}
& \psi(\rho)=e^{-z / 2} z^{\beta} v(z)  \tag{3.2.60}\\
& z=m_{\rho} \omega_{\rho} \rho^{2}, \quad \beta=\frac{1}{4}\left(\sqrt{(\eta-1)^{2}+8 K^{\prime}}-(\eta-1)\right), \tag{3.2.61}
\end{align*}
$$

the eigenvalue equation becomes the differential equation

$$
\begin{equation*}
\left(z \frac{d^{2}}{d z^{2}}+\left(2 \beta+\frac{\eta+1}{2}-z\right) \frac{d}{d z}+\left(\frac{E_{\rho \text { tot }}^{(p, q)}}{2 \omega_{\rho}}-\beta-\frac{\eta+1}{4}\right)\right) v(z)=0 \tag{3.2.62}
\end{equation*}
$$

which is that of the congruent hypergeometric function. Since it is known that this equation must be

$$
\begin{equation*}
\frac{E_{\rho \text { tot }}^{(p, q)}}{2 \omega_{\rho}}-\beta-\frac{\eta+1}{4}=n, \quad n \in \mathbb{Z} \tag{3.2.63}
\end{equation*}
$$

to have a regular solution, for $n=n_{\rho}$, we can write $v(z)$ using the confluence hypergeometric function

$$
\begin{align*}
& F(\alpha, \gamma ; z)=\sum_{k=0}^{\infty} \frac{(\alpha)_{k}}{(\gamma)_{k}} \frac{z^{k}}{k!}  \tag{3.2.64}\\
& (\alpha)_{k}=\alpha(\alpha+1) \cdots(\alpha+k-1) \tag{3.2.65}
\end{align*}
$$

like

$$
\begin{equation*}
v(z)=F\left(-n_{\rho}, 2 \beta+\frac{\eta+1}{2} ; z\right), \tag{3.2.66}
\end{equation*}
$$

whose eigenvalue is obtained as

$$
\begin{equation*}
E_{\rho \mathrm{tot}}^{(p, q)}=\omega_{\rho}\left(2 n_{\rho}+\frac{1}{2} \sqrt{(\eta-1)^{2}+8 K^{\prime}}+1\right) \tag{3.2.67}
\end{equation*}
$$

From the above, the mass formula is obtained as

$$
\begin{equation*}
M=M_{0}+\sqrt{\frac{(\eta-1)^{2}}{24}+\frac{K^{\prime}}{3}}+\sqrt{\frac{2}{3}}\left(n_{\rho}+n_{Z}+1\right) . \tag{3.2.68}
\end{equation*}
$$

### 3.2.2 Introduce quark masses and obtain the Hyperon spectora

Several attempts have been made to introduce quark masses in the Sakai-Sugimoto model [93, 99, 100, 101, 102, 103]. This doctoral thesis will introduce quark masses into the Sakai-Sugimoto model according to Ref. [93] and explain the analysis of flavor $\mathrm{SU}(3)$ baryons in the Sakai-Sugimoto model.

Since the chiral symmetry is not explicitly broken on the original brane configuration of the Sakai-Sugimoto model, in the Ref. [93], by adding $N_{f}$ D6 brane to the $D 4-D 8-$ $\overline{D 8}$ brane system, they achieve a chiral symmetry is broken. That is, we placed the D6 branes as shown in Table 3.2 and connected the $D 8$-branes and $\overline{D 8}$-branes. This brane

Table 3.2 Configuration of D6-brane

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D 4 | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| $\mathrm{D} 8-\overline{\mathrm{D} 8}$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\times$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ |
| D 6 | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\times$ | $\circ$ | $\circ$ | $\times$ | $\times$ |

configuration leads to the existence of a worldsheet instanton, and it was shown in Ref. [93] that this worldsheet instanton introduces quark masses. Furthermore, from the gravity theory side, this worldsheet instanton is found to have the form [93]

$$
\begin{equation*}
c \int d^{4} x \operatorname{Ptr}\left[M\left(\exp \left[-i \int_{-z_{m}}^{z_{m}} \mathcal{A}_{z} d z\right]-\mathbf{1}_{N_{f}}\right)\right]+\text { c.c. } \tag{3.2.69}
\end{equation*}
$$

which is consistent with the result obtained from the chiral perturbation theory, where $c$ is a constant determined from experimental values as a parameter and $M$ is the quark mass matrix.

In the following, we take into account that the action on the gravity theory side involves the deformation

$$
\begin{align*}
& \delta S=c \int d^{4} x \operatorname{Ptr}\left[M\left(\exp \left[-i \int_{-z_{m}}^{z_{m}} \mathcal{A}_{z} d z\right]-\mathbf{1}_{N_{f}}\right)\right]+c . c .  \tag{3.2.70}\\
& \mathrm{P} \exp \left[-i \int_{-\infty}^{+\infty} d z \mathcal{A}_{z}\right]=\exp \left[2 i \pi(x) / f_{\pi}\right]=U(x)  \tag{3.2.71}\\
& \delta S=\int d^{4} x \delta L  \tag{3.2.72}\\
& \delta L=\operatorname{ctr}\left[M\left(U+U^{\dagger}-2 \mathbf{1}_{N_{f}}\right)\right] \tag{3.2.73}
\end{align*}
$$

incorporating this mass term as a perturbation, as discussed in the Skyrme model. The difference from the Skyrme model is that this term depends not only on the collective coordinates of the $\mathrm{SU}(3)$ orientation but also on $\rho$, so we also need to calculate the expectation value of the part that depends on $\rho$.

The variation $\delta L$ of the Lagrangian is calculated as
$\delta L=-\frac{4 c}{3}(1-\cos f(r))\left[\left(m_{u}+m_{d}+m_{s}\right)-\frac{\sqrt{3}}{2}\left(m_{d}-m_{u}\right) D_{38}^{(8)}(G)-\frac{2 m_{s}-m_{u}-m_{d}}{2} D_{88}^{(8)}(G)\right]$
using (3.2.8) and $\hat{A}_{M}=0$ of the solution obtained in section 3.2.1, where we used

$$
\begin{equation*}
D_{a b}^{(8)}(G)=\frac{1}{2} \operatorname{tr}\left(G^{\dagger} \lambda_{a} G \lambda_{b}\right) \tag{3.2.75}
\end{equation*}
$$

already defined in the description of the Skyrme model. Now, using the Gell-Mann-Oakes-Renner relation

$$
\begin{equation*}
m_{\pi^{ \pm}}^{2}=\frac{2 c}{f_{\pi}^{2}}\left(m_{u}+m_{d}\right), \quad m_{K^{ \pm}}^{2}=\frac{2 c}{f_{\pi}^{2}}\left(m_{u}+m_{s}\right), \quad m_{K^{0}, \bar{K}^{0}}^{2}=\frac{2 c}{f_{\pi}^{2}}\left(m_{d}+m_{s}\right), \tag{3.2.76}
\end{equation*}
$$

(where $c$ is input to best reproduce the masses of $m_{\pi^{ \pm}}, m_{K^{ \pm}}$, and $m_{K^{0}, \bar{K}^{0}}$ ), the deformation of the mass formula due to the introduction of quark masses in the

Sakai-Sugimoto model is given by

$$
\begin{align*}
\delta M= & -\int d^{3} x \delta L\left[A^{c l}\right]  \tag{3.2.77}\\
\delta M= & 4 \pi f_{\pi}^{2} \rho^{3} \times 1.104 \times \frac{1}{3}\left[\left(1-\sqrt{3} D_{38}^{(8)}(G)-D_{88}^{(8)}(G)\right) m_{K^{0}, \bar{K}^{0}}^{2}\right. \\
& \left.+\left(1+\sqrt{3} D_{38}^{(8)}(G)-D_{88}^{(8)}(G)\right) m_{K^{ \pm}}^{2}+\left(1+2 D_{88}^{(8)}(G)\right) m_{\pi^{ \pm}}^{2}\right] . \tag{3.2.78}
\end{align*}
$$

Then, using the wave function

$$
\begin{equation*}
\phi(z) \Psi(W) \psi(\rho) \tag{3.2.79}
\end{equation*}
$$

defined by (3.2.48), we can calculate $\delta M$ to obtain the mass splitting for each baryon state. Concretely, we need to calculate

$$
\begin{equation*}
\int_{0}^{\infty} d \rho \rho^{\eta} \rho^{3} \psi(\rho)^{2} \tag{3.2.80}
\end{equation*}
$$

and

$$
\begin{equation*}
\int d W \Psi_{B}^{*}(W) D_{a b}^{(\boldsymbol{8})}(W) \Psi_{B}(W) \tag{3.2.81}
\end{equation*}
$$

with $\eta=8$ for $\mathrm{SU}(3)$. Since calculation for the latter are described in the discussion of the Skyrme model, we will only give an explanation of the former. The wave function has the form

$$
\begin{equation*}
\psi(\rho)=C_{n_{\rho}(p, q) l} e^{-m_{\rho} \omega_{\rho} \rho^{2} / 2}\left(m_{\rho} \omega_{\rho} \rho^{2}\right)^{\beta} F\left(-n_{\rho}, 2 \beta+\frac{\eta+1}{2} ; m_{\rho} \omega_{\rho} \rho^{2}\right) . \tag{3.2.82}
\end{equation*}
$$

$C_{n_{\rho}(p, q) l}$ is a normalization constant, which is determined from

$$
\begin{equation*}
\int_{0}^{\infty} d \rho \rho^{\eta} \psi^{2}=1 \tag{3.2.83}
\end{equation*}
$$

From the above, if we write the equation only for $n_{\rho}=0$, we get

$$
\begin{equation*}
\left\langle\rho^{n}\right\rangle_{n_{\rho}=0,(p, q), l}=\int_{0}^{\infty} d \rho \rho^{\eta} \rho^{n} \psi(\rho)^{2}=\frac{\Gamma\left(2 \beta+\frac{\eta+1}{2}+n / 2\right)}{\left(m_{\rho} \omega_{\rho}\right)^{n / 2} \Gamma\left(2 \beta+\frac{\eta+1}{2}\right)} . \tag{3.2.84}
\end{equation*}
$$

This allows us to evaluate the mass splitting of baryons, but quantitatively it does not reproduce the experimental data very well (see Ref. [94]).

### 3.3 Dimensional reduction

In the next section, we discuss how to introduce heavy flavor into the SakaiSugimoto model. We have proposed a method to implement heavy flavor in the Sakai-Sugimoto model by employing dimensional reduction while utilizing the extradimensional degrees of freedom. Therefore, in this section, as a first step, we explain the Forgács-Manton approach to dimensional reduction of gauge theories [104, 105].

We mentioned in section 2.3 .1 that the theory on the gravity side of the SakaiSugimoto model is a 9-dimensional YM-CS theory. In Ref. [10, 11], they have obtained five-dimensional YM-CS theory by setting the gauge field component on $S^{4}$ in the 9-dimensional spacetime $\mathbb{R}^{4} \times[0, \infty) \times S^{4}$ to zero and considering the gauge field configurations that ignores the $S^{4}$ coordinate dependence. However, it is not necessary to treat the gauge field in this way. Therefore, it is a worthwhile attempt to review the analysis of higher-dimensional gauge theories from a more general perspective. High-dimensional gauge theory has been studied in Ref. [104, 106, 107] etc (As a textbook, Ref. [108] is very helpful).

In this chapter, we will explain Forgács and Manton's argument [104, 105]. They showed that if a gauge field ( $G$ is the gauge group) is symmetric under some group $S^{* 1}$ as well as a metric on a space-time manifold has the same symmetry, then the YM theory can be generally reduced to a lower dimensional YM-Higgs theory.

In this thesis, we will explain the Ref. [104, 105] in the following steps. First, in the section 3.3.1, we derive the symmetry equation and the consistency condition (called in this thesis following Ref. [104]), which are used to determine the form of a gauge field with a certain symmetry. It is important to understand what it means for a gauge field to be symmetric for a space-time transformation. We will then explain how to solve the symmetry equation and the consistency condition in the section 3.3.2. It is easy to solve these equations on the group manifold of the group $S$, but from the viewpoint of dimensional reduction, it is important to be able to find solutions on the homogeneous space of this group as well. Based on the above discussion, in

[^0]section 3.3.3 we will discuss in general how higher dimensional gauge theories can be reduced to lower dimensional YM-Higgs theories. In the section 3.3.4, we solve for the constraints that emerge in the dimensional reduction (the discussion in this section is not only for the Sakai-Sugimoto model, but can be used in general).

### 3.3.1 Symmetry equations

Tensor field $T_{\mu \nu \ldots . .}^{\rho \sigma \ldots}$ is symmetric (Appendix C) with respect to the group $S$ generated by the generator $\xi_{m}$ means that

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} T_{\mu \nu \ldots}^{\rho \sigma \ldots}=0 \tag{3.3.1}
\end{equation*}
$$

is satisfied by the Lie derivative $\mathbf{L}_{\xi_{m}}$ (see also Fig. 2.4), where

$$
\begin{align*}
\mathbf{L}_{\xi_{m}} T_{\mu \nu \ldots}^{\rho \sigma \ldots} & =\left(\partial_{\mu} \xi^{\lambda}\right) T_{\lambda \nu \ldots}^{\rho \sigma \ldots}+\left(\partial_{\nu} \xi^{\lambda}\right) T_{\mu \lambda \ldots \ldots}^{\rho \sigma \ldots}+\ldots \\
& -\left(\partial_{\lambda} \xi^{\rho}\right) T_{\mu \nu \ldots}^{\lambda \sigma \ldots}-\left(\partial_{\lambda} \xi^{\sigma}\right) T_{\mu \lambda \ldots}^{\rho \lambda \ldots}-\ldots \\
& +\xi_{\lambda}^{\lambda \partial} T_{\mu \nu \ldots}^{\rho \sigma \ldots} \tag{3.3.2}
\end{align*}
$$

On the other hand, a gauge field is symmetric under a group $S$ if the gauge transformation absorbs the change caused by the symmetric transformation (see Fig. 3.2).

We write $g=\exp (W(x))$ for the elements of $G$ with $W(x)=W^{a}(x) T^{a}$ ( $T^{a}$ is the generator of G ) and expand it to $W(x)=\lambda_{m} W_{m}(x)$ with the basis $\lambda_{m}$ of the vector space of $\xi=\lambda_{m} \xi_{m}$. Then, (3.3.1) is the weakened condition

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} A_{\mu}=D_{\mu} W_{m} \tag{3.3.3}
\end{equation*}
$$

where $W_{m}$ is the Lie algebra of the gauge group $G$ and $D_{\mu} W_{m}=\partial_{\mu} W_{m}+\left[A_{\mu}, W_{m}\right]$. Now we found that the symmetry equations of the gauge field $A_{\mu}$ are

$$
\begin{equation*}
\left(\partial_{\mu} \xi_{m}^{\rho}\right) A_{\rho}+\xi_{m}^{\rho}\left(\partial_{\rho} A_{\mu}\right)=D_{\mu} W_{m} \tag{3.3.4}
\end{equation*}
$$

where $m$ is the number of generators of the group $S$. $W$ transforms as a scalar for the coordinate transformations, and its gauge transformation is

$$
\begin{align*}
W^{g} & =g W g^{-1}+\xi^{\rho}\left(\partial_{\rho} g\right) g^{-1}  \tag{3.3.5}\\
& =g W g^{-1}+\left(\mathbf{L}_{\xi} g\right) g^{-1} \tag{3.3.6}
\end{align*}
$$



Fig.3.2 Symmetric gauge fields

This means that the symmetry equation is an equation that depends neither on the choice of coordinates nor on the choice of gauge.

We will show the definition of the symmetry generator $\xi_{m}$ and discuss how $\xi_{m}$ can be obtained. It is important to note that $\xi$ is defined not only on $S$, but also on coset space $S / R$. The generator $\xi_{m}$ of a group $S$ (of dimension $N$ ) is a vector field such that it satisfies

$$
\begin{equation*}
\left[\xi_{m}, \xi_{n}\right]^{\mu}=f_{m n p} \xi_{p}^{\mu} \tag{3.3.7}
\end{equation*}
$$

using Lie brackets

$$
\eta^{\mu}=\left[\xi_{m}, \xi_{n}\right]^{\mu}=\xi_{m}^{\rho} \partial_{\rho} \xi_{n}^{\mu}-\xi_{n}^{\rho} \partial_{\rho} \xi_{m}^{\mu}
$$

Since the Lie bracket operator is antisymmetric to satisfy the Jacobi identity, it is a representation of the Lie algebra of the group $S$. We now turn from the discussion on space-time manifolds to that on group manifolds. When we use $\mu$ in the subscripts, it means that we have a space-time manifold in mind; otherwise, we use $\alpha$ or $\hat{\alpha}$. The relation between arguments on group manifolds and space-time manifolds will be discussed in section 3.3.3. The most fundamental solution of (3.3.7) is the set of infinitesimal right transformations of the group $S$. Suppose that the group manifold $S$ has coordinate $y^{\hat{\alpha}}$. Then, we define the infinitesimal right transformation $\xi^{\hat{\alpha}}\left(y^{\hat{\beta}}\right)$ to be

$$
\begin{equation*}
s \times\left(1+\epsilon J^{m}\right)=s\left(y^{\hat{\alpha}}+\epsilon \xi_{m}^{\hat{\alpha}}\right) \simeq s+\epsilon \xi_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}} s, \tag{3.3.8}
\end{equation*}
$$

where $s\left(y^{\hat{\alpha}}\right) \in S$. It means that the result of the group operator on the left-hand side causes a transformation of the coordinates as shown on the right-hand side. This equation can be written as

$$
\begin{equation*}
s J^{m}=\mathbf{L}_{\xi_{m}} s \tag{3.3.9}
\end{equation*}
$$

From this equation, we can obtain $\xi_{m}^{\hat{\alpha}}$. We can verify that the infinitesimal right transform $\xi^{\hat{\alpha}}\left(y^{\hat{\beta}}\right)$ defined in this way satisfies (3.3.7) as follows. The action of the commutator of the Lie derivative on s is written as

$$
\begin{equation*}
\left(\mathbf{L}_{\xi_{m}} \mathbf{L}_{\xi_{n}}-\mathbf{L}_{\xi_{n}} \mathbf{L}_{\xi_{m}}\right) s=s\left[J^{m}, J^{n}\right]=f_{m n p} s J^{p} \tag{3.3.10}
\end{equation*}
$$

This expression is transformed into

$$
\begin{equation*}
\mathbf{L}_{\left[\xi_{m}, \xi_{n}\right]} s=f_{m n p} \mathbf{L}_{\xi_{p}} s \tag{3.3.11}
\end{equation*}
$$

(Appendix A.8), from which we can derive (3.3.7).
We can also obtain a solution of (3.3.7) from a right transformation on the right coset space of $S$. Let $R$ be a subgroup of $S$ of dimension $N-N^{\prime}$ such that it has generator $J^{m},\left(N^{\prime}+1 \leqq m \leqq N\right)$, Then this coset $R s$ has $N^{\prime}$ coordinates $y^{\alpha}$ and

$$
\begin{equation*}
R s \times\left(1+\epsilon J^{m}\right)=R s+\epsilon \xi_{m}^{\alpha} \partial_{\alpha} R s \tag{3.3.12}
\end{equation*}
$$

is obtained by the same argument as before.
We can assign $y^{\alpha}$ to the coset space $S / R$ and $y^{\omega}$ to the subgroup $R$. If we determine the representative element of coset $S / R$ to be

$$
\begin{equation*}
s_{0}\left(y^{\alpha}\right) \in R s\left(y^{\alpha}\right) \tag{3.3.13}
\end{equation*}
$$

in each class, all elements of $S$ can be uniquely written as

$$
\begin{equation*}
s\left(y^{\hat{\alpha}}\right)=r\left(y^{\omega}\right) s_{0}\left(y^{\alpha}\right) \tag{3.3.14}
\end{equation*}
$$

by $y^{\hat{\alpha}}=\left(y^{\omega}, y^{\alpha}\right)$.
Under the transformation of the group $S$, we can find the relation satisfied by the Lie algebra $W_{m}$ used to absorb the change in $A_{\mu}$. The commutator

$$
\left(\mathbf{L}_{\xi_{m}} \mathbf{L}_{\xi_{n}}-\mathbf{L}_{\xi_{n}} \mathbf{L}_{\xi_{m}}\right) A_{\mu}=\mathbf{L}_{\xi_{m}}\left(D_{\mu} W_{n}\right)-\mathbf{L}_{\xi_{n}}\left(D_{\mu} W_{m}\right)
$$

of the Lie derivative becomes

$$
\begin{equation*}
\mathbf{L}_{f_{m n p} \xi_{p}} A_{\mu}=D_{\mu}\left(\mathbf{L}_{\xi_{m}} W_{n}-\mathbf{L}_{\xi_{n}} W_{m}+\left[W_{m}, W_{n}\right]\right), \tag{3.3.15}
\end{equation*}
$$

with the left and right sides transformed, respectively (Appendix A.9). From this, we obtain

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} W_{n}-\mathbf{L}_{\xi_{n}} W_{m}+\left[W_{m}, W_{n}\right]-f_{m n p} W_{p}=0 \tag{3.3.16}
\end{equation*}
$$

The equation that $W_{m}$ must satisfy is called the consistency condition, following Ref. [104]. Therefore, when there is a pair of Lie algebras of $G$ such that (3.3.16) is satisfied, we can obtain an $S$-symmetric gauge field $A_{\mu}$ by applying the constraints of (3.3.4).

In the rest of this section, we will find some relations that we will use later. From (3.3.4), the symmetry equation for $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right]$ is given by

$$
\begin{align*}
\mathbf{L}_{\xi_{m}} F_{\mu \nu} & =D_{\mu} \mathbf{L}_{\xi_{m}} A_{\nu}-D_{\nu} \mathbf{L}_{\xi_{m}} A_{\mu}=\left(D_{\mu} D_{\nu}-D_{\nu} D_{\mu}\right) W_{m} \\
& =-\left[F_{\mu \nu} . W\right] \tag{3.3.17}
\end{align*}
$$

(Appendix A.10). Using (3.3.4), we obtain

$$
\begin{equation*}
\xi_{m}^{\mu} F_{\mu \nu}=D_{\nu}\left(W_{m}-\xi_{m}^{\mu} A_{\mu}\right) \tag{3.3.18}
\end{equation*}
$$

(Appendix A.11). If we define $\Psi_{m}=\xi_{m}^{\mu} A_{\mu}-W_{m}$, we can write this as

$$
\begin{equation*}
\xi_{m}^{\mu} F_{\mu \nu}=-D_{\nu} \Psi_{m} \tag{3.3.19}
\end{equation*}
$$

Furthermore, using (3.3.19), (3.3.16), and (3.3.7), we obtain

$$
\begin{equation*}
\xi_{m}^{\mu} \xi_{n}^{\nu} F_{\mu \nu}=f_{m n p} \Psi_{p}+\left[\Psi_{m}, \Psi_{n}\right] \tag{3.3.20}
\end{equation*}
$$

(Appendix A.12). The $\Psi_{m}$ is related to the Higgs sector after dimensional reduction.

### 3.3.2 The solution of the symmetry equation

Again, symmetry equations and consistency conditions are given as

$$
\begin{gather*}
\mathbf{L}_{\xi_{m}} A_{\mu}=D_{\mu} W_{m}  \tag{3.3.21}\\
\mathbf{L}_{\xi_{m}} W_{n}-\mathbf{L}_{\xi_{n}} W_{m}+\left[W_{m}, W_{n}\right]-f_{m n p} W_{p}=0 \tag{3.3.22}
\end{gather*}
$$

Since both symmetry generators (3.3.8) and (3.3.12) for $S$ and $S / R$ satisfy the commutation relation (3.3.7), solutions for (3.3.21) and (3.3.22) exist for both $S$ and $S / R$. From the viewpoint of dimensional reduction, the solution defined on $S / R$ is important. The consistency condition on $S / R$ is

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} W_{n}\left(y^{\alpha}\right)-\mathbf{L}_{\xi_{n}} W_{m}\left(y^{\alpha}\right)+\left[W_{m}\left(y^{\alpha}\right), W_{n}\left(y^{\alpha}\right)\right]-f_{m n p} W_{p}\left(y^{\alpha}\right)=0 . \tag{3.3.23}
\end{equation*}
$$

Now, $W_{m}$ is redefined as

$$
\begin{equation*}
W_{m}\left(y^{\omega}, y^{\alpha}\right)=W_{m}\left(y^{\alpha}\right) \quad \forall y^{\alpha} . \tag{3.3.24}
\end{equation*}
$$

For $W_{m}$, it is sufficient that exist the ones satisfying (3.3.21) and (3.3.22), so such a redefinition is no problem as long as it can be solved. It is easy to conclude that this $W_{m}$ also satisfies the consistency condition on $S$. That is,

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} W_{n}\left(y^{\hat{\alpha}}\right)-\mathbf{L}_{\xi_{n}} W_{m}\left(y^{\hat{\alpha}}\right)+\left[W_{m}\left(y^{\hat{\alpha}}\right), W_{n}\left(y^{\hat{\alpha}}\right)\right]-f_{m n p} W_{p}\left(y^{\hat{\alpha}}\right)=0 \tag{3.3.25}
\end{equation*}
$$

is satisfied. If we define the new field $W_{\hat{\alpha}}$ as

$$
\begin{equation*}
W_{m}=\xi_{m}^{\hat{\alpha}} W_{\hat{\alpha}}, \tag{3.3.26}
\end{equation*}
$$

(3.3.25) becomes

$$
\begin{equation*}
\partial_{\hat{\alpha}} W_{\hat{\beta}}-\partial_{\hat{\beta}} W_{\hat{\alpha}}+\left[W_{\hat{\alpha}}, W_{\hat{\beta}}\right]=0 \tag{3.3.27}
\end{equation*}
$$

(Appendix A.13), and thus $W_{\hat{\alpha}}$ can be expressed as

$$
\begin{equation*}
W_{\hat{\alpha}}=\left(\partial_{\hat{\alpha}} g\right) g^{-1} \tag{3.3.28}
\end{equation*}
$$

in pure gauge on $S$. Although $W_{m}$ satisfies the consistency condition both on $S$ and on $S / R$, by considering the fields on $S, W_{m}$ can also vanish because $W_{\hat{\alpha}}$ can be set to zero by gauge transformation using (3.3.5) ${ }^{* 2}$.

[^1]Symmetry equation is also considered in the same way as the consistency condition. The symmetry equation on $S / R$ is

$$
\begin{align*}
& \mathbf{L}_{\xi_{m}} A_{\alpha}=D_{\alpha} W_{m} \\
& \Leftrightarrow\left(\partial_{\alpha} \xi_{m}^{\beta}\right) A_{\beta}+\xi^{\beta} \partial_{\beta} A_{\alpha}=\partial_{\alpha} W_{m}-\left[A_{\alpha}, W_{m}\right] \tag{3.3.29}
\end{align*}
$$

using $A_{\alpha}\left(y^{\beta}\right)$ and $W_{m}\left(y^{\alpha}\right)$. In order to embed in $S, W_{m}\left(y^{\alpha}\right)$ and $A_{\alpha}\left(y^{\beta}\right)$ are redefined by (3.3.24) and

$$
\begin{equation*}
A_{\hat{\alpha}}\left(y^{\hat{\beta}}\right)=\left(A_{\omega}\left(y^{\hat{\beta}}\right), A_{\alpha}\left(y^{\hat{\beta}}\right)\right)=\left(0, A_{\alpha}\left(y^{\beta}\right)\right), \tag{3.3.30}
\end{equation*}
$$

respectively. This restriction on $A_{\hat{\alpha}}\left(y^{\hat{\beta}}\right)$ should be understood as the restriction that symmetry equations impose on gauge fields. This restriction will be discussed later. In this case, because of

$$
\begin{array}{r}
\left(\partial_{\alpha} \xi_{m}^{\beta}\right) A_{\beta}=\left(\partial_{\alpha} \xi_{m}^{\hat{\beta}}\right) A_{\hat{\beta}} \\
\xi^{\beta} \partial_{\beta} A_{\alpha}=\xi^{\hat{\beta}} \partial_{\hat{\beta}} A_{\alpha}, \tag{3.3.32}
\end{array}
$$

(3.3.29) can be written as

$$
\begin{equation*}
\left(\partial_{\alpha} \xi_{m}^{\hat{\beta}}\right) A_{\hat{\beta}}+\xi^{\hat{\beta}} \partial_{\hat{\beta}} A_{\alpha}=\partial_{\alpha} W_{m}-\left[A_{\alpha}, W_{m}\right] . \tag{3.3.33}
\end{equation*}
$$

On the other hand, considering that $\xi_{m}^{\alpha}$ is independent of $y^{\omega}$, (3.3.24), and (3.3.30), then

$$
\begin{equation*}
\left(\partial_{\omega} \xi_{m}^{\hat{\beta}}\right) A_{\hat{\beta}}+\xi^{\hat{\beta}} \partial_{\hat{\beta}} A_{\omega}=\partial_{\omega} W_{m}-\left[A_{\omega}, W_{m}\right] \tag{3.3.34}
\end{equation*}
$$

automatically holds. Therefore, by combining these two equations, we obtain the symmetry equation on $S$,

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} A_{\hat{\alpha}}=D_{\hat{\alpha}} W_{m}, \tag{3.3.35}
\end{equation*}
$$

with $A_{\alpha}\left(y^{\beta}\right)$ and $W_{m}\left(y^{\alpha}\right)$ defined on $S / R$. As mentioned above, since $W_{m}$ can be set to zero by embedding on $S$, the symmetry equation can be simplified to the form

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} A_{\hat{\alpha}}=0 \tag{3.3.36}
\end{equation*}
$$

which is known how to solve. Now the restriction to $A_{\hat{\alpha}}$ is attributed to (3.3.30) and (3.3.36).

Instead of solving (3.3.36), we solve the more general equation

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} T_{\hat{\alpha} \hat{\beta} \ldots \ldots}^{\hat{\gamma} \ldots \ldots}=0 . \tag{3.3.37}
\end{equation*}
$$

We defined the symmetry generator (vector field) $\xi_{m}$ as an infinitesimal right transformation in (3.3.8). In the same way, the infinitesimal left transformation $\tilde{\xi}_{m}$ can be defined as

$$
\begin{align*}
& \left(1+\epsilon J^{m}\right) s=s-\epsilon \xi_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}} s  \tag{3.3.38}\\
& \Leftrightarrow J^{m} s=-\mathbf{L}_{\xi_{m}} s . \tag{3.3.39}
\end{align*}
$$

The vector field $\tilde{\xi}_{m}$ は $\xi_{m}$ satisfies Lie bracket algebra as well as $\xi_{m}$. In fact, this infinitesimal left transformation turns out to be

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} \tilde{\xi}_{n}^{\hat{\alpha}}=0 \tag{3.3.40}
\end{equation*}
$$

This is trivial from the fact that the Lie derivative and Lie bracket are equivalent with

$$
\begin{align*}
& \mathbf{L}_{\tilde{\xi_{n}}} \mathbf{L}_{\xi_{m}} s=-J^{n}\left(s J^{m}\right)=-\left(J^{n} s\right) J^{m}=\mathbf{L}_{\xi_{m}} \mathbf{L}_{\tilde{\xi_{n}}} s \\
& \Leftrightarrow\left[\xi_{m}, \tilde{\xi}_{n}\right]=0 \tag{3.3.41}
\end{align*}
$$

in the present case, by noting that $\tilde{\xi}_{n}^{\hat{\alpha}}$ is a tensor with superscripts. Furthermore, if we define as the inverse $\tilde{\xi}_{m \hat{\alpha}}$,

$$
\begin{equation*}
\tilde{\xi}_{m \hat{\alpha}} \tilde{\xi}_{n}^{\hat{\alpha}}=\delta_{m n}, \quad \tilde{\xi}_{m \hat{\alpha}} \tilde{\xi}_{m}^{\hat{\beta}}=\delta_{\hat{\alpha}}^{\hat{\beta}} \tag{3.3.42}
\end{equation*}
$$

of $\tilde{\xi}_{m}^{\hat{\alpha}}$ with $(m, \hat{\alpha})$, it is easy to show that this vector field also satisfies

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} \tilde{\xi}_{m \hat{\alpha}}=0 \tag{3.3.43}
\end{equation*}
$$

by Leibniz rule. Based on the above discussion, the solution of (3.3.37) is given by

$$
\begin{equation*}
T_{\hat{\alpha} \hat{\beta} \ldots \ldots}^{\hat{\gamma} \hat{\delta} \ldots}=\lambda_{m n \ldots p q \ldots} \tilde{\xi}_{m \hat{\alpha}} \tilde{\xi}_{n \hat{\beta}} \ldots \tilde{\xi}_{p}^{\hat{\gamma}} \tilde{\xi}_{q}^{\hat{\delta}} \tag{3.3.44}
\end{equation*}
$$

with the constant $\lambda_{m n \ldots p q \ldots}$.
Now the solution of symmetry equation (3.3.36) can be expressed as

$$
\begin{equation*}
A_{\hat{\alpha}}^{a}=\Phi_{m}^{a}(x) \tilde{\xi}_{m \hat{\alpha}}(y), \tag{3.3.45}
\end{equation*}
$$

with $\lambda_{m}=\Phi_{m}^{a}(x)$. Since $\Phi$ only has not to depend on $y$, we have given it an $x$ dependence. In the discussion so far, we have considered only group manifolds, so we do not need to consider $x$-dependence. However, as we will discuss later, when the group $S$ acts on the space-time manifold, we introduced the $x$-dependence here because it exists as a coordinate of a space not related to the group $S$. The reason $A_{\omega}$ components seem to remain is that we have performed a gauge transformation to set $W_{m}$ to zero. Furthermore, setting $\lambda_{m n}=\delta_{m n}$ gives the rank two tensor,

$$
\begin{equation*}
\tilde{h}^{\hat{\alpha} \hat{\beta}}=\tilde{\xi}_{m}^{\hat{\alpha}} \tilde{\xi}_{m}^{\hat{\beta}} . \tag{3.3.46}
\end{equation*}
$$

This is the (left) metric tensor of the Lie group, since it gives the inner product of two vectors, like

$$
\begin{equation*}
\tilde{\xi}_{m \hat{\alpha}} \tilde{h}^{\hat{\alpha} \hat{\beta}}=\tilde{\xi}_{n}^{\hat{\beta}} . \tag{3.3.47}
\end{equation*}
$$

We can also define the (right) metric tensor $h^{\hat{\alpha} \hat{\beta}}=\xi_{m}^{\hat{\alpha}} \xi_{m}^{\hat{\beta}}$, which now satisfies

$$
\begin{align*}
\mathbf{L}_{\xi_{m}} h^{\hat{\alpha} \hat{\beta}} & =\left(\mathbf{L}_{\xi_{m}} \xi_{n}\right)^{\hat{\alpha}} \xi^{\hat{\beta}}+\xi_{n}^{\hat{\alpha}}\left(\mathbf{L}_{\xi_{m}} \xi_{n}\right)^{\hat{\beta}} \\
& =f_{m n p} \xi_{p}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}}+f_{m n p} \xi_{n}^{\hat{\alpha}} \xi_{p}^{\hat{\beta}} \\
& =0, \tag{3.3.48}
\end{align*}
$$

because the Lie derivative and the Lie brackets are equivalent. This means that $h^{\hat{\alpha} \hat{\beta}}$ and $\tilde{h}^{\hat{\alpha} \hat{\beta}}$ are covariant for symmetric transformations that shift with $\xi_{m}^{\hat{\alpha}}$. Moreover, with

$$
\begin{align*}
& \mathbf{L}_{\xi_{m}} e=\xi_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}} e=e J^{m}=J^{m} \\
& \mathbf{L}_{\xi_{m}^{\sim}} e=\tilde{\xi}_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}} e=-J^{m} e=-J^{m} \\
& \Leftrightarrow \xi_{m}^{\hat{\alpha}}=-\tilde{\xi}_{m}^{\hat{\alpha}}, \tag{3.3.49}
\end{align*}
$$

we conclude

$$
\begin{equation*}
h^{\hat{\alpha} \hat{\beta}}=\tilde{h}^{\hat{\alpha} \hat{\beta}}, \tag{3.3.50}
\end{equation*}
$$

which holds for arbitrary elements, because the metric keeps on the Lie group in the present case. We also note that a similar argument yields

$$
\begin{equation*}
f_{m n p} \tilde{\xi}_{m}^{\hat{\alpha}} \tilde{\xi}_{n}^{\hat{\beta}} \tilde{\xi}_{p}^{\hat{\gamma}}=-f_{m n p} \xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}} \xi_{p}^{\hat{\gamma}} \tag{3.3.51}
\end{equation*}
$$

which we will need later.
Finally, we discuss the constraint (3.3.30) imposed on $A_{\hat{\alpha}}\left(y^{\hat{\beta}}\right)$ when the symmetry equation is embedded. This requires that $A_{\omega}=0$ and that the remaining components are independent of $y^{\omega}$. A necessary and sufficient condition for this constraint is that $F_{i \omega}, F_{\alpha \omega}, F_{\omega \tau}$ must all be zero. $F_{\omega \tau}=0$ requires $A_{\omega}=0$ while $F_{i \alpha}=0, F_{\alpha \omega}=0$ requires $A_{i}, A_{\alpha}$ to be independent of $y^{\omega}$ respectively. Noting that we can now set $W_{m}=0$, from (3.3.19) and (3.3.20), the field strength are written by

$$
\begin{align*}
& F_{\hat{\alpha} i}=\tilde{\xi}_{m \hat{\alpha}}\left(\partial_{i} \Phi_{m}+\left[A_{i}, \Phi_{m}\right]\right)  \tag{3.3.52}\\
& F_{\hat{\alpha} \hat{\beta}}=-\tilde{\xi}_{m \hat{\alpha}} \tilde{g}_{n \hat{\beta}}\left(f_{m n p} \Phi_{p}+\left[\Phi_{m}, \Phi_{n}\right]\right) \tag{3.3.53}
\end{align*}
$$

(we used (3.3.51) when obtaining the second equation), so in order to set $F_{i \omega}, F_{\hat{\alpha} \omega}$ to zero, we require

$$
\begin{align*}
& \tilde{\xi}_{m \alpha}\left(\partial_{i} \Phi_{m}+\left[A_{i}, \Phi_{m}\right]\right)=0  \tag{3.3.54}\\
& \tilde{\xi}_{n \omega}\left(f_{m n p} \Phi_{p}+\left[\Phi_{m}, \Phi_{n}\right]\right)=0 . \tag{3.3.55}
\end{align*}
$$

The meaning of the above equation can be understood as follows. For $m>N^{\prime}, \tilde{\xi}_{m}^{\omega}$ is also the symmetry generator of the subgroup $R$, so the following equation obtains

$$
\begin{gather*}
\tilde{\xi}_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}} s=-J^{m} s  \tag{3.3.56}\\
\tilde{\xi}_{m}^{\omega} \partial_{\omega} s=-J^{m} s, \tag{3.3.57}
\end{gather*}
$$

from which conclude

$$
\begin{equation*}
\tilde{\xi}_{m}^{\alpha}=0, \quad m>N^{\prime} . \tag{3.3.58}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\tilde{\xi}_{m \omega}=0, \quad m \leq N^{\prime} \tag{3.3.59}
\end{equation*}
$$

is also trivially satisfied. In the case $m>N^{\prime}$ (where $N^{\prime}$ is determined to be the Lie algebra of $R$ ), $\tilde{\xi}_{m \omega}$ is an infinitesimal left transformation of $R$. On the other hand, in the case $m \leq N^{\prime}, \tilde{\xi}_{m \omega}$ is zero. Therefore, (3.3.54) and (3.3.55) become

$$
\begin{array}{r}
\partial_{i} \Phi_{n}+\left[A_{i}, \Phi_{n}\right]=0 \quad n>N^{\prime} \\
f_{m n p} \Phi_{p}+\left[\Phi_{m}, \Phi_{n}\right]=0 \quad n \leq N^{\prime}, \tag{3.3.61}
\end{array}
$$

which is the final form of the constraint we wanted (Appendix A. 14 and A.15).

Taking this constraint into account, we can further discuss about (3.3.45). First, from (3.3.61), by setting $\Phi_{m}^{\prime}=-\Phi_{m}\left(m>N^{\prime}\right), \Phi_{m}^{\prime}$ can be regarded as the generator of the subgroup $R$ of $G$. Then $\Phi_{m}^{\prime}$ is a constant and (3.3.60) is

$$
\begin{equation*}
\left[A_{i}, \Phi_{m}\right]=0 \tag{3.3.62}
\end{equation*}
$$

Here, looking at (3.3.45), $A_{\omega}$ are non-zero. As already mentioned, one of the implications of constraint was that this component is zero. By gauge transformation, we can show that this $A_{\omega}$ component can be set to zero. For $m>N^{\prime}, J^{m}$ and $-\Phi_{m}$ are generators of $S$ and the subgroup $R$ of $G$, respectively, so $A_{\omega}$ is written by

$$
\begin{equation*}
A_{\omega}=\Phi_{m} \tilde{\xi}_{m \omega}=-J^{m} \tilde{\xi}_{m \omega}=\left(\partial_{\omega} r\right) r^{-1} \tag{3.3.63}
\end{equation*}
$$

(Appendix A.16), where $r\left(y^{\omega}\right)=\exp \left(\alpha_{m}\left(y^{\omega}\right) J^{m}\right)=\exp \left(\alpha_{m}\left(y^{\omega}\right)\left(-\Phi_{m}\right)\right)$ and we used

$$
\begin{equation*}
\left(\partial_{\omega} r\right) r^{-1}=-J^{m} \tilde{\xi}_{m \omega} \tag{3.3.64}
\end{equation*}
$$

Since $r$ is also an element of the gauge group, we can vanish as follows;

$$
\begin{align*}
A_{\omega} \rightarrow & r^{-1} A_{\omega} r+\left(\partial_{\omega} r^{-1}\right) r=r^{-1}\left(\partial_{\omega} r\right) r^{-1} r+\left(\partial_{\omega} r^{-1}\right) r \\
& =r^{-1}\left(\partial_{\omega} r\right)+\left(\partial_{\omega} r^{-1}\right) r=0 . \tag{3.3.65}
\end{align*}
$$

Since $r$ commutes with $A_{i}$, the other gauge field components are

$$
\begin{align*}
& A_{i}=A_{i}(x)  \tag{3.3.66}\\
& A_{\alpha}=r^{-1} \Phi_{m} r \tilde{\xi}_{m \alpha} \tag{3.3.67}
\end{align*}
$$

under this gauge transformation, where $i$ is the index that labels the space-time manifold that is not affected by $S$ transformations. Note that $A_{i}$ is $y^{\hat{\alpha}}$ independent because this fields should also be $S$-symmetric, which means

$$
\begin{align*}
\mathbf{L}_{\xi_{m}} A_{i}(x, y) & =\left(\partial_{i} \xi^{\mu}\right) A_{\mu}+\xi^{\mu}\left(\partial_{\mu} A_{i}(x, y)\right) \\
& =\xi^{\alpha}\left(\partial_{\alpha} A_{i}(x, y)\right)=0 \tag{3.3.68}
\end{align*}
$$

with $\xi^{\mu}(x, y)=\left(\xi^{i}(x, y), \xi^{\alpha}(x, y)\right)=\left(0, \xi^{\alpha}\left(y^{\beta}\right)\right)$. Under this gauge fixing, $W_{\hat{\alpha}}$ is

$$
\begin{align*}
& W_{\omega}=-r^{-1}\left(\partial_{\omega} r\right)=-r^{-1}\left(\partial_{\omega} r\right) r^{-1} r=-r^{-1} \Phi_{m} \tilde{\xi}_{m \omega} r  \tag{3.3.69}\\
& W_{\alpha}=0 \tag{3.3.70}
\end{align*}
$$

so $W_{m}=\xi_{m}^{\hat{\alpha}} W_{\hat{\alpha}}$ is

$$
\begin{equation*}
W_{m}=-r^{-1} \Phi_{n} r \xi_{m}^{\omega} \tilde{\xi}_{m \omega} \tag{3.3.71}
\end{equation*}
$$

which allows $A_{\omega}$ to be absorbed within $W_{m}$. Since $A_{\alpha}$ and $W_{m}$ are independent of $y^{\omega}$, we can always take $r=1$ by choosing $r$ appropriately. Thus, it is simplified to

$$
\begin{align*}
& A_{\alpha}=\Phi_{m} \tilde{\xi}_{m \alpha}  \tag{3.3.72}\\
& W_{m}=-\Phi_{n} \xi_{m}^{\omega} \tilde{\xi}_{n \omega} \tag{3.3.73}
\end{align*}
$$

### 3.3.3 Dimensional reduction of the action

When the subspace of a space-time manifold is $\mathscr{X}$ and the group $S$ acts transitively on $\mathscr{X}$, we have a homogeneous space $S / R \cong \mathscr{X}$. Then the metric of $\mathscr{X}$ is proportional to the metric $h^{\alpha \beta}$ on $S / R$. The $S$-symmetric gauge fields that lived on the group manifold $S$ discussed in the previous section are also $S$-symmetric gauge fields on $\mathscr{X}$. For example, $\mathbb{R}^{3}$ and $S^{3}$ can be divided into $[0, \infty) \times S^{2}$. Since $\mathrm{SO}(3)$ acts transitively on $S^{2}$ (corresponding to $\mathscr{X}$ ), $\mathrm{SO}(3) / \mathrm{SO}(2) \cong S^{2}$. When, for example, the metric of a space-time manifold can be written as

$$
h^{\mu \nu}\left(x^{i}, y^{\alpha}\right)=\left(\begin{array}{c|c}
h^{i j}(x) & 0  \tag{3.3.74}\\
\hline 0 & \frac{1}{R^{2}(x)} h^{\alpha \beta}(y)
\end{array}\right),
$$

dimensional reduction is possible in general.
If the original action can now be written as

$$
\begin{equation*}
\mathscr{L}=-\frac{1}{8} \operatorname{Tr} \int d^{D} x^{\mu} h^{1 / 2} F_{\mu \nu} F_{\sigma \tau} h^{\mu \sigma} h^{\nu \tau} \tag{3.3.75}
\end{equation*}
$$

it can be expanded to
$\mathscr{L}=-\frac{1}{8} \operatorname{Tr} \int d^{D^{\prime}} x^{i} d^{N^{\prime}} y^{\alpha} h^{1 / 2}\left[F_{i j} F_{k l} h^{i k} h^{j l}+\frac{2}{R^{2}} F_{i \alpha} F_{j \beta} h^{i j} h^{\alpha \beta}+\frac{1}{R^{4}} F_{\alpha \beta} F_{\gamma \delta} h^{\alpha \gamma} h^{\beta \delta}\right]$.

If we gauge transform $A_{\omega}=0$ and note that $h^{\hat{\alpha} \hat{\beta}}=\tilde{h}^{\hat{\alpha} \hat{\beta}}$, the second term of this action can be calculated as

$$
\begin{align*}
F_{i \alpha} F_{j \beta} h^{i j} h^{\alpha \beta} & =\left(\partial_{i} A_{\alpha}-\partial_{\alpha} A_{i}-\left[A_{i}, A_{\alpha}\right]\right)\left(\partial_{j} A_{\beta}-\partial_{\beta} A_{j}-\left[A_{j}, A_{\beta}\right]\right) \tilde{h}^{\alpha \beta} h^{i j} \\
& =\left(\partial_{i} r^{-1} \Phi_{m} r-\left[A_{i}, r^{-1} \Phi_{m} r\right]\right) \tilde{\xi}_{m \alpha}\left(\partial_{j} r^{-1} \Phi_{n} r-\left[A_{j}, r^{-1} \Phi_{n} r\right]\right) \tilde{\xi}_{n \beta} \tilde{h}^{\alpha \beta} h^{i j} \\
& =r^{-1}\left(\partial_{i} \Phi_{m}-\left[A_{i}, \Phi_{m}\right]\right) \tilde{\xi}_{m \hat{\alpha}}\left(\partial_{j} \Phi_{n}-\left[A_{j}, \Phi_{n}\right]\right) \tilde{\xi}_{n \hat{\beta}} \tilde{\xi}_{k}^{\hat{\alpha}} \tilde{\xi}_{k}^{\hat{\beta}} h^{i j} r \\
& =r^{-1} D_{i} \Phi_{k} D_{j} \Phi_{k} h^{i j} r, \tag{3.3.77}
\end{align*}
$$

which is no longer $y^{\omega}$ dependent. We also see that $r$ disappears from the action without taking $r=1$. This result can also be obtained using (3.3.19). The third term can be calculated in the same way as

$$
\begin{align*}
F_{\alpha \beta} F_{\gamma \delta} h^{\alpha \gamma} h^{\beta \delta} & =\left(f_{r s t} \Phi_{t}+\left[\Phi_{r}, \Phi_{s}\right]\right)\left(f_{r s t} \Phi_{t}+\left[\Phi_{r}, \Phi_{s}\right]\right) \\
& =2 V(\Phi) . \tag{3.3.78}
\end{align*}
$$

From the above, the action is reduced to

$$
\begin{equation*}
\mathscr{L}=\Omega \int d^{D^{\prime}} x R^{N^{\prime}}\left(d e t h_{i j}\right)^{1 / 2} \operatorname{Tr}\left[\frac{1}{4} F_{i j} F_{k l} h^{i k} h^{j l}+\frac{1}{2 R^{2}} D_{i} \Phi_{m} D_{j} \Phi_{m} h^{i j}+\frac{1}{2 R^{4}} V(\Phi)\right] \tag{3.3.79}
\end{equation*}
$$

by dimension reduction.

### 3.3.4 Solution of Constraint

A general method for solving the constraints arising from dimensional reduction is given by Manton in Ref. [105]. The constraint we want to solve now is for the $\mathrm{SU}(2+1)$ case including c and b quarks, which is also specifically calculated for the $\mathrm{SU}(3)$ gauge group in this paper. In this case, the constraints (3.3.60) and (3.3.61) we want to solve now become

$$
\begin{align*}
& \partial_{\mu} \Phi_{3}+\left[A_{\mu}, \Phi_{3}\right]=0  \tag{3.3.80}\\
& \partial_{z} \Phi_{3}+\left[A_{z}, \Phi_{3}\right]=0  \tag{3.3.81}\\
& f_{m 3 p} \Phi_{p}+\left[\Phi_{m}, \Phi_{3}\right]=0 . \tag{3.3.82}
\end{align*}
$$

First, let us briefly review the essential knowledge of group theory required in this section. For details, please refer to Ref. [105]. In this section, we will use a Chevalley basis, which allows us to relate the properties of commutation relations and Killing forms to root usefully.

Choose all $d$ bases of any compact Lie algebra $\mathfrak{g}$ that are commutative with each other and denote them by $H_{i}$, then $H_{i}$ satisfying

$$
\begin{equation*}
\left[H_{i}, H_{j}\right]=0, \quad(i, j=1, \ldots, \operatorname{rank}(\mathfrak{g})) \tag{3.3.83}
\end{equation*}
$$

is called a Cartan subalgebra and its maximum number is denoted by rank ( $\mathfrak{g}$ ). The adjoint representation of all $H_{i}$ has a common eigenvector $v_{\omega}$ of $d-\operatorname{rank}(\mathfrak{g})$ eigenvalues $\omega_{i}$ ( $\omega$ denotes each root). For a $v_{\omega}, \omega_{i}$ is called the root of $\mathfrak{g}$. The root is a finite set
of vectors spanning $\operatorname{rank}(\mathfrak{g})$-dimensional Euclidean space. Each root has a one-toone correspondence with its generator, which we denote by $\chi_{\omega}$. In this case, we can replace the basis of $\mathfrak{g}$ with a new $d$ basis of $H_{i}$ and $\chi_{\omega}$. The commutation relation of the newly chosen generators, including (3.3.83), is

$$
\begin{align*}
& {\left[H_{i}, \chi_{\omega}\right]=\omega_{i} \chi_{\omega}}  \tag{3.3.84}\\
& {\left[\chi_{\omega}, \chi_{-\omega}\right]=\frac{2 \omega_{i}}{\omega \cdot \omega}}  \tag{3.3.85}\\
& {\left[\chi_{\omega}, \chi_{\tau}\right]=(r+1) \chi_{\omega+\tau}} \tag{3.3.86}
\end{align*}
$$

Furthermore, the Killing form has the property

$$
\begin{align*}
& \left(H_{i}, \chi_{\omega}\right)=0 \\
& \left(\chi_{\omega}, \chi_{-\omega}\right)=\frac{2}{\omega \cdot \omega} \\
& \left(\chi_{\omega}, \chi_{\tau}\right)=0, \quad(\tau \neq \omega) . \tag{3.3.87}
\end{align*}
$$

An $\omega$ string through $\tau$ means a set of roots $\tau-r \omega, \ldots, \tau+q \omega$ consisting of root $\omega$ and $\tau$. The $r, q$ is the largest integer for which $\tau-r \omega, \ldots, \tau+q \omega$. If we define the quantity

$$
\begin{equation*}
\langle\tau, \omega\rangle=\frac{2 \tau \cdot \omega}{\omega \cdot \omega} \tag{3.3.88}
\end{equation*}
$$

then

$$
\begin{equation*}
r-q=\langle\tau, \omega\rangle . \tag{3.3.89}
\end{equation*}
$$

holds.
In particular, in the case of $\operatorname{SU}(3)$, we consider a $\gamma$ string through $\alpha$ consisting of two roots of $\alpha-\gamma, \alpha$ because we will use it later. For $r=0, q=1$, we obtain

$$
\begin{equation*}
\langle\alpha, \gamma\rangle=2 \frac{|\alpha|}{|\gamma|} \cos \theta=1 \tag{3.3.90}
\end{equation*}
$$

using (3.3.89), where $\theta$ is the angle between $\alpha$ and $\gamma$. Then, since

$$
\begin{equation*}
\langle\gamma, \alpha\rangle=2 \frac{|\gamma|}{|\alpha|} \cos \theta \tag{3.3.91}
\end{equation*}
$$

is also satisfied, the relation

$$
\begin{equation*}
\frac{\gamma \cdot \gamma}{\alpha \cdot \alpha}=4 \cos ^{2} \theta=\langle\gamma, \alpha\rangle \tag{3.3.92}
\end{equation*}
$$

is also concluded. Furthermore, with $\beta=\alpha-\gamma$, we get that the commutation relation between these two is

$$
\begin{align*}
& {\left[\chi_{\gamma}, \chi_{\beta}\right]=\chi_{\alpha}, \quad\left[\chi_{-\gamma}, \chi_{-\beta}\right]=-\chi_{-\alpha}} \\
& {\left[\chi_{-\gamma}, \chi_{\alpha}\right]=\chi_{\beta}, \quad\left[\chi_{\gamma}, \chi_{-\alpha}\right]=-\chi_{-\beta},} \\
& {\left[\chi_{\alpha}, \chi_{-\beta}\right]=\langle\gamma, \alpha\rangle \chi_{\gamma}, \quad\left[\chi_{-\alpha}, \chi_{\beta}\right]=-\langle\gamma, \alpha\rangle \chi_{-\gamma} .} \tag{3.3.93}
\end{align*}
$$

Now we are ready to solve constraint. To solve (3.3.80) and (3.3.81), we first set up ansatz $\Phi_{3}=\phi_{3 i} H_{i}(=$ const $)$. In this case, (3.3.80) and (3.3.81) is

$$
\begin{align*}
& {\left[A_{\mu}, \Phi_{3}\right]=0}  \tag{3.3.94}\\
& {\left[A_{z}, \Phi_{3}\right]=0 .} \tag{3.3.95}
\end{align*}
$$

Therefore, $A_{\mu, z}$ also satisfies this constraint if it is a linear combination of Cartan subalgebras. For $A_{\mu, z}$, another solution exists. From (3.3.84), we have

$$
\begin{equation*}
\left[\Phi_{3}, \chi_{\gamma}\right]=\Phi_{3 i} \gamma_{i} \chi_{\gamma} \tag{3.3.96}
\end{equation*}
$$

so if we choose $\Phi_{3 i}$ so that $\Phi_{3 i} \gamma_{i}=0$, the constraint is satisfied by writing $A_{\mu, z}$ as a linear combination of Cartan subalgebra and $\chi_{ \pm \gamma}$. Now, when we define a Cartan subalgebra denoted

$$
\begin{equation*}
h_{\gamma}=\frac{2 \gamma_{i}}{\gamma \cdot \gamma} H_{i}, \tag{3.3.97}
\end{equation*}
$$

we can write

$$
\begin{equation*}
t_{1}=\frac{1}{2} i\left(\chi_{\gamma}+\chi_{-\gamma}\right), \quad t_{2}=\frac{1}{2}\left(\chi_{\gamma}-\chi_{-\gamma}\right), \quad t_{3}=\frac{1}{2} i h_{\gamma}, \quad y=\frac{1}{2} i h \tag{3.3.98}
\end{equation*}
$$

for the generator of $\mathrm{SU}(2) \times \mathrm{U}(1)$. Here $h$ is another Cartan subalgebra defined orthogonal to $h_{\gamma}$ and normalized to

$$
\begin{equation*}
(h, h)=\left(h_{\gamma}, h_{\gamma}\right)=\frac{4}{\gamma \cdot \gamma} . \tag{3.3.99}
\end{equation*}
$$

From the above discussion, to satisfy (3.3.80) and (3.3.81), we should choose $\Phi_{3}=$ $\phi_{3 i} H_{i}$ and

$$
\begin{equation*}
A_{\mu, z}=A_{\mu, z}^{1}(x, z) t_{1}+A_{\mu, z}^{2}(x, z) t_{2}+A_{\mu, z}^{3}(x, z) t_{3}+B_{\mu, z}(x, z) y \tag{3.3.100}
\end{equation*}
$$

where $\Phi_{3 i} \gamma_{i}=0$.

Next, let's solve constraint (3.3.82). Since $f_{m n p}$ is a structure constant of $\mathrm{SO}(3)$, constraint is written as

$$
\begin{align*}
& {\left[\Phi_{3}, \Phi_{1}(x, z)\right]=-\Phi_{2}(x, z)}  \tag{3.3.101}\\
& {\left[\Phi_{3}, \Phi_{2}(x, z)\right]=\Phi_{1}(x, z) .} \tag{3.3.102}
\end{align*}
$$

Here, by defining $\Phi=\Phi_{1}+i \Phi_{2}, \tilde{\Phi}=\Phi_{1}-i \Phi_{2}$, the constraint is

$$
\begin{align*}
{\left[\Phi_{3}, \Phi(x, z)\right] } & =i \Phi(x, z)  \tag{3.3.103}\\
{\left[\Phi_{3}, \tilde{\Phi}(x, z)\right] } & =-i \tilde{\Phi}(x, z) . \tag{3.3.104}
\end{align*}
$$

Considering a $\gamma$ string through $\alpha$, we can choose $\Phi_{3 i} \alpha_{i}=i$ to keep $\Phi_{3 i} \gamma_{i}=0$. Then $\Phi_{3 i} \beta_{i}=\Phi_{3 i}\left(\gamma_{i}-\alpha_{i}\right)=-i$, which satisfies constraint (3.3.82) by setting

$$
\begin{equation*}
\Phi=\phi_{1} \chi_{\alpha}+\phi_{2} \chi_{\beta}, \quad \tilde{\Phi}=\tilde{\phi}_{1} \chi_{-\alpha}+\tilde{\phi}_{2} \chi_{-\beta} \tag{3.3.105}
\end{equation*}
$$

Since $\Phi_{1,2}$ is a real linear combination of generators of Lie algebras, we also find that $\Phi_{1,2}$ is

$$
\begin{equation*}
\tilde{\phi}_{1}=-\phi_{1}^{*}, \quad \tilde{\phi}_{2}=-\phi_{2}^{*} . \tag{3.3.106}
\end{equation*}
$$

Finally, $\Phi_{3}$ is chosen such that $\Phi_{3 i} \gamma_{i}=0$ and $\Phi_{3 i} \alpha_{i}=i$, so that $\Phi_{3}$ is determined as follows;

$$
\begin{equation*}
\Phi_{3}=\frac{1}{2} i Z\left(h_{\alpha}+h_{\beta}\right), \quad Z=\left(2-\frac{1}{2}\langle\gamma, \alpha\rangle\right)^{-1} . \tag{3.3.107}
\end{equation*}
$$

This $\Phi_{3}$ can be identified with the subgroup $\mathrm{U}(1)$ of $\mathrm{SU}(3)$ if the basis is well chosen, so the extra gauge field component ( $\omega$ component) is zero, which satisfies another requirement of the constraint. From the above, the constraint has been solved.

### 3.4 Heavy and exotic baryons in the Sakai-Sugimoto model

In the Sakai-Sugimoto model, we study the hadron physics by analyzing the $8+1$ dimensional flavor gauge theory on the D8 brane in the black 4-brane background. The gauge fields are denoted as $A_{M}^{a}$ where $a=1, \ldots, 8$ are for the flavor index and $M=0, \ldots, 3, z, 6, \ldots, 9$ for gauge field components. In comparison with actual QCD, they have utilized five components, $A_{M=0, \ldots, 3, z}^{a}$, while the other four were ignored when they derived a five-dimensional gauge theory as discussed in section 2.3.1 [10].

Then the fifth-dimensional degrees of freedom play a role in generating various hadron resonances of light flavors of $u, d$ quarks in the four-dimensional space-time.

In this section, by utilizing a gauge field that lives in the extra dimension, we extend the Sakai-Sugimoto model to the $\mathrm{SU}(2+1)$ flavor with heavy quarks. We find that this gauge field transforms to a heavy meson by the method of dimensional reduction proposed by Forgács and Manton (refer to the previous section and also Ref. [36, 104, 105]). Thus, by this method, we obtain an action consisting of a heavy meson and a light meson, where the mass term is supplemented. Starting from this action, we derive the mass formula for the heavy baryon based on the method of collective coordinate quantization of solitons. It is worth noting that our mass formula includes not only conventional states but also exotic states such as $P_{c}$ states.

### 3.4.1 Effective action with heavy and light mesons

In this subsection, we introduce heavy flavor to the action of the Sakai-Sugimoto model by using the extra-dimensional gauge field. Therefore, we start the discussion from the 9-dimensional action (2.3.1). The $\mathrm{SU}(2+1)$ (light+heavy flavors) gauge fields on the probed D8 brane in the D4 brane background $R^{4} \times S^{5}$ have nine components, $A_{M}(M=0-3, U, \alpha)$, where $U$ is a radial coordinate of $S^{5}$ and $\alpha=\psi, \varphi, \theta_{1}, \theta_{2}$ angular coordinates of $S^{5}$. The gauge fields have also flavor components denoted by the index $a$, where $A_{M}=A_{M}^{a} \lambda^{a} / 2$ and $\lambda^{a}$ are the Gell-Mann matrices. In the previous chapter and Ref. [10, 11], the gauge field components on $S^{4}, A_{\alpha}$, were ignored. In the present work, by regarding $A_{\alpha}^{4-7}$ among $A_{\alpha}^{a}$ as heavy mesons, we try to introduce heavy flavors in the Sakai-Sugimoto (SS) model. Following Forgács-Manton method, this field is transformed into a scalar field corresponding to the heavy meson field by dimensional reduction of the extra dimension $S^{4}$ with keeping the gauge field $A_{\alpha}^{4-7}$.

Since there are two types of terms in our action, this section is divided into two parts. First, we explain how to reduce the dimensions of the higher dimensional YangMills gauge theory based on the explanation in the section. Second, we discuss the Chern-Simons term that we will need.

## The Yang-Mills part

In the present analysis, we treat $A_{\psi}$ and $A_{\varphi}$ components as a heavy-meson field to study the system consisting of heavy-mesons and nucleons. $A_{\theta_{1}}$ and $A_{\theta_{2}}$ components are ignored for the minimal use of the extra-dimensional degrees of freedom. To reduce the nine-dimensional theory to four dimensions while preserving the gauge field $A_{\alpha}^{4-7}$, we use Forgács-Manton's dimensional reduction method [104].

We start our discussion with the action (2.3.1);

$$
\begin{equation*}
S_{D 8}^{D B I} \simeq T_{8}\left(2 \pi^{2} \alpha^{\prime}\right)^{2} \int d^{9} x e^{-\phi} \sqrt{-\operatorname{det} g} g^{M N} g^{P Q} \operatorname{tr}\left(\frac{1}{4} F_{M P}^{\mathrm{SU}(3)} F_{N Q}^{\mathrm{SU}(3)}\right) \tag{3.4.1}
\end{equation*}
$$

Here, for the latter discussion, the metric of the D 4 black brane is written as the following $9 \times 9$ matrix;

$$
g^{M N}=\left(\begin{array}{ccc}
\left(\frac{R}{U}\right)^{3 / 2} \eta^{\mu \nu} & 0 & 0  \tag{3.4.2}\\
0 & \left(\frac{U}{R}\right)^{3 / 2} f & 0 \\
0 & 0 & \left(\frac{U}{R}\right)^{3 / 2} U^{-2} g^{\alpha \beta}\left(\Omega_{4}\right)
\end{array}\right)
$$

where $U$ is the radial coordinate of $S^{5}, R$ and $U_{K K}$ characterize the structure of $S^{5}$, with $f=1-U_{K K}^{3} / U^{3}$ and the Minkowski metric, $\operatorname{diag}\left(\eta^{\mu \nu}\right)=(-1,+1,+1,+1)$. With the generator of $\mathrm{SO}(3)$ transfomation $\xi_{m}$,

$$
\begin{align*}
& \xi_{1}=\xi_{1}^{M} \partial_{M}=\cos \varphi \frac{\partial}{\partial \psi}-\cot \psi \sin \varphi \frac{\partial}{\partial \varphi} \\
& \xi_{2}=\xi_{2}^{M} \partial_{M}=-\sin \varphi \frac{\partial}{\partial \psi}-\cot \psi \cos \varphi \frac{\partial}{\partial \varphi}, \\
& \xi_{3}=\xi_{3}^{M} \partial_{M}=\frac{\partial}{\partial \varphi} \tag{3.4.3}
\end{align*}
$$

which causes rotations around each axis in the $(U, \psi, \varphi)$ space as Cartesian coordinate, from the discussion of subsection 3.3 , symmetry equation (3.3.4)

$$
\begin{equation*}
\left(\partial_{M} \xi_{m}^{N}\right) A_{N}+\xi_{m}^{N} \partial_{N} A_{M}=\partial_{M} W_{m}+i\left[A_{M}, W_{m}\right] . \tag{3.4.4}
\end{equation*}
$$

finally reduces to the following ansatz

$$
\begin{align*}
& W_{m}=\left(\Phi_{3} \frac{\sin \varphi}{\sin \psi}, \Phi_{3} \frac{\cos \varphi}{\sin \psi}, 0\right)  \tag{3.4.5}\\
& A_{\mu, U}=A_{\mu, U}\left(x^{\nu}, U\right) \\
& A_{\psi}=-\Phi_{1}\left(x^{\mu}, U\right) \\
& A_{\varphi}=\Phi_{2}\left(x^{\mu}, U\right) \sin \psi-\Phi_{3} \cos \psi \tag{3.4.6}
\end{align*}
$$

and constraint

$$
\begin{align*}
& {\left[\Phi_{3}, \Phi_{1}\right]=-i \Phi_{2},} \\
& {\left[\Phi_{3}, \Phi_{2}\right]=i \Phi_{1}} \\
& {\left[\Phi_{3}, A_{\mu, U}\right]=0,} \tag{3.4.7}
\end{align*}
$$

considering the consistency condition (3.3.16), where $\Phi_{1,2}$ are a function of $\left(x^{\mu}, U\right)$, $\Phi_{3}$ a constant and we employ a set of ansatz for field configurations.

If we substitute (3.4.5) and (3.4.6) for (3.4.1), we can perform the integration of the higher dimensional manifold $S^{4}$ (also refer to section 3.3.3), resulting in a fivedimensional action;

$$
\begin{align*}
S_{Y M}=\kappa \int d^{4} x d z \operatorname{tr} & {\left[-\frac{1}{2} K^{-1 / 3} F_{\mu \nu}^{2}-K F_{\mu z}^{2}\right.} \\
& -\frac{4}{9}\left(D_{\mu} \Phi_{m}\right)^{2}-\frac{4}{9} K^{4 / 3}\left(D_{z} \Phi_{m}\right)^{2} \\
& \left.-\frac{16}{81} K^{1 / 3}\left(i \epsilon_{r s t} \Phi_{t}+\left[\Phi_{r}, \Phi_{s}\right]\right)^{2}\right] \tag{3.4.8}
\end{align*}
$$

where $\kappa=N_{c} \lambda / 216 \pi^{3}=a N_{c} \lambda, N_{c}$ is a color number, and $\lambda$ the t'Hooft coupling constant. We use the change of variables between $U$ and $z$ by $U^{3} / U_{K K}^{3}=1+z^{2}=K$. $R$ and $U_{K K}$ are expressed by Kaluza-Klein mass $M_{K K}(2.2 .15)$, which set $M_{K K}=1$.

Following section 3.3.4, we solve the constraint (3.4.7), then we have the solutions;

$$
\begin{gather*}
A_{\mu, z}=A_{\mu, z}^{1} \frac{\lambda_{1}}{2}+A_{\mu, z}^{2} \frac{\lambda_{2}}{2}+A_{\mu, z}^{3} \frac{\lambda_{3}}{2}+A_{\mu, z}^{8} \frac{\lambda_{8}}{2} .  \tag{3.4.9}\\
\Phi=\frac{1}{2}\left(\begin{array}{ccc}
0 & 0 & \phi_{1} \\
0 & 0 & \phi_{2} \\
0 & 0 & 0
\end{array}\right), \tilde{\Phi}=\frac{1}{2}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
\phi_{1}^{*} & \phi_{2}^{*} & 0
\end{array}\right), \tag{3.4.10}
\end{gather*}
$$

where $\Phi=\Phi_{1}+i \Phi_{2}, \tilde{\Phi}=\Phi_{1}-i \Phi_{2}$ and $\phi_{1,2}$ are complex scaler fields [105]. These expressions imply that the gauge fields $A_{\mu, z}$ correspond to light mesons and $\phi_{i}$ to heavy mesons. In fact, this situation corresponds to the separation of the brane carrying the heavy flavor from the two light branes in the brane picture. The $\phi$ corresponds to the string which connects the light and heavy branes, thus this can be regarded as a heavy meson. It is also discussed in Ref. [109] that the mass of the string on $S^{4}$ is heavier. Substituting the light-heavy decomposed fields (3.4.9) and (3.4.10) for the Yang-Mills action (3.4.8), we find

$$
\begin{align*}
S_{Y M}=\kappa \int & d^{4} x d z\left\{\operatorname{tr}\left[-\frac{1}{2} K^{-1 / 3} F_{\mu \nu}^{2}-K F_{\mu z}^{2}\right]\right. \\
& -\frac{4}{9}\left(D_{\mu} \phi\right)^{\dagger}\left(D_{\mu} \phi\right)-\frac{4}{9} K^{4 / 3}\left(D_{z} \phi\right)^{\dagger}\left(D_{z} \phi\right) \\
& \left.-\frac{16}{81} K^{1 / 3}\left(\frac{12}{9}-2 \phi^{\dagger} \phi+\left(\phi^{\dagger} \phi\right)^{2}\right)^{2}\right\} . \tag{3.4.11}
\end{align*}
$$

where $\phi^{\dagger}=\left(\phi_{1}^{*}, \phi_{2}^{*}\right)$ is a two component isospinor [105]. $F_{\mu \nu, z}$ is the field strength of the $\mathrm{SU}(2) \times \mathrm{U}(1)$ gauge fields (3.4.9), and $D_{\mu, z}$ a covariant derivative.

## The Chern-Simon part

We consider the dynamics of (anti) heavy meson fields under the soliton background in the next subsection. It is known that the Wess-Zumino-Witten term plays an important role in the dynamics of the heavy baryon [57, 58, 90], which leads to, for example, the contribution of the attraction (repulsion) that the heavy meson receives from the soliton background. We start with the following Chern-Simons (CS) term ${ }^{* 3}$, introduced in Ref. [87], because this term leads to the WZW term.

$$
\begin{align*}
S_{C S} & =\frac{N_{c}}{24 \pi^{2}} \int \operatorname{tr} \mathcal{F}^{3} \\
\operatorname{tr} \mathcal{F}^{3} & =\mathrm{d} \omega_{5}(\mathcal{A}) \\
& =\mathrm{d}\left[\operatorname{tr}\left(\mathcal{A} \mathcal{F}^{2}-\frac{i}{2} \mathcal{A}^{3} \mathcal{F}-\frac{1}{10} \mathcal{A}^{5}\right)\right], \tag{3.4.12}
\end{align*}
$$

[^2]where $\mathcal{F}$ is the field strength of $\mathcal{A}$, and the 1-form $\mathcal{A}$ is $\mathcal{A}=\mathcal{A}_{M} d x^{M}=A_{M} d x^{M}+$ $\hat{A}_{M} d x^{M}(M=0,1,2,3, z, s)$.

The $\mathrm{U}(1)$ term of (3.4.12) decomposes

$$
\begin{align*}
S_{C S}= & \frac{N_{c}}{24 \pi^{2}} \int \operatorname{tr} F^{3} \\
& +\frac{N_{c}}{24 \pi^{2}} \frac{1}{\sqrt{2 N_{f}}} \int\left[3 \hat{A} \operatorname{tr} F^{2}+\frac{1}{2} \hat{A} \hat{F}^{2}\right], \tag{3.4.13}
\end{align*}
$$

where in the second term we have used the Stokes's theorem to reduce the sixdimensional integral to the five-dimensional one. If we choose $A_{z}=0$ gauge, omit massive modes, and integrate over $z$, the first term is

$$
\begin{equation*}
\frac{N_{c}}{24 \pi^{2}} \int \operatorname{tr} F^{3} \simeq-\frac{i N_{c}}{240 \pi^{2}} \int \operatorname{tr}\left(U d U^{-1}\right)^{5} \tag{3.4.14}
\end{equation*}
$$

which is nothing but the WZW term [87].
Using the instanton solution of Ref. [12], the Atiyah-Manton approach [72] yields a chiral field $U$ of the following form;

$$
\left.U\right|_{s=0}=\exp \left(\begin{array}{cc}
i H(\mathbf{x}) \hat{\mathbf{x}} \cdot \boldsymbol{\tau} / f_{\pi} & 0  \tag{3.4.15}\\
0 & 0
\end{array}\right)
$$

where $\hat{\mathbf{x}}$ is a unit vector, $\boldsymbol{\tau}$ a Pauli matrix, $f_{\pi}$ the decay constant of the pion and the function $H(\mathbf{x})$ is given as

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d z^{\prime} A_{z}^{c l}\left(\mathbf{x}, z^{\prime}\right)=H(\mathbf{x}) \hat{\mathbf{x}} \cdot \boldsymbol{\tau} . \tag{3.4.16}
\end{equation*}
$$

The choice of $s=0$ corresponds to the boundary of the six-dimensional manifold on which the WZW term is defined. In order for the WZW term to vanish identically in the $\mathrm{SU}(2)$ case, we introduce the heavy meson fields $\varphi(\mathrm{x})$ corresponding to the $\lambda_{4-7}$ components into the chiral fields as follows;

$$
\left.U\right|_{s=0}=\exp \left(\begin{array}{cc}
i H(\mathbf{x}) \hat{\mathbf{x}} \cdot \boldsymbol{\tau} / f_{\pi} & \varphi(\mathbf{x}) / f_{H}  \tag{3.4.17}\\
\varphi^{\dagger}(\mathbf{x}) / f_{H} & 0
\end{array}\right)
$$

where $f_{H}$ is the decay constant of heavy mesons. As we will discuss later, the function $\varphi(\mathbf{x})$ corresponds to the lowest eigenmode of the heavy meson fields $\phi$ when performed the mode expanded in the fifth $z$-dimension.

Substituting (3.4.17) for (3.4.14) we find

$$
\begin{align*}
& -i \frac{N_{c}}{240 \pi^{2}} \int \operatorname{tr}\left(U \mathrm{~d} U^{-1}\right)^{5} \\
& =\frac{i N_{c}}{f_{H}^{2}} \int d^{4} x B^{\mu}\left(\varphi^{\dagger} D_{\mu} \varphi-\left(D_{\mu} \varphi\right)^{\dagger} \varphi\right), \tag{3.4.18}
\end{align*}
$$

where $B_{\mu}$ is the baryon number current by the soliton,

$$
\begin{equation*}
B^{\mu}=\frac{\epsilon^{\mu \nu \alpha \beta}}{24 \pi^{2}} \operatorname{tr}\left[\left(U_{\pi} \partial_{\nu} U_{\pi}^{-1}\right)\left(U_{\pi} \partial_{\alpha} U_{\pi}^{-1}\right)\left(U_{\pi} \partial_{\beta} U_{\pi}^{-1}\right)\right] \tag{3.4.19}
\end{equation*}
$$

with $U_{\pi}=\exp \left(i H(\mathbf{x}) \hat{\mathbf{x}} \cdot \boldsymbol{\tau} / f_{\pi}\right)[58]$.

## The model action

To achieve our aim, we need to introduce a mass term into the action, which is not easy to implement in the Sakai-Sugimoto model. We discussed a way to accomplish this in section 3.2.2, but here, for simplicity, we will supplement the mass term to the action we will use as follows.

$$
\begin{equation*}
S=S_{Y M}+S_{C S}-m^{2} K^{1 / 3} \phi^{\dagger} \phi \tag{3.4.20}
\end{equation*}
$$

where the function $K^{1 / 3}$ is introduced in accordance with (3.4.11) in consideration of the curved nature of the fifth-dimension.

### 3.4.2 Classical solutions

In the same way as section 2.4.1, we performe the $1 / \lambda$ expansion and obtain a solution for the gauge configuration order by order. In the leading order, the $\mathrm{SU}(2)$ $\in \mathrm{SU}(3)$ part of the gauge field $A_{M}^{c l}(\mathbf{x}, z)$ and the $\mathrm{U}(1)$ part $\hat{A}_{M}^{c l}(\mathbf{x}, z)$ are same as the solution (2.4.45). In the next to leading order, the time-components of the $\mathrm{SU}(2)$ and $\mathrm{U}(1)$ gauge fields are the solution (2.4.45),

## The solution of the heavy meson fields $\phi$

Now we find a static classical solution of the heavy meson field $\phi(\mathbf{x}, z)$ under the above gauge field background. For this purpose, we first employ mode expansion with
a complete set $\left\{\psi_{n}(z)\right\}$ according to section 2.3.2.

$$
\begin{equation*}
\phi(\mathbf{x}, z)=\sum_{n=0} \varphi_{n}(\mathbf{x}) \psi_{n}(z), \tag{3.4.21}
\end{equation*}
$$

where $\varphi_{n}$ are two component isospinors. We can choose an arbitrary complete set $\left\{\psi_{n}(z)\right\}$, and therefore, we choose the one to diagonalize the kinetic and mass terms in the four-dimensional space-time. The eigenvalue equations that such a complete set should satisfy are found according to section 2.3 .2 as follows,

$$
\begin{equation*}
-\partial_{z}\left(K^{4 / 3} \partial_{z} \psi_{n}(z)\right)+m^{2} K^{1 / 3} \psi_{n}(z)=\lambda_{n} \psi_{n}(z) \tag{3.4.22}
\end{equation*}
$$

These eigenstates $\psi_{n}(z)$ correspond to various meson resonances with their eigenvalues regarded as their squared masses. If we consider only the lowest eigenmode, the quadratic terms in $\phi$ of (3.4.11) become

$$
\begin{equation*}
\kappa \int d^{4} x\left[-\partial_{\mu} \varphi^{\dagger}(\mathbf{x}) \partial^{\mu} \varphi(\mathbf{x})-m_{H}^{2} \varphi^{\dagger}(\mathbf{x}) \varphi(\mathbf{x})\right] \tag{3.4.23}
\end{equation*}
$$

where $M=0,1,2,3, z, m_{H}=\sqrt{\lambda_{0}}$, and we redefine $\psi=\psi_{0}, \varphi=2 / 3 \varphi_{0}$. The mass parameter $m$ is determined such that $m_{H}$ becomes the heavy meson mass $(D(1870), B(5279))$.

Next, we perform a $1 / \lambda$ expansion to derive the equation of motion that $\varphi=2 / 3 \varphi_{0}$ must satisfy. We consider the following rescale;

$$
\begin{align*}
& \tilde{x}^{0}=x^{0}, \tilde{x}^{M}=\lambda^{1 / 2} x^{M} \\
& \tilde{\mathcal{A}}_{0}=\mathcal{A}_{0}, \tilde{\mathcal{A}}_{M}=\lambda^{-1 / 2} \mathcal{A}_{M}, \tilde{\varphi}=\lambda^{-1 / 2} \varphi, \tag{3.4.24}
\end{align*}
$$

where $M=1,2,3, z$. In the following calculations, we omit the tilde for simplicity. Then, the action for $\varphi, S_{\varphi}$ becomes to the leading order of $1 / \lambda$ expansion

$$
\begin{equation*}
S_{\varphi} \sim a N_{c} \lambda^{1} \int d^{4} x\left(-\partial_{i} \varphi^{\dagger} \partial^{i} \varphi-\varphi^{\dagger}\left(\int d z \psi^{2} \mathcal{A}_{M}^{2}\right) \varphi\right) \tag{3.4.25}
\end{equation*}
$$

where $\mathcal{A}_{M}^{2}$ is proportional to identity matrix by substituting the solution (2.4.45). Therefore, to solve the equation of motion for $\varphi(\mathbf{x})$ we can decompose the two component $\mathrm{SU}(2)$ spinor $\varphi(\mathbf{x})$ into $f(\mathbf{x}) \chi$, where $\chi$ is a two component spinor. Then,
the resulting equation of motion for $\varphi$ is given as

$$
\begin{equation*}
\partial_{r}^{2} f+\frac{2}{r} \partial_{r} f-\left(3 \int d z \frac{\psi^{2}\left(z^{2}+r^{2}\right)}{\left(z^{2}+r^{2}+\rho^{2}\right)^{2}}\right) f=0 . \tag{3.4.26}
\end{equation*}
$$

To solve this equation, we discuss asymptotic behavior, where for simplicity, we rescale the variables as $\xi \rightarrow \rho \xi$. First, at $r \rightarrow 0$, the third term of (3.4.26) approaches zero, so we know that $f$ has the asymptotic form $f \sim r^{-1}$. Next, we consider the behavior in $r \rightarrow \infty$. To do so, multiply (3.4.26) by $r^{2}$ to get

$$
\begin{equation*}
r^{2} \partial_{r}^{2} f+r \partial_{r} f-\left(3 \int d z \psi^{2} \frac{\left(z^{2} / r^{2}+1\right)}{\left(z^{2} / r^{2}+1+1 / r^{2}\right)^{2}}\right) f=0 . \tag{3.4.27}
\end{equation*}
$$

If $z$ is small, the integrand of the third term of (3.4.27) becomes

$$
\frac{\left(z^{2} / r^{2}+1\right)}{\left(z^{2} / r^{2}+1+1 / r^{2}\right)^{2}} \sim 1
$$

Also if $z$ is large, that term becomes smaller than 1 . However, in this case $\psi$ becomes almost zero, so in this region, the third term does not contribute to the equation of motion (3.4.27). Therefore, we can set the third term equals $3 f$. From the above, $\left.f\right|_{r \rightarrow \infty}$ satisfies the following equation;

$$
r^{2} \partial_{r}^{2} f+r \partial_{r} f-3 f=0
$$

Therefore, the asymptotic behavior at $r \rightarrow \infty$ is

$$
f \sim r^{\frac{-1-\sqrt{13}}{2}} .
$$

We have solved Eq. (3.4.26) numerically satisfying the above asymptotic behaviors. Considering the classical solution of the gauge field and the moduli space parameterized by the collective coordinates of this solution, we will see next that the mass formula of the heavy baryon can be obtained by performing a collective coordinate quantization.

### 3.4.3 Quantization

## Collective coordinates

The collective coordinates of the present model consist of those used in section 2.4.2 in addition to that generated by the introduction of the heavy mason.

- Position of the instanton $(\mathbf{X}, Z)$
- Size of the instanton $\rho$
- $\mathrm{SU}(2)$ orientation $V$
- Two component $\mathrm{SU}(2)$ spinor $\chi$
where ( $\mathbf{X}, Z$ ) and $\rho$ are the position and size of the instanton, respectively, and $V$ the $\mathrm{SU}(2)$ matrix corresponding to soliton rotations. The two component $\mathrm{SU}(2)$ spinor is introduced as the collective coordinate corresponding to the vibrations of the heavy meson field as follows.

$$
\begin{equation*}
\phi=f(\mathbf{x}) \psi(z)\binom{\chi_{1}}{\chi_{2}}=f(\mathbf{x}) \psi(z) \chi \tag{3.4.28}
\end{equation*}
$$

We give time dependence to the classical solutions from these through the collective coordinates. In the collective coordinate quantization of the gauge theory, we need to be a bit careful [108], which we discussed in Appendix B. Now, for the classical solution we have obtained, we introduce the collective coordinate for the gauge field and for $\phi^{c l}$ as follows.

$$
\begin{align*}
& A_{M}\left(t, x^{N}\right)=V A_{M}^{c l}\left(x^{N} ; X^{N}(t), \rho(t)\right) V^{-1}-i V \partial_{M} V^{-1},  \tag{3.4.29}\\
& \phi\left(t, x^{N}\right)=V \phi^{c l}\left(x^{N} ; \rho(t), \chi(t)\right), \tag{3.4.30}
\end{align*}
$$

where $V=V\left(t, x^{N}\right)$ is an element of the gauge group $\mathrm{SU}(2)$. In the $A_{0}=0$ gauge with imposing the Gauss's law:

$$
\begin{equation*}
D_{M}^{c l}\left(\dot{X}^{N} \frac{\partial}{\partial X^{N}} A_{M}^{c l}+\dot{\rho} \frac{\partial}{\partial \rho} A_{M}^{c l}-D_{M}^{c l} \Phi\right)=0, \tag{3.4.31}
\end{equation*}
$$

where $M, N=1,2,3, z, \Phi=-i V^{-1} \dot{V}$ and $D_{M}^{c l}=\partial_{M}+i\left[A_{M}^{c l},\right]$. By having the solution of $\Phi$ to (3.4.31) [12], spurious motions along the gauge orbits are removed in the collective motions (refer to Appendix B).

## Heavy meson field

The action involving the heavy meson fields is written as follows;

$$
\begin{align*}
S_{\varphi}= & a N_{c} \int d^{4} x\left[\lambda^{1}\left(-\partial_{i} \varphi^{\dagger} \partial^{i} \varphi-\varphi^{\dagger}\left(\int d z \psi^{2} \mathcal{A}_{M}^{2}\right) \varphi\right)\right. \\
& \left.+\lambda^{0}\left(\int d z \psi^{2}\left(D_{0} \varphi\right)^{\dagger} D_{0} \varphi-m_{H}^{2} \varphi^{\dagger} \varphi\right)\right] \\
& +\lambda^{0} \frac{i N_{c}}{f_{H}^{2}} \int d^{4} x B^{\mu}\left(\varphi^{\dagger} D_{\mu} \varphi-\left(D_{\mu} \varphi\right)^{\dagger} \varphi\right), \tag{3.4.32}
\end{align*}
$$

where the covariant derivative $D_{0}$ is defined as $D_{0} \varphi=\partial_{0} \varphi+i \mathcal{A}_{0} \varphi$.
It is convenient to introduce the heavy meson field as [110]

$$
\begin{equation*}
\phi=e^{\mp i m_{H} t} \tilde{\phi}=f(\mathbf{x}) \psi(z) e^{\mp i m_{H} t} \tilde{\chi}(t), \tag{3.4.33}
\end{equation*}
$$

where $-/+$ correspond to heavy/anti-heavy mesons. Here we perform a $1 / m_{H}$ expansion in addition to the $1 / \lambda$ expansion and consider only its leading term. Then, we substitute the solutions (3.4.30) for (3.4.32), the first line of (3.4.32) is zero and the second line becomes

$$
\begin{align*}
& \int d^{4} x d z f^{2} \psi^{2}\left[\left(D_{0}(V \chi)\right)^{\dagger} D_{0}(V \chi)-m_{H}^{2} \chi^{\dagger} \chi\right] \\
& \simeq 2 m_{H} \int d^{4} x d z f^{2} \psi^{2} \tilde{\chi}^{\dagger} D_{0} \tilde{\chi} \tag{3.4.34}
\end{align*}
$$

Finally, the third line becomes

$$
\begin{equation*}
\frac{N_{c}}{\rho^{2}}\left(\frac{4}{\pi f_{H}^{2}} \int d r \sin ^{2} H \frac{d H}{d r} f^{2}-a \int d^{3} x d z \hat{A}_{0}^{c l} \psi^{2} f^{2}\right) \tilde{\chi}^{\dagger} \tilde{\chi} \tag{3.4.35}
\end{equation*}
$$

because the only the time component of $B^{\mu}$ contributes, i.e.

$$
\begin{equation*}
B^{0}=\frac{1}{2 \pi^{2}} \frac{\sin ^{2} H}{r^{2}} \frac{d H}{d r}, \tag{3.4.36}
\end{equation*}
$$

where using the rescale $x^{M} \rightarrow \rho x^{M}, \hat{A}_{0}^{c l}$ is

$$
\begin{equation*}
\hat{A}_{0}^{c l}=\frac{1}{8 \pi^{2} a} \frac{1}{\xi^{2}}\left[1-\frac{1}{\left(\xi^{2}+1\right)^{2}}\right] . \tag{3.4.37}
\end{equation*}
$$

## Quantization

By employing the normalization $a N_{c} \int d^{3} x d z f^{2} \psi^{2}=1$, absorbing the coefficient of the kinetic term of $\tilde{\chi}$ and integrating over the space of $\left(x^{\mu}, z\right)$, in addition to the Lagrangian (2.4.77), we obtain the Lagrangian of the collective coordinate $\tilde{\chi}$

$$
\begin{align*}
& \int d t\left[L_{X}+L_{Z}+L_{y}\right]+\mathcal{O}\left(\lambda^{-1}, m_{H}^{-1}\right) \\
& L_{\chi}= \pm i \tilde{\chi}^{\dagger} \partial_{t} \tilde{\chi} \pm A \frac{N_{c}}{\rho^{2}} \tilde{\chi}^{\dagger} \tilde{\chi} \tag{3.4.38}
\end{align*}
$$

where we define constant $A$ as follows;

$$
\begin{equation*}
\frac{N_{c}}{\rho^{2}}\left(\frac{4}{\pi f_{H}^{2}} \int d r \sin ^{2} H \frac{d H}{d r} f^{2}-a \int d^{3} x d z \hat{A}_{0}^{c l} \psi^{2} f^{2}\right) \tilde{\chi}^{\dagger} \tilde{\chi} \tag{3.4.39}
\end{equation*}
$$

Before giving the mass formula, we discuss the physical meaning of quantum numbers [57]. In the classical solution, the heavy meson fields have the spin 0 and the isospin $1 / 2$. First, we consider the isospin rotation. By the isospin rotation $g_{I}=e^{i \boldsymbol{\theta} \cdot \mathbf{I}}$, the gauge fields are transformed into

$$
\begin{align*}
A_{M} & \rightarrow g_{I} A_{M} g_{I}^{-1}-i g_{I} \partial_{M} g_{I}^{-1} \\
& =\left(g_{I} V\right) A_{M}^{c l}\left(g_{I} V\right)^{-1}-i\left(g_{I} V\right) \partial_{M}\left(g_{I} V\right)^{-1} . \tag{3.4.40}
\end{align*}
$$

On the other hand, the heavy meson field transforms

$$
\begin{equation*}
V \tilde{\chi} \rightarrow g_{I} V \tilde{\chi} \tag{3.4.41}
\end{equation*}
$$

Therefore, $V$ carries the isospin, and $V$ and $\tilde{\chi}$ have the following transformation properties:

$$
\left\{\begin{array}{c}
V \rightarrow g_{I} V  \tag{3.4.42}\\
\tilde{\chi} \rightarrow \tilde{\chi} .
\end{array}\right.
$$

Second, we consider the spatial rotation. When the gauge transformation which is equivalent to the spatial rotation is written as $g_{J}=e^{i \boldsymbol{\theta} \cdot \mathbf{J}}$, spatial rotation act the gauge field as follows:

$$
\begin{align*}
& A_{M}\left(t, R_{N P} x^{P}\right) \\
& =V A_{M}^{c l}\left(R_{N P} x^{P} ; R_{N P} X^{P}\right) V^{-1}-i V V^{-1} \\
& =\left(V e^{-i \boldsymbol{\theta} \cdot \mathbf{I}}\right) A_{M}^{c l}\left(x^{N} ; X^{N}\right)\left(V e^{i \boldsymbol{\theta} \cdot \mathbf{I}}\right)^{-1}-i\left(V e^{-i \boldsymbol{\theta} \cdot \mathbf{I}}\right) \partial_{M}\left(V e^{i \boldsymbol{\theta} \cdot \mathbf{I}}\right)^{-1}, \tag{3.4.43}
\end{align*}
$$

where the hedgehog like structure relates the spatial rotation to isospin rotation, and so the spatial rotation is expressed by $g_{I}$. Also, the scalar field is transformed into

$$
\begin{equation*}
V \tilde{\phi}(t, x) \rightarrow V \tilde{\phi}\left(t, R_{M N} x^{N}\right)=V e^{i \boldsymbol{\theta} \cdot \mathbf{J}} \tilde{\phi}=V e^{-i \boldsymbol{\theta} \cdot \mathbf{I}} f \psi e^{i \boldsymbol{\theta} \cdot \mathbf{T}} \tilde{\chi}(t), \tag{3.4.44}
\end{equation*}
$$

where $\mathbf{T}=\mathbf{J}+\mathbf{I}$ is the grand spin operator. Therefore, $V$ and $\chi$ have the following transformation properties:

$$
\left\{\begin{array}{c}
V \rightarrow V e^{-i \boldsymbol{\theta} \cdot \mathbf{I}}  \tag{3.4.45}\\
\tilde{\chi} \rightarrow e^{i \boldsymbol{\theta} \cdot \mathbf{T}} \tilde{\chi} .
\end{array}\right.
$$

From the above, after doing the collective rotation, $\tilde{\chi}$ has the spin $1 / 2$ and the isospin 0 . Thus, we should quantize $\tilde{\chi}$ as fermions:

$$
\begin{equation*}
\left\{\tilde{\chi}_{i}, \tilde{\chi}_{j}^{\dagger}\right\}=\tilde{\chi}_{i} \tilde{\chi}_{j}^{\dagger}+\tilde{\chi}_{j}^{\dagger} \tilde{\chi}_{i}=\delta_{i j} . \tag{3.4.46}
\end{equation*}
$$

### 3.4.4 Mass formula

By correcting the term proportional to $1 / \rho^{2}$ in (2.4.77), our Hamiltonian has the same form as in Ref. [12]. Therefore, we perform the same quantization procedure, which leading to the following mass formula,

$$
\begin{align*}
M= & M_{0}+\left(N_{Q}+N_{\bar{Q}}\right) m_{H} \\
& +\sqrt{\frac{(l+1)^{2}}{6}+\frac{2 N_{c}^{2}}{15}\left(1-\frac{40 a \pi^{2} A}{N_{c}}\left(N_{Q}-N_{\bar{Q}}\right)\right)} M_{K K} \\
& +\frac{2\left(n_{\rho}+n_{Z}\right)+2}{\sqrt{6}} M_{K K}, \tag{3.4.47}
\end{align*}
$$

where $M_{0}$ is the instanton mass, $N_{Q / \bar{Q}}$ the number of heavy/anti-heavy mesons. The numerical constant, $A$, is the new term added to the mass formula of Ref. [12] in our analysis.

The spin of a heavy baryon is represented by the sum of the spin of the instantons and havey mesons. The instanton spin and isospin are both $l / 2$ from the hedgehog structure. Also, as mentioned in subsection 2.4.4, when $n_{Z}$ is even or odd, the wave function of $n_{Z}$ has even and odd parities. Note that $\tilde{\phi}=f \psi \tilde{\chi}$ has parity even.

Parameters in or mass are ( $M_{0}, M_{K K}, m, f_{\pi}$ ) and are shown in Table. 3.3. Also, $m$ is determined so that $m_{H}$ is the mass $(D(1870), B(5279))$ of the heavy meson.

The pion decay constant is $f_{\pi}=61.2 \mathrm{MeV}$ which is about $30 \%$ smaller than the experimental value 93.2 MeV [111, 81]. The heavy meson decay constant $f_{H}$ was determined to be $f_{D} / f_{\pi}=1.7$ and $f_{B} / f_{\pi}=1.6$ in the charm and bottom baryon analyses, respectively, with reference to Ref. [111]. For the Kalza-Klein mass, we used $M_{K K}=500 \mathrm{MeV}$, which reproduces the nucleon and $\Delta$ (1232) mass splitting, following Ref. [12]. Having these inputs, there is only one free parameter $M_{0}$ which is fixed to reproduced the mass of $\Lambda_{c}(2286)$. We see that our mass formula differs from Ref. [31] by a term proportional to $A$. This term depends on the heavy meson decay constant $f_{H}$, while there is no such parameter dependence in the mass formula of Ref. [31]. From (3.4.39) with the decay constant values as in Table. 3.3, we find $A=0.078$ for charm and $A=3.7$ for bottom sectors, respectively.

Table 3.3 Parameters in our model.

| $M_{0}(\mathrm{MeV})$ | $M_{K K}(\mathrm{MeV})$ | $m / M_{K K}$ | $m / M_{K K}$ | $f_{\pi} / M_{K K}$ |
| :---: | :---: | :---: | :---: | :---: |
| -572 | 500 | 4.385 | 10.62 | 0.122 |
|  |  | (charm) | (bottom) |  |

Results are summarized in Table. 3.4.
These results have some characteristic properties as follows.

- As in Ref. [12] and Table. 2.3, this mass formula shows degeneracy of the Roper resonance and negative parity resonance, which is consistent with the experimental data in the light flavor sector, while this feature is difficult to explain in the quark model. This feature is also generalized to the hyperon case [112], hence it is an interesting question whether this feature exists when extended to charms and bottoms. Possible candidates are $\Lambda_{c}(2765)$ and $\Lambda_{b}(6072)$, while their spin and parity are to be determined. In particular, since it has been argued that the excitation energy of the Roper resonance is flavor independent, our results are consistent [23] with this context.
- If we expand the mass formula (3.4.47) by $1 / N_{c}$, the mass splitting of $\Lambda_{c}$ and $\Sigma_{c}$ is proportional to $1 / N_{c}$. This splitting is related to the spin-spin interaction, and the $N_{c}$ dependency is consistent to that of the $1 / N_{c}$ expansion scheme.
- Because we have included only the leading terms of $1 / m_{H}$ expansion, we have

Table 3.4 Predictions of our mass formula for the charmed and bottomed baryons in comparison with experimental data where available. Masses of heavy quark doublet, for instance $\Sigma_{c}$ and $\Sigma_{c}^{*}$, are degenerate in the heavy meson limit $m_{H} \rightarrow \infty$.

| $B$ | $I J^{P}$ | $l$ | $n_{\rho}$ | $n_{z}$ | $N_{Q}$ | $N_{\bar{Q}}$ | our model/MeV | exp./MeV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Lambda_{c}$ | $0 \frac{1}{2}^{+}$ | 0 | 0 | 0 | 1 | 0 | [2286] | 2286 |
| $\Sigma_{c}$ | $1 \frac{1}{2}^{+}$ | 2 | 0 | 0 | 1 | 0 | 2523 | 2453 |
|  | $1 \frac{3}{2}^{+}$ | 2 | 0 | 0 | 1 | 0 | 2523 | 2520 |
| $\Lambda_{c}^{*}$ | $0 \frac{1}{2}^{-}$ | 0 | 0 | 1 | 1 | 0 | 2694 | (2595) |
|  | $0 \frac{1}{2}^{+}$ | 0 | 1 | 0 | 1 | 0 | 2694 | (2765) |
| $\Sigma_{c}^{*}$ | $1 \frac{1}{2}^{-}, 1 \frac{3}{2}^{-}$ | 2 | 0 | 1 | 1 | 0 | 2931 | - |
|  | $1 \frac{1}{2}^{+}, 1 \frac{3}{2}^{+}$ | 2 | 1 | 0 | 1 | 0 | 2931 | - |
| $P_{c}$ | $\frac{1}{2} \frac{1}{2}^{-}, \frac{1}{2} \frac{3}{2}^{-}$ | 1 | 0 | 0 | 1 | 1 | 4255 | 4312/4380/4440,4457 |
| $P_{c}^{*}$ | $\frac{1}{2} \frac{1}{2}{ }^{-}, \frac{1}{2} \frac{3}{2}^{-}$ | 1 | 0 | 1 | 1 | 1 | 4664 | - |
|  | $\frac{1}{2} \frac{1}{2}+{ }^{+}, \frac{1}{2}{ }^{+}$ | 1 | 1 | 0 | 1 | 1 | 4664 | - |
| $\Lambda_{b}$ | $0 \frac{1}{2}^{+}$ | 0 | 0 | 0 | 1 | 0 | 5676 | 5620 |
| $\Sigma_{b}$ | $1 \frac{1}{2}^{+}$ | 2 | 0 | 0 | 1 | 0 | 5919 | 5810 |
|  | $1 \frac{3}{2}^{+}$ | 2 | 0 | 0 | 1 | 0 | 5919 | 5830 |
| $\Lambda_{b}^{*}$ | $0 \frac{1}{2}^{-}$ | 0 | 0 | 1 | 1 | 0 | 6084 | 5912 |
|  | $0 \frac{1}{2}^{+}$ | 0 | 1 | 0 | 1 | 0 | 6084 | (6072) |
| $\Sigma_{b}^{*}$ | $1 \frac{1}{2}^{-}, 1 \frac{3}{2}^{-}$ | 2 | 0 | 1 | 1 | 0 | 6327 | - |
|  | $1 \frac{1}{2}^{+}, 1 \frac{3}{2}^{+}$ | 2 | 1 | 0 | 1 | 0 | 6327 | - |
| $P_{b}$ | $\frac{1}{2} \frac{1}{2}{ }^{-}, \frac{1}{2} \frac{3}{2}^{-}$ | 1 | 0 | 0 | 1 | 1 | 11070 | - |
| $P_{b}^{*}$ | $\frac{1}{2} \frac{1}{2}^{-}, \frac{1}{2} \frac{3}{2}^{-}$ | 1 | 0 | 1 | 1 | 1 | 11480 | - |
|  | $\frac{1}{2} \frac{1}{2}^{+}, \frac{1}{2} \frac{3}{2}^{+}$ | 1 | 1 | 0 | 1 | 1 | 11480 | - |

obtained the heavy quark symmetry (HQS) singlet $\Lambda_{c, b}\left(0 \frac{1}{2}^{+}\right)$and the degenerate doublet $\Sigma_{c, b}\left(1 \frac{1}{2}^{+}, 1 \frac{3}{2}^{+}\right)$. On the other hand, the lowest $\Lambda_{c, b}\left(0 \frac{1}{2}^{-}\right)$and $\Lambda_{c, b}\left(0 \frac{3}{2}^{-}\right)$, which correspond to $\lambda$ mode in a quark model, do not exist in the present model. This is because the present analysis considers only instanton excitations, which in terms of the quark model is related to the $\rho$ mode. The negative parity lowest mode $\Lambda_{c, b}\left(0 \frac{1}{2}^{-}\right)$and $\Lambda_{c, b}\left(0 \frac{3}{2}^{-}\right)$corresponding to $\lambda$ mode
should be described by considering the bound state of the instanton as a nucleon and the second lowest eigenmode of the mode expansion (3.4.22). These are future work.

- Empirically, the mass splitting of $\Lambda_{c}$ and $\Lambda_{c}^{*}$ is about twice larger than that of $\Lambda_{c}$ and $\Sigma_{c}$. In the present study, the value of $A$ plays an important role to make this order of baryon masses. In particular, for $\Delta_{\Sigma_{c}-\Lambda_{c}} \equiv M\left(\Sigma_{c}\right)-M\left(\Lambda_{c}\right)$ and $\Delta_{\Lambda_{c}^{*}-\Lambda_{c}} \equiv M\left(\Lambda_{c}^{*}\right)-M\left(\Lambda_{c}\right)$, we have $\Delta_{\Sigma_{c}-\Lambda_{c}}<\Delta_{\Lambda_{c}^{*}-\Lambda_{c}}$ in accordance with the experimental data, while the formula in Ref. [31] results in the reversed relation. Let $B$ be

$$
\begin{equation*}
B=1-\frac{40 a \pi^{2} A}{N_{c}} . \tag{3.4.48}
\end{equation*}
$$

For $B=0$, we find $\Delta_{\Sigma_{c}-\Lambda_{c}}=\Delta_{\Lambda_{c}^{*}-\Lambda_{c}}$. As $A$ becomes smaller (i.e. $B$ becomes larger), $\Delta_{\Sigma_{c}-\Lambda_{c}}$ becomes larger, and at some point, $\Delta_{\Lambda_{c}^{*}-\Lambda_{c}}$ equals $2 \Delta_{\Sigma_{c}-\Lambda_{c}}$. Recently, in Ref. [33], they have realized the same mass ordering as ours by the correction to the mass formula of Ref. [31], as a result of their analysis of the subleading term up to $1 / m_{H}$.

- Our mass formula can also predict the recently reported $P_{c}(4312 / 4380 / 4440,4457)$ states. Similarly, we predict the masses of the hidden bottomed pentaquark states, which have not yet been observed (denoted as $P_{b}$ in this paper). However, due to the instanton hedgehog structure, our mass formula cannot generate $\frac{1}{2} \frac{5}{2}{ }^{+}$.


### 3.4.5 Conclusion

In this section we discuss how to analyze the heavy baryon by the Sakai-Sugimoto model and derive the mass formula. We describe the heavy baryon as a bound state of instantons and heavy mesons corresponding to nucleons by interpreting the extradimensional component of the gauge field as a heavy meson, which was ignored in Ref. [10]. The heavy baryon is described as the bound state of the instanton and heavy meson corresponding to the nucleon. In this process, we obtained the action consisting of the light meson and heavy meson fields that form the instanton by using the Forgács-Manton method $[104,105]$ as a method of dimensional reduction while keeping the extra dimensional component of the gauge field corresponding to the heavy meson. To obtain the mass formula, we introduced a new collective coordinate
for the vibrations of the heavy meson and performed the quantization of the system according to the method of collective coordinate quantization. When quantizing our model, as in Ref. [57], heavy mesons behave as heavy quarks, which was referred to as transmutation of quantum numbers in the intrinsic frame of the hedgehog instanton [31]. Finally, we compared the obtained mass spectra with the experimental data and confirmed that our results are consistent with the experiments.

In our model, we have considered the limit of the large $N_{c}$ and the t'Hooft coupling $\lambda$ as in [12], and also took the limit of large $m_{H}$. We have treated the only leading terms of $1 / m_{H}$, so we have obtained the HQS singlet $\Lambda_{c, b}\left(0 \frac{1}{2}^{+}\right)$and the doublet $\Sigma_{c, b}\left(1 \frac{1}{2}^{+}, 1 \frac{3}{2}^{+}\right)$. Also, our mass formula has yielded the degenerate Roper like and odd parity excitations. Moreover, we have realized the mass ordering $\Delta_{\Sigma_{c}-\Lambda_{c}}<\Delta_{\Lambda_{c}^{*}-\Lambda_{c}}$, which is failed to reproduce in Ref. [28] in accordance with the experimental data. Furthermore, our model has hidden charmed pentaquark states $P_{c}(4312 / 4380 / 4440,4457)$ reported recently $[113,114]$. Similarly, we have predicted the masses of hidden bottomed pentaquark states not yet observed.

As a further development, the analysis performed for nucleon resonance in section 4.3 may be applied to heavy baryons. The Forgács-Manton method [104] used in this study may also be applied to the study of neutron stars with hyperons. Our recent work has shown that this method can be useful in considering ansatz for introducing $s$ quarks in the study of neutron stars by holographic QCD. This is another interesting future work.

## Chapter 4.

## Properties of nucleon resonances

In this chapter, we use the Sakai-Sugimoto model to calculate the electromagnetic transition amplitudes and decay widths of several low-lying nucleon excited states. These observables strongly reflect the internal structure of hadrons, leading to a further understanding of the properties of hadron resonances and a deeper understanding of low-energy QCD. In particular, since the Sakai-Sugimoto model represents hadron resonances by utilizing the geometry of extra dimensions, it is useful to investigate the dynamical properties in order to verify the validity of this picture.

First, in the next section, we define the chiral current. In the Sakai-Sugimoto model, the current has been defined from two points of view. Therefore, we discuss these points and review two definitions. After that, in section 4.2, we will explain the analysis of static properties of nucleons, and finally, in section 4.3, we will introduce our recent works on the analysis of dynamical properties of nucleon resonances.

### 4.1 The definition of the chiral current in the Sakai-Sugimoto model

In order to investigate the dynamical properties of nucleon resonances, it is necessary to define the chiral current. In the Sakai-Sugimoto model, the chiral current is defined using the GKP-Witten relation. However, because this method defines the chiral current in the boundary of the bulk theory, the matrix element of the current by baryon states vanishes in the case where there is a BPST instanton solution (baryon) with $\mathrm{SO}(4)$ symmetry in a four-dimensional space. This is attributed to the fact that
by procesure of the $1 / \lambda$ expansion, we ignore the effects of the warp factors $h(z)$ and $k(z)$, and obtain the classical solution. Therefore, taking into account the effect of the warp factor, we determine the asymptotic behavior of the soliton solution to allow the calculation of well-defined currents. Alternatively, by considering the bulk theory as a five-dimensional hadron effective theory, we can have another definition of currents. The former is a proper method from the viewpoint of AdS/CFT correspondence, which has been confirmed to explain the nucleon properties well [16]. On the other hand, the latter method, which also reproduce the nucleon properties well [13], has an unclear connection with the AdS/CFT correspondence. However, considering that the five-dimensional hadron model proposed in Ref. [77] leads to the same action as the Sakai-Sugimoto model, the bulk theory of the Sakai-Sugimoto model is expected to work as a hadron effective theory, which ensures the validity of the latter current.

### 4.1.1 The chiral current in the GKP-Witten relation

## The GKP-Witten relation

The GKP-Witten relation regards the field in the bulk as external fields of the gauge theory existing at its boundary and allows the analysis of physical quantities coupled to it $[115,116]$. Here, we defined the external fields as follow;

$$
\begin{equation*}
\mathcal{A}_{\alpha}\left(x^{\mu}, z\right)=\mathcal{A}_{\alpha}^{c l}\left(x^{\mu}, z\right)+\delta \mathcal{A}_{\alpha}\left(x^{\mu}, z\right) \tag{4.1.1}
\end{equation*}
$$

which are related to the left and right gauge fields in the four dimensional space at $z \rightarrow \pm \infty$,

$$
\begin{aligned}
\delta \mathcal{A}_{\mu}\left(x^{\nu}, z \rightarrow+\infty\right) & =\mathcal{A}_{L \mu}\left(x^{\nu}\right), \\
\delta \mathcal{A}_{\mu}\left(x^{\nu}, z \rightarrow-\infty\right) & =\mathcal{A}_{R \mu}\left(x^{\nu}\right) .
\end{aligned}
$$

Substituting this field into the action, the coefficients of the first order in $\mathcal{A}_{L \mu}, \mathcal{A}_{R \mu}$ is identified with the left and right currents $\mathcal{J}_{L}^{\mu}, \mathcal{J}_{R}^{\mu}$ with the sign properly taken into account,

$$
\begin{align*}
& \kappa \int d^{4} x\left[2 \operatorname{tr}\left(\delta \mathcal{A}^{\mu} k(z) \mathcal{F}_{\mu z}^{c l}\right)\right]_{z=-\infty}^{z=+\infty}, \\
& =-2 \int d^{4} x \operatorname{tr}\left(\mathcal{A}_{L \mu} \mathcal{J}_{L}^{\mu}+\mathcal{A}_{R \mu} \mathcal{J}_{R}^{\mu}\right) \tag{4.1.2}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{J}_{L}^{\mu} & =-\left.\kappa\left(k(z) \mathcal{F}_{\mu z}^{c l}\right)\right|_{z=+\infty} \\
\mathcal{J}_{R}^{\mu} & =+\left.\kappa\left(k(z) \mathcal{F}_{\mu z}^{c l}\right)\right|_{z=-\infty} \tag{4.1.3}
\end{align*}
$$

The vector and axial-vector currents are then obtained by

$$
\begin{align*}
& \mathcal{J}_{V}^{\mu}=\mathcal{J}_{L}^{\mu}+\mathcal{J}_{R}^{\mu}=-\kappa\left[k(z) \mathcal{F}_{\mu z}^{c l}\right]_{z=-\infty}^{z=+\infty} \\
& \mathcal{J}_{A}^{\mu}=\mathcal{J}_{L}^{\mu}-\mathcal{J}_{R}^{\mu}=-\kappa\left[\psi_{0}(z) k(z) \mathcal{F}_{\mu z}^{c l}\right]_{z=-\infty}^{z=+\infty} \tag{4.1.4}
\end{align*}
$$

with $\psi_{0}(z)=(2 / \pi) \arctan z$.
The baryon number current is defined as

$$
\begin{equation*}
J_{B}^{\mu}=\frac{2}{N_{c}} \hat{J}_{V}^{\mu}=-\frac{2}{N_{c}} \kappa\left[k(z) \hat{F}^{\mu z}\right]_{z=-\infty}^{z=+\infty} . \tag{4.1.5}
\end{equation*}
$$

Then, baryon number density is given by

$$
\begin{equation*}
J_{B}^{0}=\frac{2}{N_{c}} \hat{J}_{V}^{\mu}=-\frac{2}{N_{c}} \kappa\left[k(z) \hat{F}^{0 z}\right]_{z=-\infty}^{z=+\infty}=-\frac{2}{N_{c}} \kappa \int d z \partial_{z}\left(k(z) \hat{F}^{0 z}\right) . \tag{4.1.6}
\end{equation*}
$$

Here, by using equation of motion, it becomes

$$
\begin{equation*}
J_{B}^{0}=-\frac{1}{64 \pi^{2}} \int d z \epsilon^{0 M N P Q} F_{M N}^{a} F_{P Q}^{a}+(\text { total derivative }) \tag{4.1.7}
\end{equation*}
$$

Furthermore, integrating this in space, it coincides with the instanton number, as expected.

In the following, we will derive the four-dimensional effective action including the external field by mode expansion and see how $\mathcal{J}_{V, \mu}$ and $\mathcal{J}_{A, \mu}$ are written by the meson field, which is a component of this action. By using $\mathcal{V}_{V / A, \mu}=\mathcal{A}_{L, \mu} \pm \mathcal{A}_{R, \mu}$, this effective action is written as

$$
\begin{equation*}
\left.S\right|_{\mathcal{O}\left(\mathcal{A}_{L}, \mathcal{A}_{R}\right)}=-2 \int d^{4} x \operatorname{tr}\left(\mathcal{V}_{V, \mu} \mathcal{J}_{V}^{\mu}+\mathcal{V}_{A, \mu} \mathcal{J}_{A}^{\mu}\right) \tag{4.1.8}
\end{equation*}
$$

Now, as in (2.3.29), we perform the mode expansion of the gauge fields as

$$
\begin{align*}
& \mathcal{A}_{\mu}(x, z)=\sum_{n=1}^{\infty} v_{\mu}^{n}(x) \psi_{2 n-1}(z)+\sum_{n=1}^{\infty} a_{\mu}^{n}(x) \psi_{2 n}(z)  \tag{4.1.9}\\
& \mathcal{A}_{z}(x, z)=\Pi(x) \phi_{0}(z) \tag{4.1.10}
\end{align*}
$$

then substitute it into the action to get the 4-dimensional action

$$
\begin{equation*}
\left.S\right|_{\mathcal{O}\left(\mathcal{A}_{L}, \mathcal{A}_{R}\right)}=\int d^{4} x 2 \operatorname{tr}\left(\mathcal{V}_{V, \mu} \sum_{n=1}^{\infty} g_{v^{n}} v_{\mu}^{n}+\mathcal{V}_{A, \mu}\left(\sum_{n=1}^{\infty} g_{a^{n}} a_{\mu}^{n}+f_{\pi} \partial_{\mu} \Pi\right)\right) \tag{4.1.11}
\end{equation*}
$$

where $f_{\pi}$ is the pion decay constant and $g_{v^{n}}$ and $g_{a^{n}}$ the decay constant of the vector and axial vector meson, respectively, giving as

$$
\begin{equation*}
f_{\pi}=2 \sqrt{\frac{\kappa}{\pi}}, g_{v^{n}}=-\left.2 \kappa\left(k(z) \partial_{z} \psi_{2 n-1}\right)\right|_{z=+\infty}, g_{a^{n}}=-\left.2 \kappa\left(k(z) \partial_{z} \psi_{2 n}\right)\right|_{z=-\infty} \tag{4.1.12}
\end{equation*}
$$

It should be emphasized that in the Sakai-Sugimoto model, these constants are not parameters but quantities determined by the functions $\psi_{n}(z)$ of the complete system and the warp factor $h(z), k(z)$, which reflects the QCD information. For later use, the following expressions are also given;

$$
\begin{equation*}
g_{v^{n}}=\lambda_{2 n-1} \kappa \int d z h(z) \psi_{2 n-1}, g_{a^{n}}=\lambda_{2 n} \kappa \int d z h(z) \psi_{2 n} \psi_{0} \tag{4.1.13}
\end{equation*}
$$

From this action, by reading $\mathcal{J}_{V, \mu}$ and $\mathcal{J}_{A, \mu}$, we obtain the following expression,

$$
\begin{equation*}
\mathcal{J}_{V, \mu}=-\sum_{n=1}^{\infty} g_{v^{n}} v_{\mu}^{n}, \mathcal{J}_{A, \mu}=-f_{\pi} \partial_{\mu} \Pi-\sum_{n=1}^{\infty} g_{a^{n}} a_{\mu}^{n} \tag{4.1.14}
\end{equation*}
$$

which show that vector currents are denoted by vector mesons only, indicating vector meson dominance.

## The asymptotic behavior of the instanton solutions

The above current defined by $z \rightarrow \infty$ vanishes when the BPST instanton solution with $\mathrm{SO}(4)$ symmetry is substituted. This is because the effect of the warp factor in the $z$ direction is neglected to solve the classical solutions at the large $\lambda$ limit. Therefore, in the following, we will consider asymptotic behavior in $z \rightarrow \infty$ of the instanton solution.

We will determine the asymptotic behavior of the soliton solution, which allows to evaluate a well-defined of the $U\left(N_{f}\right)_{L} \times U\left(N_{f}\right)_{R}$ chiral symmetry. Without $1 / \lambda$
expansion, the equations of motion are

$$
\begin{align*}
2 \kappa\left[\mathcal{D}_{\nu}\left(h(z) \mathcal{F}^{\nu \mu}\right)+\mathcal{D}_{z}\left(k(z) \mathcal{F}^{z \mu}\right)\right]+\frac{N_{c}}{32 \pi^{2}} \epsilon^{\mu N P Q R} \mathcal{F}_{N P} \mathcal{F}_{Q R} & =0,  \tag{4.1.15}\\
2 \kappa \mathcal{D}_{\mu}\left(k(z) \mathcal{F}^{\mu z}\right)+\frac{N_{c}}{32 \pi^{2}} \epsilon^{\mu \nu \rho \sigma} \mathcal{F}_{\mu \nu} \mathcal{F}_{\rho \sigma} & =0, \tag{4.1.16}
\end{align*}
$$

with $N, P, Q, R=0,1,2,3, z$. Let us consider time-dependent gauge configuration in the moduli space. We have already discussed in section 2.4.2, we can give a time dependence to the classical solutions of the gauge field as follows;

$$
\begin{equation*}
A_{M}=V A_{M}^{\mathrm{cl}} V^{-1}-i V \partial_{M} V^{-1} \tag{4.1.17}
\end{equation*}
$$

where $V$ and $W$ are related as

$$
\begin{equation*}
\Phi \equiv W^{-1} \Delta A_{0} W-i W^{-1} \dot{W}=-i V^{-1} \dot{V} \tag{4.1.18}
\end{equation*}
$$

In the following transformation of the equation, this notation is more convenient, so we will use $V(t, \vec{x}, z)$. Here, it is useful to perform the following gauge transformation;

$$
\begin{equation*}
A_{\alpha} \rightarrow A_{\alpha}^{G} \equiv G A_{\alpha} G^{-1}-i G \partial_{\alpha} G^{-1} \tag{4.1.19}
\end{equation*}
$$

with $G=W g^{-1} V^{-1}$. Then, the gauge fields are

$$
\begin{align*}
& A_{0}^{G}=-i(1-f(\xi)) W \dot{W}^{-1}+i(1-f(\xi)) \dot{X}^{M} W\left(g^{-1} \partial_{M} g\right) W^{-1}  \tag{4.1.20}\\
& A_{M}^{G}=-i(1-f(\xi)) W\left(g^{-1} \partial_{M} g\right) W^{-1} \tag{4.1.21}
\end{align*}
$$

where this choice of gauge is helpful in considering asymptotic behavior.
Now, we treat the $U(1)$ part as a perturbation under the background of the gauge configuration of the $S U(2)$ instanton with asymptotic behavior. The leading contribution to the $U(1)$ part is obtained by solving the following linearized equation of motion.

$$
\begin{align*}
& \partial_{M} \partial^{M} \hat{A}^{0}=\frac{3}{\pi^{2} a \lambda} \frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{4}}  \tag{4.1.22}\\
& \partial_{M} \partial^{M} \hat{A}^{i}=\frac{3}{\pi^{2} a \lambda} \frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{4}}\left(\dot{X}^{i}+\frac{\chi^{a}}{2}\left(\epsilon^{i a j} x^{j}-\delta^{i a} z\right)+\frac{\dot{\rho} x^{i}}{\rho}\right)  \tag{4.1.23}\\
& \partial_{M} \partial^{M} \hat{A}_{z}=\frac{3}{\pi^{2} a \lambda} \frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{4}}\left(\dot{Z}+\frac{\chi^{a} x^{a}}{2}+\frac{\dot{\rho} z}{\rho}\right) \tag{4.1.24}
\end{align*}
$$

Here we have substituted (4.1.20) and (4.1.21) into the equations of motion for (4.1.15) and (4.1.16) with the warp factors $k(z)=h(z)=1$. We also neglected the terms
involving $\partial_{0}^{2}$ because we are interested in slowly moving solitons. The regular solution is found as follows.

$$
\begin{align*}
& \hat{A}_{0}=\frac{1}{8 \pi^{2} a \lambda} \frac{1}{\xi^{2}}\left[1-\frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\right]=\frac{1}{8 \pi^{2} a \lambda} \frac{\xi^{2}+2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}}  \tag{4.1.25}\\
& \hat{A}_{i}=-\frac{1}{8 \pi^{2} a \lambda}\left[\frac{\xi^{2}+2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}} \dot{X}^{i}+\frac{\rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\left(\frac{\chi^{a}}{2}\left(\epsilon^{i a j} x^{j}-\delta^{i a} z\right)+\frac{\dot{\rho} x^{i}}{\rho}\right)\right]  \tag{4.1.26}\\
& \hat{A}_{z}=-\frac{1}{8 \pi^{2} a \lambda}\left[\frac{\xi^{2}+2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}} \dot{Z}+\frac{\rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\left(\frac{\chi^{a} x^{a}}{2}+\frac{\dot{\rho} z}{\rho}\right)\right] \tag{4.1.27}
\end{align*}
$$

The solutoins (4.1.26) and (4.1.27) were ignored when obtaining the mass formula because they are subleading in the $1 / \lambda$ expansion but kept here because they are leading contributions to the $U(1)$ current.

So far we have considered solutions valid in the $\xi \ll 1$ region. Now we consider how to find solutions in the region of $1 \ll \xi$. The key observation is that all components of the gauge field are suppressed in the $\rho \ll \xi \ll 1$ region in the large $\lambda$ limit. This implies that the nonlinear terms in the equations of motion can be neglected. Thus, our strategy is to find a solution to the linearized equation of motion in the $\rho \ll \xi$ region and smoothly connect it to the previous solution in the overlapping region $\rho \ll \xi \ll 1$ (much larger than $\rho$ but much smaller than 1 ). At $\rho \ll \xi \ll 1$, considering

$$
\begin{equation*}
\frac{1}{8 \pi^{2} a \lambda} \frac{\xi^{2}+2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}} \rightarrow \frac{1}{2 a \lambda} \frac{1}{4 \pi^{2}} \frac{1}{\xi^{2}} \tag{4.1.28}
\end{equation*}
$$

the gauge field can be approximated as follows;

$$
\begin{align*}
& \hat{A}_{0} \simeq-\frac{1}{2 a \lambda} G^{\text {flat }}(\vec{x}, z ; \vec{X}, Z)  \tag{4.1.29}\\
& \hat{A}_{i} \simeq \frac{1}{2 a \lambda}\left[\dot{X}^{i}+\frac{\rho^{2}}{2}\left\{\frac{\chi^{a}}{2}\left(\epsilon^{i a j} \frac{\partial}{\partial X^{j}}-\delta^{i a} \frac{\partial}{\partial Z}\right)+\frac{\dot{\rho}}{\rho} \frac{\partial}{\partial X^{i}}\right\}\right] G^{\text {flat }}(\vec{x}, z ; \vec{X}, Z)  \tag{4.1.30}\\
& \hat{A}_{z} \simeq \frac{1}{2 a \lambda}\left[\dot{Z}+\frac{\rho^{2}}{2}\left(\frac{\chi^{a}}{2} \frac{\partial}{\partial X^{a}}+\frac{\dot{\rho}}{\rho} \frac{\partial}{\partial Z}\right)\right] G^{\text {flat }}(\vec{x}, z ; \vec{X}, Z)  \tag{4.1.31}\\
& A_{0}^{G} \simeq 4 \pi^{2} \rho^{2} i W \dot{W}^{-1} G^{\text {fat }}(\vec{x}, z ; \vec{X}, Z) \\
&+2 \pi^{2} \rho^{2} W \tau^{a} W^{-1}\left(\dot{X}^{i}\left(\epsilon_{i a j} \frac{\partial}{\partial X^{j}}-\delta^{a i} \frac{\partial}{\partial Z}\right)+\dot{Z} \frac{\partial}{\partial X^{a}}\right) G^{\text {flat }}(\vec{x}, z ; \vec{X}, Z)  \tag{4.1.32}\\
& A_{i}^{G} \simeq 2 \pi^{2} \rho^{2}\left(W \tau^{i} W^{-1} \frac{\partial}{\partial Z}+\epsilon_{i j a} W \tau^{a} W^{-1} \frac{\partial}{\partial X^{j}}\right) G^{\text {flat }}(\vec{x}, z ; \vec{X}, Z)  \tag{4.1.33}\\
& A_{z}^{G} \simeq-2 \pi^{2} \rho^{2} W \tau^{a} W^{-1} \frac{\partial}{\partial X^{a}} G^{\text {flat }}(\vec{x}, z ; \vec{X}, Z), \tag{4.1.34}
\end{align*}
$$

where the function,

$$
\begin{equation*}
G^{\mathrm{flat}}(\vec{x}, z ; \vec{X}, Z)=-\frac{1}{4 \pi^{2} \xi^{2}} \tag{4.1.35}
\end{equation*}
$$

is the Green's function in the flat $\mathbb{R}^{4}$, which satisfy

$$
\begin{equation*}
\partial_{M} \partial^{M} G^{\text {flat }}(\vec{x}, z ; \vec{X}, Z)=\delta^{3}(\vec{x}-\vec{X}) \delta(z-Z) \tag{4.1.36}
\end{equation*}
$$

We can verify that, as expected, these gauge configurations also satisfy the nonsourced and linearized YM equations and the gauge condition;

$$
\begin{array}{r}
\partial_{\beta} \hat{F}^{\alpha \beta}=\left.\partial_{\beta} F^{\alpha \beta}\right|_{\text {linear }}=0 \\
\partial^{\alpha} \hat{A}_{\alpha}=0, \quad \partial^{\alpha} A_{\alpha}^{G}=0 . \tag{4.1.38}
\end{array}
$$

In order to connect the solution to the large $\xi$ region, we have to consider the effect of the curved background. In this region, we only need to generalize (4.1.37) and (4.1.38) to the case of nontrivial warp factors as follows,

$$
\begin{align*}
h(z) \partial_{\mu}^{2} \hat{A}_{i}+\partial_{z}\left(k(z) \partial_{z} \hat{A}_{i}\right) & =0, \quad \partial_{\mu}^{2} \hat{A}_{z}+\partial_{z}\left(h(z)^{-1} \partial_{z}\left(k(z) \hat{A}_{z}\right)\right)=0,  \tag{4.1.39}\\
h(z) \partial_{\mu}^{2} A_{i}^{G}+\partial_{z}\left(k(z) \partial_{z} A_{i}^{G}\right) & =0, \quad \partial_{\mu}^{2} A_{z}^{G}+\partial_{z}\left(h(z)^{-1} \partial_{z}\left(k(z) A_{z}^{G}\right)\right)=0,  \tag{4.1.40}\\
h(z) \partial^{\mu} \hat{A}_{\mu}+\partial_{z}\left(k(z) \hat{A}_{z}\right) & =0, \quad h(z) \partial^{\mu} A_{\mu}^{G}+\partial_{z}\left(k(z) A_{z}^{G}\right)=0, \tag{4.1.41}
\end{align*}
$$

where, in this case, all gauge field components are suppressed again, so the nonlinear terms can be neglected. To solve this, we need to define two Green's functuons in the curved space,

$$
\begin{align*}
G(\vec{x}, z ; \vec{X}, Z) & =\kappa \sum_{n=1}^{\infty} \psi_{n}(z) \psi_{n}(Z) Y_{n}(|\vec{x}-\vec{X}|)  \tag{4.1.42}\\
H(\vec{x}, z ; \vec{X}, Z) & =\kappa \sum_{n=0}^{\infty} \phi_{n}(z) \phi_{n}(Z) Y_{n}(|\vec{x}-\vec{X}|), \tag{4.1.43}
\end{align*}
$$

where the $\psi_{n}(z)$ and $\phi_{n}(z)$ are the complete sets defined in the mode expansion, and $Y_{n}(r)$ is the Yukawa potential with meson mass $m_{n}=\sqrt{\lambda_{n}}$,

$$
\begin{equation*}
Y_{n}(r)=-\frac{1}{4 \pi} \frac{e^{-\sqrt{\lambda_{n}} r}}{r} \tag{4.1.44}
\end{equation*}
$$

which satisfy

$$
\begin{equation*}
\left(\partial_{i}^{2}-\lambda_{n}\right) Y_{n}(|\vec{x}-\vec{X}|)=\delta^{3}(\vec{x}-\vec{X}) . \tag{4.1.45}
\end{equation*}
$$

Here, It is no coincidence that the complete sets of mode expansions were used here. Recalling that the discussion of mode expansion also dropped the nonlinear terms (section 2.3.2), it is easy to see that (4.1.39) and (4.1.40) is, for instance,

$$
\begin{align*}
& h(z) \partial_{\mu}^{2}\left(\psi_{n} Y_{n}\right)+\partial_{z}\left(k(z) \partial_{z}\left(\psi_{n} Y_{n}\right)\right)=0  \tag{4.1.46}\\
& \rightarrow \psi_{n} \partial_{\mu}^{2} Y_{n}+h(z)^{-1} \partial_{z}\left(k(z) \partial_{z} \psi_{n}\right) Y_{n}=0  \tag{4.1.47}\\
& \rightarrow \psi_{n}\left(\partial_{\mu}^{2}-\lambda_{n}\right) Y_{n}=0 . \tag{4.1.48}
\end{align*}
$$

Using (2.3.17) and (4.1.45), one can easily verify

$$
\begin{align*}
& h(z) \partial_{i}^{2} G+\partial_{z}\left(k(z) \partial_{z} G\right)=\delta^{3}(\vec{x}-\vec{X}) \delta(z-Z),  \tag{4.1.49}\\
& \partial_{i}^{2} H+\partial_{z}\left(h(z)^{-1} \partial_{z}(k(z) H)\right)=k(z)^{-1} \delta^{3}(\vec{x}-\vec{X}) \delta(z-Z),  \tag{4.1.50}\\
& \partial_{z}(k(z) H)+h(z) \partial_{Z} G=0, \tag{4.1.51}
\end{align*}
$$

where we used the condition

$$
\begin{equation*}
\kappa h(z) \sum_{n=1}^{\infty} \psi_{n}(z) \psi_{n}(Z)=\delta(z-Z), \quad \kappa k(z) \sum_{n=1}^{\infty} \phi_{n}(z) \phi_{n}(Z)=\delta(z-Z) \tag{4.1.52}
\end{equation*}
$$

for the complete system. This condition ensure normalized orthogonality of the eigenfunctions for $\psi_{m}$ and $\phi_{m}$, as follow,

$$
\begin{align*}
\int d z \psi_{m}(z) \delta(z-Z)=\psi_{m}(Z) & =\sum_{n=1}^{\infty} \int d z \kappa h(z) \psi_{m}(z) \psi_{n}(z) \psi_{n}(Z) \\
& =\sum_{n=1}^{\infty} \delta_{n m} \psi_{n}(Z)  \tag{4.1.53}\\
\int d z \phi_{m}(z) \delta(z-Z)=\phi_{m}(Z) & =\sum_{n=1}^{\infty} \kappa \int d z k(z) \phi_{m}(z) \phi_{n}(z) \phi_{n}(Z) \\
& =\sum_{n=1}^{\infty} \delta_{n m} \phi_{n}(Z) . \tag{4.1.54}
\end{align*}
$$

Thus, the completeness condition (4.1.52) can also be used in the case where n is a sum of even numbers or odd numbers only, where we will use these conditions later.

From the above, the solution is given as

$$
\begin{align*}
\hat{A}_{0}= & -\frac{1}{2 a \lambda} G(\vec{x}, z ; \vec{X}, Z), \\
\hat{A}_{i}= & \frac{1}{2 a \lambda}\left[\dot{X}^{i}+\frac{\rho^{2}}{2}\left(\frac{\chi^{a}}{2}\left(\epsilon^{i a j} \frac{\partial}{\partial X^{j}}-\delta^{i a} \frac{\partial}{\partial Z}\right)+\frac{\dot{\rho}}{\rho} \frac{\partial}{\partial X^{i}}\right)\right] G(\vec{x}, z ; \vec{X}, Z), \\
\hat{A}_{z}= & \frac{1}{2 a \lambda}\left[\dot{Z}+\frac{\rho^{2}}{2}\left(\frac{\chi^{a}}{2} \frac{\partial}{\partial X^{a}}+\frac{\dot{\rho}}{\rho} \frac{\partial}{\partial Z}\right)\right] H(\vec{x}, z ; \vec{X}, Z)  \tag{4.1.55}\\
A_{0}= & 4 \pi^{2} \rho^{2} i W \dot{W}^{-1} G(\vec{x}, z ; \vec{X}, Z) \\
& +2 \pi^{2} \rho^{2} W \tau^{a} W^{-1}\left(\dot{X}^{i}\left(\epsilon^{i a j} \frac{\partial}{\partial X^{j}}-\delta^{i a} \frac{\partial}{\partial Z}\right)+\dot{Z} \frac{\partial}{\partial X^{a}}\right) G(\vec{x}, z ; \vec{X}, Z), \\
A_{i}= & -2 \pi^{2} \rho^{2} W \tau^{a} W^{-1}\left(\epsilon^{i a j} \frac{\partial}{\partial X^{j}}-\delta^{i a} \frac{\partial}{\partial Z}\right) G(\vec{x}, z ; \vec{X}, Z), \\
A_{z}= & -2 \pi^{2} \rho^{2} W \tau^{a} W^{-1} \frac{\partial}{\partial X^{a}} H(\vec{x}, z ; \vec{X}, Z), \tag{4.1.56}
\end{align*}
$$

where the index $i$ runs $1-3$.

## The chiral current

We substitute the classical solution into the definition of above chiral current. In the following calculations, since we consider wave functions in low-lying states, $Z$ can be considered as $Z \sim \mathcal{O}\left(\lambda^{-1 / 2} N_{c}^{-1 / 2}\right) \gg 1$, from which we can approximate that $h(Z)=k(Z)=1$. The eigenvalue equation satisfied by the complete sets $\psi_{n}(z)$ of mode expansions is then approximated by

$$
\begin{equation*}
-\partial_{Z}^{2} \psi_{n}(Z) \simeq \lambda_{n} \psi_{n}(Z) \tag{4.1.57}
\end{equation*}
$$

Using this and (4.1.51), the following approximation holds;

$$
\begin{equation*}
\partial_{Z} H+\partial_{z} G \simeq 0,\left(\partial_{i}^{2}+\partial_{Z}^{2}\right) G \simeq 0,\left(\partial_{i}^{2}+\partial_{Z}^{2}\right) H \simeq 0 \tag{4.1.58}
\end{equation*}
$$

By taking this approximation into account, the field strength is given as

$$
\begin{align*}
& \hat{F}_{i z} \simeq \frac{1}{2 a \lambda}\left[\dot{Z} \partial_{i} H-\dot{X}^{i} \partial_{z} G-\frac{\rho^{2} \chi^{a}}{4}\left(\left(\partial_{i} \partial_{a}-\delta^{i a} \partial_{j}^{2}\right) H-\epsilon^{i a j} \partial_{j} \partial_{z} G\right)\right]  \tag{4.1.59}\\
& F_{0 z} \simeq 2 \pi^{2} \partial_{0}\left(\rho^{2} W \tau^{a} W^{-1}\right) \partial_{a} H-4 \pi^{2} \rho^{2} i W \dot{W}^{-1} \partial_{z} G \\
&-2 \pi^{2} \rho^{2} W \tau^{a} W^{-1} \dot{X}^{i}\left(\left(\partial_{i} \partial_{a}-\delta^{i a} \partial_{j}^{2}\right) H-\epsilon^{i a j} \partial_{j} \partial_{z} G\right)  \tag{4.1.60}\\
& F_{i z} \simeq 2 \pi^{2} \rho^{2} W \tau^{a} W^{-1}\left(\left(\partial_{i} \partial_{a}-\delta^{i a} \partial_{j}^{2}\right) H-\epsilon^{i a j} \partial_{j} \partial_{z} G\right) . \tag{4.1.61}
\end{align*}
$$

With (4.1.13), $G^{V / A}(Z, r), H^{V / A}(Z, r)$ are defined by

$$
\begin{align*}
& G^{V}(Z, r)=\left[k(z) \partial_{z} G\right]_{z=-\infty}^{z=+\infty}=-\sum_{n=1}^{\infty} g_{v^{n}} \psi_{2 n-1}(Z) Y_{2 n-1}(r)  \tag{4.1.62}\\
& G^{A}(Z, r)=\left[\psi_{0}(z) k(z) \partial_{z} G\right]_{z=-\infty}^{z=+\infty}=-\sum_{n=1}^{\infty} g_{a^{n}} \psi_{2 n}(Z) Y_{2 n}(r)  \tag{4.1.63}\\
& H^{V}(Z, r)=[k(z) H]_{z=-\infty}^{z=+\infty}=-\sum_{n=1}^{\infty} \frac{g_{v^{n}}}{\lambda_{2 n-1}} \partial_{Z} \psi_{2 n-1}(Z) Y_{2 n}(r)  \tag{4.1.64}\\
& H^{A}(Z, r)=\left[\psi_{0}(z) k(z) H\right]_{z=-\infty}^{z=+\infty}=-\frac{1}{2 \pi^{2}} \frac{1}{k(Z)} \frac{1}{r}-\sum_{n=1}^{\infty} \frac{g_{a^{n}}}{\lambda_{2 n}} \partial_{Z} \psi_{2 n}(Z) Y_{2 n}(r) . \tag{4.1.65}
\end{align*}
$$

From these, The vector and the axial vector current are obtained as follow;

$$
\begin{align*}
\hat{J}_{V, A}^{0}= & \frac{N_{c}}{2} G^{V, A}  \tag{4.1.66}\\
\hat{J}_{V, A}^{i}= & -\frac{N_{c}}{2}\left[\dot{Z} \partial_{i} H^{V, A}-\dot{X}^{i} G^{V, A}-\frac{\rho^{2} \chi^{a}}{4}\left(\left(\partial_{a} \partial_{i}-\delta^{i a} \partial_{j}^{2}\right) H^{V, A}-\epsilon^{i a j} \partial_{j} G^{V, A}\right)\right]  \tag{4.1.67}\\
J_{V, A}^{0}= & 2 \pi^{2} \kappa\left[\partial_{0}\left(\rho^{2} W \tau^{a} W^{-1}\right) \partial_{a} H^{V, A}-2 \rho^{2} i W \dot{W}^{-1} G^{V, A}\right. \\
& \left.-\rho^{2} W \tau^{a} W^{-1} \dot{X}^{i}\left(\left(\partial_{a} \partial_{i}-\delta^{i a} \partial_{j}^{2}\right) H^{V, A}-\epsilon^{i a j} \partial_{j} G^{V, A}\right)\right]  \tag{4.1.68}\\
J_{V, A}^{i}= & -2 \pi^{2} \kappa \rho^{2} W \tau^{a} W^{-1}\left(\left(\partial_{a} \partial_{i}-\delta^{i a} \partial_{j}^{2}\right) H^{V, A}-\epsilon^{i a j} \partial_{j} G^{V, A}\right) \tag{4.1.69}
\end{align*}
$$

where, since $\psi_{2 n-1}(Z)$ are an even function of Z and $\psi_{2 n}(Z)$ an odd function of Z, $G^{V}, H^{A}$ are an even function and $G^{A}, H^{V}$ an odd function.

### 4.1.2 The chiral current in the 5-dimensional effective theory

## Chiral symmetry in the Sakai-Sugimoto model

Now, we define the chiral current as of the Noether current of chiral symmetry from the point of view of the effective theory of hadrons [13]. Therefore, we first discuss the chiral symmetry of this model.

The pion field of this model is defiened by the Atiyah-Manton construction [72] in
gauge condition $\mathcal{A}_{M}\left(x^{\mu}, z\right) \rightarrow 0(z \rightarrow \pm \infty)$ as follows;

$$
\begin{equation*}
U\left(x^{\mu}\right)=\operatorname{Pexp}\left(-i \int_{-\infty}^{+\infty} d z \mathcal{A}_{z}\left(x^{\mu}, z\right)\right) \tag{4.1.70}
\end{equation*}
$$

where the pass ordering is product of left at $z \rightarrow+\infty$ to right at $z \rightarrow-\infty$. The chiral transformation of the pion field,

$$
\begin{gather*}
U\left(x^{\mu}\right)=g_{L} U\left(x^{\mu}\right) g_{R}  \tag{4.1.71}\\
\left(g_{L}, g_{R}\right) \in U\left(N_{f}\right)_{L} \times U\left(N_{f}\right)_{R},
\end{gather*}
$$

is realized by a gauge transformation of the flavor $S U\left(N_{f}\right)$ gauge field as follows;

$$
\begin{align*}
& \mathcal{A}_{M} \rightarrow g \mathcal{A}_{M} g^{-1}-i g \partial_{M} g^{-1},  \tag{4.1.72}\\
& g\left(x^{\mu}, z\right) \rightarrow\left\{\begin{array}{l}
g_{L}(z \rightarrow+\infty) \\
g_{R}(z \rightarrow-\infty)
\end{array}\right. \tag{4.1.73}
\end{align*}
$$

with $g\left(x^{\mu}, z\right) \in S U\left(N_{f}\right)$ and constants $\left(g_{L}, g_{R}\right)$.

## Noether currents

The infinitesimal local gauge transformation,

$$
\begin{equation*}
\delta_{\xi} \mathcal{A}_{M}\left(x^{\mu}, z\right)=\epsilon\left(x^{\mu}, z\right) \mathcal{D}_{M} \zeta\left(x^{\mu}, z\right), \tag{4.1.74}
\end{equation*}
$$

leads to the following Noether currents;

$$
\begin{align*}
& J_{\zeta}^{M}=J_{Y M \zeta}^{M}+J_{C S \zeta}^{M},  \tag{4.1.75}\\
& J_{Y M \zeta}^{\mu}(x, z)=-2 \kappa \operatorname{tr}\left(h(z) \mathcal{F}^{\mu \nu} \mathcal{D}_{\nu} \zeta+k(z) \mathcal{F}^{\mu z} \mathcal{D}_{z} \zeta\right), \\
& J_{Y M \zeta}^{z}(x, z)=-2 \kappa k(z) \operatorname{tr}\left(\mathcal{F}^{z \nu} \mathcal{D}_{z} \zeta\right), \\
& J_{C S \zeta}^{M}(x . z)=-\frac{N_{c}}{64 \pi^{2}} \epsilon^{M N P Q R} \operatorname{tr}\left(\left\{\mathcal{F}_{N P}, \mathcal{F}_{Q R}\right\} \zeta\right)
\end{align*}
$$

with $u\left(N_{f}\right)$ Lie algebra $\zeta\left(x^{\mu}, z\right)$, with a function $\epsilon\left(x^{\mu}, z\right)$ vanishing at infinity, and the covariant derivative $\mathcal{D}_{M} \zeta\left(x^{\mu}, z\right)=\partial_{M} \zeta+i \mathcal{A}_{M} \zeta$. Because of the chiral symmetry of the Sakai-Sugimoto model is related to the $S U\left(N_{f}\right)$ gauge transformation, The chiral current in the 4-dimensional space-time is defined as

$$
\begin{equation*}
j_{\zeta}^{\mu}(x)=\int_{-\infty}^{+\infty} d z J_{\zeta}^{\mu}(x, z) \tag{4.1.76}
\end{equation*}
$$

Here, to satisfy the 4-dimensional current conservation law, we impose the following boundary condition,

$$
\begin{equation*}
J_{\zeta}^{z}(x, z \rightarrow \pm \infty)=0 \tag{4.1.77}
\end{equation*}
$$

With unit and Pauli matrices $t_{C}=1 / 2\left(I, \tau^{a}\right)(C=0,1,2,3)$ and

$$
\psi_{ \pm}(z)=\frac{1}{2} \pm \frac{1}{\pi} \arctan z \rightarrow\left\{\begin{array}{l}
1(z \rightarrow \pm \infty)  \tag{4.1.78}\\
0(z \rightarrow \mp \infty)
\end{array}\right.
$$

we adopt as $\zeta$ the following one:

$$
\begin{equation*}
\zeta(x, z)=\psi_{ \pm}(z) t_{C} \tag{4.1.79}
\end{equation*}
$$

then the expression of our current (4.1.76) leads to left/right current $j_{L / R}^{\mu}(x)$; Therefore, the vector/axial-vector current is then defined as follows;

$$
\begin{align*}
& j_{V}^{\mu, C}=j_{L}^{\mu, C}+j_{R}^{\mu, C},  \tag{4.1.80}\\
& j_{A}^{\mu, C}=j_{L}^{\mu, C}-j_{R}^{\mu, C}  \tag{4.1.81}\\
& \left(j_{L / R}^{\mu}(x)=j_{L / R}^{\mu, C} t_{C}=j_{L / R}^{\mu, a} \frac{\tau^{a}}{2}+\hat{j}_{L / R}^{\mu} \frac{I}{2}\right) \tag{4.1.82}
\end{align*}
$$

Here, we define

$$
\begin{align*}
& \psi_{V}(z)=\psi_{+}(z)+\psi_{-}(z)=1  \tag{4.1.83}\\
& \psi_{A}(z)=\psi_{+}(z)-\psi_{-}(z)=\frac{2}{\pi} \arctan z, \tag{4.1.84}
\end{align*}
$$

then the vector / axial vector current are written by

$$
\begin{align*}
J_{V / A, a}^{\mu}= & -2 i \kappa \operatorname{tr}\left\{\left(h(z)\left[\mathcal{F}^{\mu z}, \mathcal{A}_{\nu}\right]+k(z)\left[\mathcal{F}^{\mu z}, \mathcal{A}_{z}\right]\right) t_{a}\right\} \psi_{V / A}(z) \\
& -2 \kappa k(z) \operatorname{tr}\left(\mathcal{F}^{\mu z} t_{a}\right) \frac{d \psi_{V / A}(z)}{d z} \\
& -\frac{N_{c}}{64 \pi^{2}} \epsilon^{\mu N P Q R} \operatorname{tr}\left(\left\{\mathcal{F}_{N P}, \mathcal{F}_{Q R}\right\} t_{a}\right) \psi_{V / A}(z) . \tag{4.1.85}
\end{align*}
$$

Because of the $A_{i, z}^{\mathrm{cl}}=0$ in the static case, the baryon number current become

$$
\begin{align*}
j_{B}^{0}(x) & =\frac{2}{N_{c}} \hat{j}_{V}^{0}(x)=\int_{-\infty}^{\infty} d z \hat{J}_{V}^{0}(x) \\
& =-\frac{N_{c}}{64 \pi^{2}} \epsilon^{\mu N P Q R} \int_{-\infty}^{\infty} d z \operatorname{tr}\left(F_{N P} F_{Q R}\right) \tag{4.1.86}
\end{align*}
$$

which identifies with the topological number current of instanton solutions.

## The $1 / \lambda$ expansion of the current

In the following, we will carry on the discussion by using the $1 / \lambda$ expansion order by order. Therefore, we will consider rescaling the current by $\lambda$. With $\tilde{\psi}_{V, A}(z)$ and $\kappa=\mathcal{O}(\lambda)$, by using the following rescaling,

$$
\begin{array}{ll}
x^{M} \rightarrow \lambda^{-1 / 2} x^{M}, & \mathcal{A}_{M} \rightarrow \lambda^{1 / 2} \mathcal{A}_{M} \\
\mathcal{F}_{M N} \rightarrow \lambda \mathcal{F}_{M N}, & \mathcal{F}_{0 M} \rightarrow \lambda^{1 / 2} \mathcal{F}_{0 M}, \tag{4.1.87}
\end{array}
$$

the chiral current are written as

$$
\begin{align*}
J_{V / A, a}^{0}(x, z)= & -2 i \kappa \lambda\left\{\operatorname{tr}\left(\sum_{M=i, z}\left[\mathcal{F}_{0 M}, \mathcal{A}_{M}\right] t_{a}\right) \tilde{\psi}_{V, A}(z)+\operatorname{tr}\left(\mathcal{F}_{0 z} t_{a}\right) \frac{d \tilde{\psi}_{V, A}(z)}{d z}\right\} \\
& -\frac{N_{c}}{64 \pi^{2}} \lambda^{2} \epsilon_{M N P Q} \operatorname{tr}\left(\left\{\mathcal{F}_{M N}, \mathcal{F}_{P Q}\right\} t_{a}\right) \tilde{\psi}_{V, A}(z) \\
& -2 \kappa\left\{\operatorname{tr}\left(\left(-\frac{z^{2}}{3} \sum_{j}\left[\mathcal{F}_{0 j}, \mathcal{A}_{j}\right]+z^{2}\left[\mathcal{F}_{0 z}, \mathcal{A}_{z}\right]\right) t_{a}\right) \tilde{\psi}_{V, A}(z)+z^{2} \operatorname{tr}\left(\mathcal{F}_{i z} t_{a}\right) \frac{d \tilde{\psi}_{V, A}(z)}{d z}\right\} \\
J_{V / A, a}^{i}(x, z)= & -2 \kappa \lambda^{3 / 2}\left\{\operatorname{tr}\left(\sum_{M=i, z}\left[\mathcal{F}_{i M}, \mathcal{A}_{M}\right] t_{a}\right) \tilde{\psi}_{V, A}(z)+\operatorname{tr}\left(\mathcal{F}_{i z} t_{a}\right) \frac{d \tilde{\psi}_{V, A}(z)}{d z}\right\}  \tag{4.1.88}\\
& -2 \kappa \lambda^{1 / 2}\left\{\operatorname{tr}\left(\left(-\frac{z^{2}}{3} \sum_{j}\left[\mathcal{F}_{i j}, \mathcal{A}_{j}\right]+z^{2}\left[\mathcal{F}_{i z}, \mathcal{A}_{z}\right]\right) t_{a}\right) \tilde{\psi}_{V, A}(z)+z^{2} \operatorname{tr}\left(\mathcal{F}_{i z} t_{a}\right) \frac{d \tilde{\psi}_{V, A}(z)}{d z}\right\} \\
& +\frac{N_{c} \lambda^{3 / 2}}{8 \pi^{2}} \epsilon_{i j k} \operatorname{tr}\left[\left(\mathcal{F}_{j k} \mathcal{F}_{0 z}+2 \mathcal{F}_{0 j} \mathcal{F}_{k z}\right) t_{a}\right] \tilde{\psi}_{V, A}(z), \tag{4.1.89}
\end{align*}
$$

where the gauge fields $(4.1 .20),(4.1 .21),(4.1 .25),(4.1 .25)$ and $(4.1 .25)$ rescaled as follows;

$$
\begin{align*}
& A_{0}^{G}=-i(1-f(\xi)) W \dot{W}^{-1}+i(1-f(\xi)) \dot{X}^{M} W\left(g^{-1} \partial_{M} g\right) W^{-1}  \tag{4.1.90}\\
& A_{M}^{G}=-i(1-f(\xi)) W\left(g^{-1} \partial_{M} g\right) W^{-1}  \tag{4.1.91}\\
& \hat{A}_{0}=\frac{1}{8 \pi^{2} a} \frac{\xi^{2}+2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}}  \tag{4.1.92}\\
& \hat{A}_{i}=-\frac{1}{8 \pi^{2} a}\left[\frac{\xi^{2}+2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}} \dot{X}^{i}+\frac{\rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\left(\frac{\chi^{a}}{2}\left(\epsilon^{i a j} x^{j}-\delta^{i a} z\right)+\frac{\dot{\rho} x^{i}}{\rho}\right)\right]  \tag{4.1.93}\\
& \hat{A}_{z}=-\frac{1}{8 \pi^{2} a}\left[\frac{\xi^{2}+2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}} \dot{Z}+\frac{\rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}}\left(\frac{\chi^{a} x^{a}}{2}+\frac{\dot{\rho} z}{\rho}\right)\right] . \tag{4.1.94}
\end{align*}
$$

In the following calculations, we will proceed with the analysis by considering only terms that give the main contribution to the $1 / \lambda$ expansion for a certain physical quantity. For some physical quantities, the contribution of the first term as leading vanishes, hence the second and third terms of $J_{V / A, a}^{M}$, which are subleading of the $1 / \lambda$ expansion, provide the main contribution.

We give some comments on what we learn from the above rescaling for later discussion. First, we find that the effect of the warp factor is a contribution from subleading in both the time and spatial components of the current. Therefore, unless the contribution from the leading term is zero, we can treat it as $k(z)=h(z) \sim 1$. Next, regarding the contribution from the CS term, on the one hand, it contributes to the leading term of the time component of the current. On the other hand, it gives a subleading contribution to the spatial component. The spatial component of the $\mathrm{U}(1)$ gauge field can be set zero in the calculation of leading order, since it only contributes to the CS part of the current. These facts are employed in the following calculations.

### 4.1.3 Some comments for two definitions of current

## The relation between the two current definitions

First, we discuss the connection between the definitions of the two currents. The 5 d Noether current [13] is transformed as follows,

$$
\begin{align*}
J_{\zeta}^{\mu}(x, z)= & -2 \kappa \partial_{\nu} \operatorname{tr}\left[h(z) \mathcal{F}^{\mu \nu}(x, z) \zeta(x, z)\right]-2 \kappa \partial_{z} \operatorname{tr}\left[h(z) \mathcal{F}^{\mu z}(x, z) \zeta(x, z)\right] \\
& -\operatorname{tr}[(\text { EOM term }) \times \zeta(x, z)] \tag{4.1.95}
\end{align*}
$$

With the current $\tilde{j}_{L / R}^{\mu}(x)$ based on the bulk/boundary correspondenc, $j_{\zeta}^{\mu}(x)=$ $\int d z J_{\zeta}^{\mu}(x, z)$ is written by

$$
\begin{equation*}
j_{\zeta}^{\mu}(x)=\operatorname{tr}\left(\zeta_{L} \tilde{j}_{L}^{\mu}(x)+\zeta_{R} \tilde{j}_{R}^{\mu}(x)\right)+\partial_{\nu} \chi^{\mu \nu}(x)+(\text { EOM term }) \tag{4.1.96}
\end{equation*}
$$

where $\chi^{\mu \nu}(x)$ is the following antisymmetric tensor,

$$
\begin{equation*}
\chi^{\mu \nu}=-\chi^{\nu \mu}=-2 \kappa \int_{-\infty}^{\infty} d z \operatorname{tr}\left[h(z) \mathcal{F}^{\mu \nu}(x, z) \zeta(x, z)\right] . \tag{4.1.97}
\end{equation*}
$$

We will remark on what can be learned from the above relation. First, the identity $\partial_{\mu} \partial_{\nu} \chi^{\mu \nu}=-\partial_{\mu} \partial_{\nu} \chi^{\mu \nu}=0$ indicates that the difference between the two currents
does not contradict the conservation law of currents. Also, if the surface term coming from $\partial_{i} \chi^{0 i}$ can be ignored, then we can show that the conserved charge, such as the baryon number defined by $Q=\int d^{3} x j^{0}(x)$, leads to the same result with the two different definitions. Similarly, global quantities such as axial vector coupling, which involve spatial integration of currents, do not depend on the definition of the two currents. However, since local currents take different forms from each other, the two currents lead to different results for physical quantities, for example, the isovector magnetic moment $\boldsymbol{\mu}_{I=1}$ (4.2.27) and isospin charge density, to which the local currents contribute explicitly.

## Gauge non-invariance of the current

Next, while the current $\tilde{j}_{L / R}^{\mu}(x)$ based on the bulk/boundary correspondence is gauge-invariant from the above expressions, the 5 d Noether chiral current is generally gauge-dependent. As a result, it is gauge-dependent concerning physical quantities that depend on the local current form. It is still unknown how this problem should be solved. Here, conserved charges, such as baryon number, take the same form in both definitions, as described above. Therefore, these quantities can still be defined as gauge invariant. Related to this, there is another problem that $\zeta(x, z)$ cannot be uniquely determined. The quantity $\zeta(x, z)$ only needs to be any function that satisfies the boundary condition (4.1.73) and takes values on $U\left(N_{f}\right)$. Thus, using this nonuniqueness, we see that the current is gauge-invariant under a simultaneous gauge transformation

$$
\begin{align*}
\mathcal{A}_{M} & \rightarrow g \mathcal{A}_{M} g^{-1}-i g \partial_{M} g^{-1} \\
\zeta & \rightarrow g \zeta g^{-1} \tag{4.1.98}
\end{align*}
$$

In this thesis, we have already mentioned that we determine this $\zeta(x, z)$ to reduce to the chiral current of the Skyrme model by dimensionality reduction. Considering that the hadron effective action of the Sakai-Sugimoto model has the same structure as that of the phenomenological model using hidden local symmetry proposed by SonStephanov [77], the above treatment seems reasonable. However, it cannot be claimed that this method follows the dictionary of gauge/gravity (string) correspondence.

### 4.2 The static properties of the nucleon

Using currents and classical solutions obtained above, in this section, we review the analysis of static properties of nucleons. We have introduced two definitions of currents and summarized the results obtained from each current. Note that the choice of parameters is different for each analysis of the two currents. When using the chiral current obtained from the GKP-Witten method (hereafter named GKPWitten current), we have chosen $\left(\kappa, M_{K K}\right)=(0.00745,940 \mathrm{MeV})$ to reproduce the $\rho$ meson mass $(776 \mathrm{MeV})$ and the pion decay constant $(92.4 \mathrm{MeV})$ following Ref. [16]. On the other hand, when using the chiral current as a 5d Noether current (called 5d Noether current), we consider the nucleon mass as the classical mass $M_{0}$ of the soliton according to Ref. [13], and choose a parameter set $\left(\kappa, M_{K K}\right)=(0.0243,488 \mathrm{MeV})$ that reproduces the mass of nucleon $(939 \mathrm{MeV})$ and the mass splitting of $N(940)$ and $\Delta(1232)(293 \mathrm{MeV})$.

### 4.2.1 Baryon number current and isoscalar mean square radius

We have considered baryons as instantons in this doctoral thesis. Therefore, the baryon number corresponds to the topological number of instantons. Since the topological number current is defined as

$$
\begin{equation*}
J_{B}^{0}(x)=\frac{1}{32 \pi^{2}} \epsilon_{0 N P Q R} \int_{-\infty}^{\infty} d z \operatorname{tr}\left(\mathcal{F}_{N P} \mathcal{F}_{Q R}\right) \tag{4.2.1}
\end{equation*}
$$

we therefore expect the baryon number current to be defined in the same form. The baryon number current obtained from the GKP-Wittten current coincides with the instanton topological number current, as shown in (4.1.5). A similar fact can be derived from the baryon number currents obtained from the Neother currents, as shown in (4.1.86).

The baryon number density is defined by

$$
\begin{equation*}
\rho_{B}(r)=4 \pi r^{2}\left\langle J_{B}^{0}(r)\right\rangle . \tag{4.2.2}
\end{equation*}
$$

Using this, the isoscalar mean square radius is written by

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{I=0}=\int_{0}^{\infty} d r r^{2} \rho_{B}(r) \tag{4.2.3}
\end{equation*}
$$

In the following, we will calculate the baryon number, baryon number density, and isoscalar mean square radius for each current.

GKP-Witten current
We confirm that the baryon number $B=1$ is actually obtained by substituting the classical solution into the baryon number currents. First, by substituting the asymptotic solution(4.1.56) and (4.1.55) into the GKP-Witten current, we obtain

$$
\begin{equation*}
J_{B}^{0}=-\sum_{n=1}^{\infty} g_{v^{n}} \psi_{2 n-1}(Z) Y_{2 n-1}(r) \tag{4.2.4}
\end{equation*}
$$

The baryon number is computed as follows,

$$
\begin{align*}
N_{B} & =\sum_{n=1}^{\infty} g_{v^{n}}\left\langle\psi_{2 n-1}(Z)\right\rangle\left(-\int_{0}^{\infty} d r 4 \pi r^{2} Y_{2 n-1}(r)\right)=\sum_{n=1}^{\infty} \frac{g_{v^{n}}}{\lambda_{2 n-1}}\left\langle\psi_{2 n-1}(Z)\right\rangle \\
& =\sum_{n=1}^{\infty} \kappa \int_{-\infty}^{\infty} d z h(z) \psi_{2 n-1}(z)\left\langle\psi_{2 n-1}(Z)\right\rangle=\left\langle\int_{-\infty}^{\infty} d z \delta(z-Z)\right\rangle=1 \tag{4.2.5}
\end{align*}
$$

wheret he shorthand notation $\langle\mathcal{O}\rangle=\langle B| \mathcal{O}|B\rangle$ is used hereafter, with attention to normalization, which is defined as follows;

$$
\begin{equation*}
\left\langle\psi_{2 n-1}(Z)\right\rangle=\left\langle n_{Z}\right| \psi_{2 n-1}(Z)\left|n_{Z}\right\rangle \tag{4.2.6}
\end{equation*}
$$

by using (2.4.124).
The baryon number density is

$$
\begin{equation*}
\rho_{B}(r)=r \sum_{n=1}^{\infty} g_{v^{n}}\left\langle\psi_{2 n-1}(Z)\right\rangle e^{-\sqrt{\lambda_{2 n-1}} r,} \tag{4.2.7}
\end{equation*}
$$

therefore, the isoscalar mean square radius is defined by

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{I=0}=\int_{0}^{\infty} d r r^{2} \rho_{B}(r)=6 \sum_{n=1}^{\infty} \frac{g_{v^{n}}}{\lambda_{2 n-1}^{2}}\left\langle\psi_{2 n-1}(Z)\right\rangle \tag{4.2.8}
\end{equation*}
$$

Numerical calculations show that this value is estimated to be

$$
\begin{equation*}
\sqrt{\left\langle r^{2}\right\rangle_{I=0}} \simeq 0.785 \mathrm{fm} \tag{4.2.9}
\end{equation*}
$$

which roughly reproduces the experimental value of 0.806 fm .

- The 5d Noether current

Substituting the classical BPST instanton solution for the 5d Noether current, we obtain

$$
\begin{align*}
j_{B}^{0}(x, z) & =\int_{-\infty}^{\infty} \frac{2}{N_{c}} J_{V, 0}^{0}(x, z)=-\frac{1}{32 \pi^{2}} \epsilon_{M N P Q} \int_{-\infty}^{\infty} \operatorname{tr}\left(\left\{F_{M N}, F_{P Q}\right\} \frac{I}{2}\right) \\
& =-\frac{4}{32 \pi^{2}} \epsilon_{i j k} \int_{-\infty}^{\infty} \operatorname{tr}\left(F_{i j} F_{k z}\right)=\frac{15}{8 \pi} \frac{\rho^{4}}{\left(r^{2}+\rho^{2}\right)^{7 / 2}}, \tag{4.2.10}
\end{align*}
$$

where the contribution from $\hat{F}_{i j}, \hat{F}_{i z}$ is negligible here, because the spatial integration leads to zero. We also dropped the terms involving $\dot{Z}$ in order to take the expectation value with the nucleon state. Furthermore, the effect of the warp factor is treated as $h(z) \sim k(z) \sim 1$ because it is a contribution of sublearding in the $1 / \lambda$ expansion. If we spatial integrate this, we get

$$
\begin{equation*}
N_{B}=\int_{0}^{\infty} 4 \pi r^{2} d r \frac{15}{8 \pi} \frac{\rho^{4}}{\left(r^{2}+\rho^{2}\right)^{7 / 2}}=1 . \tag{4.2.11}
\end{equation*}
$$

By the same calculation as (4.2.8), the isoscalar mean square radius is evaluated to be

$$
\begin{equation*}
\sqrt{\left\langle r^{2}\right\rangle_{I=0}}=\sqrt{\frac{3\left\langle\rho^{2}\right\rangle}{2}}=0.82 \mathrm{fm} \tag{4.2.12}
\end{equation*}
$$

which is larger than the result by GKP-Witten current. Here, the expected value of $\rho^{2}$ can be obtained analytically as follows;

$$
\begin{align*}
\langle\rho\rangle & =\left\langle n_{\rho}\right| \rho^{2}\left|n_{\rho}\right\rangle=\frac{\int_{0}^{\infty} \rho^{3} d \rho \rho^{2} \rho^{-2+4 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{2 M_{0}}{\sqrt{6}} \rho^{2}}}{\int_{0}^{\infty} \rho^{3} d \rho \rho^{-2+4 \sqrt{1+N_{c}^{2} / 5}} e^{-\frac{2 M_{0}}{\sqrt{6}} \rho^{2}}} \\
& =\frac{\sqrt{6}}{16 \pi^{2} \kappa}\left(1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}\right) . \tag{4.2.13}
\end{align*}
$$

by using (2.4.122).

### 4.2.2 Charge density

In this subsection, we discuss the nucleon charge density, which is written as

$$
\begin{equation*}
J_{\mathrm{em}}^{0}(t, x)=J_{V, a=3}^{0}(t, x)+\frac{1}{2} J_{B}^{0}(t, x), \tag{4.2.14}
\end{equation*}
$$

with the isospin density $J_{V . a=3}^{0}(t, x)$ and the baryon number current. Therefore, the electric charge is calculated as

$$
\begin{equation*}
Q_{\mathrm{em}}=\int d^{3} x J_{\mathrm{em}}^{0}(t, x) \tag{4.2.15}
\end{equation*}
$$

As a result, $Q_{\mathrm{em}}=I_{3}+N_{B} / 2$ should be obtained. Also, the electric charge radius is given by

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{E}=\int d^{3} x r^{2} J_{\mathrm{em}}^{0}(t, x) \tag{4.2.16}
\end{equation*}
$$

## ■ GKP-Witten current

Since we take the expectation value with the nucleon state, we only need to consider the even function terms of $Z$ in the current $J_{\mathrm{em}}^{0}(t, x)$. Therefore, the current matrix element is

$$
\begin{align*}
\left\langle J_{\mathrm{em}}^{0}\right\rangle & =\left(i 4 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(\tau^{3} W \dot{W}^{-1}\right)-\frac{1}{2}\right) \sum_{n=1}^{\infty} g_{v^{n}}\left\langle\psi_{2 n-1}(Z)\right\rangle \int_{0}^{\infty} 4 \pi r^{2} Y_{2 n-1}(r) \\
& =I_{3}+\frac{N_{B}}{2}=I_{3}+\frac{1}{2} \tag{4.2.17}
\end{align*}
$$

where $I_{a}=-i 4 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(\tau^{a} W \dot{W}^{-1}\right)$ and the same calculation as (4.2.5) was performed. Thus, as expected, $Q_{\mathrm{em}}=1$ for the proton case and $Q_{\mathrm{em}}=0$ for the neutron case. You can see from the calculation of (4.2.17) that we can check $\left\langle r^{2}\right\rangle_{I=0}=\left\langle r^{2}\right\rangle_{I=1}$. Therefore, the electric charge radius is obtained as

$$
\begin{gather*}
\left\langle r^{2}\right\rangle_{E, p}=\left\langle r^{2}\right\rangle_{I=0}=(0.785 \mathrm{fm})^{2} \text { (proton) }  \tag{4.2.18}\\
\left\langle r^{2}\right\rangle_{E, n}=0 \quad \text { (neutron) }, \tag{4.2.19}
\end{gather*}
$$

where the experimental values are $\left\langle r^{2}\right\rangle_{E, p}^{\exp } \simeq(0.875 \mathrm{fm})^{2},\left\langle r^{2}\right\rangle_{E, n}^{\exp } \simeq-0.116 \mathrm{fm}^{2}$, which fails to reproduce neutron data.

- The 5d Noether current

The electric charge radius can be written as the sum of the isoscalar mean square radius and the isovector mean square radius discussed in the previous subsection. Therefore, here we discuss the isovector mean square radius before considering the electric charge radius. The five-dimensional isovector current is written by

$$
\begin{equation*}
J_{V, a}^{0}(x, z)=2 \kappa \operatorname{tr}\left[\left(\sum_{M=i, z} i\left[\frac{\partial}{\partial \rho} A_{M}^{\mathrm{cl}}, A_{M}^{\mathrm{cl}}\right] \dot{\rho}(t)-\sum_{M=i, z} i\left[D_{M}^{\mathrm{cl}} \bar{\Phi}_{b}, A_{M}^{\mathrm{cl}}\right] \chi^{b}(t)\right) W(t)^{-1} t_{a} W(t)\right] \tag{4.2.20}
\end{equation*}
$$

By using

$$
\begin{equation*}
\sum_{M=i, z} i\left[D_{M}^{\mathrm{cl}} \bar{\Phi}_{b}, A_{M}^{\mathrm{cl}}\right]=\frac{8}{\rho^{2}} \tilde{f}(\xi)^{3} t_{a} \tag{4.2.21}
\end{equation*}
$$

the isovector current is calculated

$$
\begin{equation*}
j_{V, a}^{0}(t, x)=\int_{-\infty}^{\infty} d z J_{V, a}^{0}(x, z)=\frac{3}{4 \pi} \frac{\rho^{2}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}} I_{a} \tag{4.2.22}
\end{equation*}
$$

Therefore, the isovector mean square radius is defined by

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{I=1}=\frac{\left\langle\int d^{3} x r^{2} j_{V, a=3}^{0}(t, x)\right\rangle_{\rho}}{\left\langle\int d^{3} x j_{V, a=3}^{0}(t, x)\right\rangle_{\rho}}, \tag{4.2.23}
\end{equation*}
$$

which is logarithmically divergent at $r \rightarrow \infty$. This occurs in the Skyrme model as well, and it is quite natural to obtain similar results from this current, which is determined to realize the chiral current of the Skyrme model with a low energy limit.

### 4.2.3 Magnetic moment

The magnetic moment $\boldsymbol{\mu}$ is defined as

$$
\begin{equation*}
\boldsymbol{\mu}=\frac{1}{2} \int d^{3} x \boldsymbol{x} \times \boldsymbol{J}_{\mathrm{em}}, \tag{4.2.24}
\end{equation*}
$$

where $\boldsymbol{J}_{\mathrm{em}}=\left(J_{\mathrm{em}}^{1}, J_{\mathrm{em}}^{2}, J_{\mathrm{em}}^{3}\right)$ is the electromagnetic current

$$
\begin{equation*}
\boldsymbol{J}_{\mathrm{em}}=\boldsymbol{J}_{V, a=3}+\frac{1}{2} \boldsymbol{J}_{B} . \tag{4.2.25}
\end{equation*}
$$

The magnetic moments are decomposed into isovector and isoscalar magnetic moments, respectively, as follows,

$$
\begin{array}{r}
\boldsymbol{\mu}=\frac{1}{2} \boldsymbol{\mu}_{I=1}+\frac{1}{2} \boldsymbol{\mu}_{I=0} \\
\boldsymbol{\mu}_{I=1}=\int d^{3} x \boldsymbol{x} \times \boldsymbol{J}_{V, a} \\
\boldsymbol{\mu}_{I=0}=\frac{1}{2} \int d^{3} x \boldsymbol{x} \times \boldsymbol{J}_{B} . \tag{4.2.28}
\end{array}
$$

These are generally written in the following form;

$$
\begin{align*}
& \boldsymbol{\mu}_{I=1}=\frac{g_{I=1}}{2 M_{N}} \frac{\boldsymbol{\sigma}}{2} \otimes \tau_{3}  \tag{4.2.29}\\
& \boldsymbol{\mu}_{I=0}=\frac{g_{I=0}}{2 M_{N}} \frac{\boldsymbol{\sigma}}{2}, \tag{4.2.30}
\end{align*}
$$

where $g_{I=1,0}$ is the isovector and isoscalar $g$-factor, respectively, and $M_{N}$ is the nucleon mass. The magnetic moment of a proton or neutron is also defined as

$$
\begin{align*}
\boldsymbol{\mu}_{p} & =\frac{g_{p}}{2 M_{N}} \frac{\boldsymbol{\sigma}}{2}=\frac{1}{2} \frac{g_{I=1}+g_{I=0}}{2 M_{N}} \frac{\boldsymbol{\sigma}}{2}  \tag{4.2.31}\\
\boldsymbol{\mu}_{n} & =\frac{g_{p}}{2 M_{N}} \frac{\boldsymbol{\sigma}}{2}=\frac{1}{2} \frac{g_{I=1}+g_{I=0}}{2 M_{N}} \frac{\boldsymbol{\sigma}}{2} \tag{4.2.32}
\end{align*}
$$

where $g_{p, n}$ is the $g$-factor of the proton and neutron.
GKP-Witten current
The isovector magnetic moment was calculated to be

$$
\begin{equation*}
\mu_{I=1}^{i}=\epsilon^{i j k} \int d^{3} x x^{j} \operatorname{tr}\left(J_{V}^{k} \tau^{3}\right)=-4 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(W \tau^{i} W^{-1} \tau^{3}\right) \tag{4.2.33}
\end{equation*}
$$

where we performed the same procedure as when we calculated the baryon number charge (4.2.5). If we use the relation,

$$
\begin{align*}
\left\langle N^{\prime}\right| \operatorname{tr}\left(t_{i} W^{-1} t_{a} W\right)|N\rangle & =\frac{1}{4}\left\langle N^{\prime}\right| \operatorname{tr}\left(\sigma_{i} W^{-1} \tau_{a} W\right)|N\rangle \\
& =-\frac{1}{4} \frac{2}{3}\left\langle N^{\prime}\right| \sigma_{i} \otimes \tau_{a}|N\rangle, \tag{4.2.34}
\end{align*}
$$

valid for nucleon states (Appendix E.3.2), $\mu_{I=!}^{i}$ is calculated to be

$$
\begin{equation*}
\frac{16 \pi^{2} \kappa}{3} \rho^{2} \frac{\sigma}{2} \otimes \tau_{3} . \tag{4.2.35}
\end{equation*}
$$

Therefore, the $g$-factor is obtain

$$
\begin{align*}
g_{I=1} & =2 M_{N} \frac{16 \pi^{2} \kappa}{3}\left\langle\rho^{2}\right\rangle=2 M_{N} \frac{16 \pi^{2} \kappa}{3} \frac{\sqrt{5}+2 \sqrt{5+N_{c}^{2}}}{2 N_{c}} \rho_{\mathrm{cl}}^{2} \\
& =2 M_{N} \frac{16 \pi^{2} \kappa}{3} \frac{\sqrt{5}+2 \sqrt{5+N_{c}^{2}}}{2 N_{c}} \frac{N_{c}}{8 \pi^{2} \kappa} \sqrt{\frac{6}{5}} \\
& =\frac{4 M_{N}}{M_{K} K} \frac{1+2 \sqrt{1+N_{c}^{2} / 5}}{6} \simeq 7.03, \tag{4.2.36}
\end{align*}
$$

where $M_{K K}$ dependence was recovered by dimensional analysis in the last expression.
Next, we calculate the isoscalar magnetic moment. It is easy that only the last
term in (4.1.67) contributes to the following integral:

$$
\begin{align*}
\mu_{I=0}^{i} & =\frac{1}{2} \epsilon^{i j k} \int d^{3} x x^{j} J_{B}^{k}=\frac{1}{N_{c}} \epsilon^{i j k} \int d^{3} x x^{j} \hat{J}_{V}^{k} \\
& =-\frac{1}{N_{c}} \epsilon^{i j k} \int d^{3} x x^{j} \frac{N_{c}}{2} \frac{\rho^{2} \chi^{a}}{4} \epsilon^{k a l} \partial_{j} G^{V} \\
& =-\frac{\rho^{2} \chi^{i}}{12} \int_{0}^{\infty} d r 4 \pi r^{3} \partial_{r} J_{B}^{0}(r)=\frac{\rho^{2} \chi^{i}}{4}=\frac{J^{i}}{16 \pi^{2} \kappa} \\
& =\frac{\sigma^{i}}{32 \pi^{2} \kappa} \tag{4.2.37}
\end{align*}
$$

From the above, $g$-factor is

$$
\begin{equation*}
g_{I=0}=\frac{M_{N}}{8 \pi^{2} \kappa} \simeq 1.68 . \tag{4.2.38}
\end{equation*}
$$

The experimental value is $g_{I=0}^{\exp } \simeq 1.76$, which gives a quite good prediction.

- The 5d Noether current

The isovector magnetic moment can be calculated as

$$
\begin{equation*}
\mu_{I=1}^{i}=\epsilon^{i j k} \int d^{3} x x^{j} j_{V, a=3}^{k}(t, x), \tag{4.2.39}
\end{equation*}
$$

First, we need the current $j_{V, a}^{i}(t, x)$. In the present case, we ignore the contributions coming from the warp factor and CS term, since they are $1 / \lambda$ subleading. Therefore, the only current to consider now is

$$
\begin{equation*}
J_{V, a}^{i}(x, z)=-2 \kappa \operatorname{tr}\left[\left(\sum_{M=j, z} i\left[F_{i M}^{\mathrm{cl}}, A_{M}^{\mathrm{cl}}\right]\right) W^{-1} t_{a} W\right] . \tag{4.2.40}
\end{equation*}
$$

Here, using

$$
\begin{equation*}
\sum_{M=j, z} i\left[F_{i M}^{\mathrm{cl}}, A_{M}^{\mathrm{cl}}\right]=\frac{16 \rho^{4}}{\xi^{2}\left(\xi^{2}+\rho^{2}\right)^{3}}\left(z t_{i}-\epsilon_{i j a} x^{j} t_{a}\right) \tag{4.2.41}
\end{equation*}
$$

the current is calculated to be

$$
\begin{align*}
j_{V, a}^{i}(t, x) & =\int_{-\infty}^{\infty} d z J_{V, a}^{i}(x, z) \\
& =\frac{4 \pi \kappa}{\rho^{2}}\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right) \epsilon_{i j k} x^{j} \operatorname{tr}\left(t_{k} W^{-1} t_{a} W\right) \tag{4.2.42}
\end{align*}
$$

Using this, the isovector magnetic moment is calculated to be

$$
\begin{equation*}
\mu_{I=1}^{i}=\epsilon_{i j k} \int d^{3} x x^{j} j_{V, a=3}^{k}(t, x)=-8 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(t_{i} W(t)^{-1} t_{3} W(t)\right) \tag{4.2.43}
\end{equation*}
$$

then we obtain the $g$-factor

$$
\begin{equation*}
g_{I=1}=\frac{16 \pi^{2} \kappa}{3} M_{N}\left\langle\rho^{2}\right\rangle=\sqrt{\frac{2}{3}}\left(1+2 \sqrt{1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}}\right) M_{N}=6.83 \tag{4.2.44}
\end{equation*}
$$

This result is inconsistent with the experimental data and closer to the Skyrme model results than the (4.2.36) results.

Next, the isoscalar magnetic moment is calculated as

$$
\begin{equation*}
\mu_{I=0}^{i}=\frac{1}{2} \epsilon_{i j k} \int d^{3} x x^{j} j_{B}^{k}(t, x) . \tag{4.2.45}
\end{equation*}
$$

Again, using the current

$$
\begin{align*}
J_{B}^{i}(x, z) & =-\frac{1}{8 \pi^{2}} \epsilon_{i j k} \operatorname{tr}\left(F_{j k} F_{0 z}+2 F_{0 j} F_{k z}\right) \\
& =\frac{3}{\pi^{2}} \frac{\rho^{4}}{\left(\xi^{2}+\rho^{2}\right)^{4}}\left[\left(\delta_{i a} z-\epsilon_{i j a} x^{j}\right) \chi^{a}(t)+2 x^{i} \frac{d}{d t} \ln \rho(t)\right] \tag{4.2.46}
\end{align*}
$$

ignoring the contributions from the warp factor and CS term, the subleading terms of $1 / \lambda$, the 4 -dimensional current is given as

$$
\begin{align*}
j_{B}^{i}(t, x) & =\int_{-\infty}^{\infty} d z J_{B}^{i}(x, z) \\
& =\frac{15}{16 \pi} \frac{\rho^{2}}{\left(r^{2}+\rho^{2}\right)^{7 / 2}}\left(-\epsilon_{i j k} x^{j} \chi^{a}(t)+2 x^{i} \frac{d}{d t} \ln \rho(t)\right) \tag{4.2.47}
\end{align*}
$$

From this, the isoscalar magnetic moment is calculated to be

$$
\begin{equation*}
\mu_{I=0}^{i}=\frac{1}{2} \epsilon_{i j k} \int d^{3} x x^{j} j_{B}^{k}(t, x)=\frac{\rho^{2}}{4} \chi^{i}(t)=\frac{1}{16 \pi^{2} \kappa} J_{i}, \tag{4.2.48}
\end{equation*}
$$

so the $g$-factor is given as

$$
\begin{equation*}
g_{I=0}=\frac{M_{N}}{8 \pi^{2} \kappa}=1 . \tag{4.2.49}
\end{equation*}
$$

Again, this value is much smaller than the prediction obtained from the GKP-Witten current and does not agree with the experimental data.

### 4.2.4 Axial coupling and axial radius

In the non-relativistic $\boldsymbol{k} \rightarrow 0$ limit, the axial coupling of the nucleon is defined by using the axial current $J_{A}^{i}(x)$ as follows;

$$
\begin{align*}
& \int d^{3} x e^{i \boldsymbol{k} \cdot \boldsymbol{x}}\left\langle N, s_{3}^{\prime} I_{3}^{\prime}\right| J_{A}^{a i}\left|N, s_{3}, I_{3}\right\rangle \times 2 \\
& =\frac{2}{3} g_{A}^{N N}(\boldsymbol{k}=0)\left(\sigma^{a}\right)_{s_{3}^{\prime}, s_{3}}\left(\tau^{a}\right)_{I_{3}^{\prime}, I_{3}}, \tag{4.2.50}
\end{align*}
$$

where the factor $2 / 3$ on the right-hand side is needed in the chiral limit [14]. Here, axial coupling is related to coupling $g_{\pi N N}$ of $\pi N N$ through the Goldberger-Treiman relation

$$
\begin{equation*}
g_{A}^{N N}=\frac{f_{\pi} g_{\pi N N}}{M_{N}} . \tag{4.2.51}
\end{equation*}
$$

## GKP-Witten current

With axial current (4.1.69), the matrix elements of axial current are computed as

$$
\begin{equation*}
\int d^{3} x J_{A}^{a, i}=\frac{4}{3} \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(W \tau^{i} W^{-1} \tau^{a}\right) \int d^{3} x \partial_{j}^{2} H^{A} \tag{4.2.52}
\end{equation*}
$$

Using (4.1.45), $\partial_{j}^{2} H^{A}$ transformed to

$$
\begin{align*}
\partial_{j}^{2} H^{A} & =\partial_{j}^{2}\left(\frac{1}{2 \pi^{2}} \frac{1}{k(Z)} \frac{1}{r}-\sum_{n=1}^{\infty} \frac{g_{a^{n}}}{\lambda_{2 n}} \partial_{Z} \psi_{2 n}(Z) Y_{2 n}(r)\right) \\
& =\left(4 \pi \frac{1}{2 \pi^{2}} \frac{1}{k(Z)}-\sum_{n=1}^{\infty} \frac{g_{a^{n}}}{\lambda_{2 n}} \partial_{Z} \psi_{2 n}(Z)\right) \delta^{3}(\vec{x}-\vec{X})-\sum_{n=1}^{\infty} g_{a^{n}} \partial_{Z} \psi_{2 n}(Z) Y_{2 n}(r), \tag{4.2.53}
\end{align*}
$$

the first and second terms of (4.2.53) cancel each other because

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{g_{a^{n}}}{\lambda_{2 n}}\left\langle\partial_{Z} \psi_{2 n}(Z)\right\rangle=\partial_{Z} \int d z \psi_{0}(z) \kappa h(z) \sum_{n=1}^{\infty} \psi_{2 n}(z)\left\langle\psi_{2 n}(Z)\right\rangle \\
& =\partial_{Z} \int d z \psi_{0}(z) \delta(z-Z)=\partial_{Z} \psi_{0}(Z)=\frac{2}{\pi} \frac{1}{k(Z)} \tag{4.2.54}
\end{align*}
$$

is satisfy by the same argument as (4.2.5). Because of

$$
\begin{align*}
\int d^{3} x \partial_{j}^{2}\left\langle H^{A}\right\rangle & =-\sum_{n=1}^{\infty} g_{a^{n}}\left\langle\partial_{Z} \psi_{2 n}(Z)\right\rangle \int_{0}^{\infty} d r 4 \pi r^{2}\left(-\frac{1}{4 \pi} \frac{e^{-\sqrt{\lambda_{2 n} r}}}{r}\right) \\
& =\sum_{n=1}^{\infty} g_{a^{n}} \partial_{Z} \psi_{2 n}(Z) \int_{0}^{\infty} d r r e^{-\sqrt{\lambda_{n}} r}=\frac{2}{\pi} \frac{1}{k(Z)}, \tag{4.2.55}
\end{align*}
$$

$g_{A}^{N N}$ is obtained by

$$
\begin{equation*}
g_{A}^{N N}=\frac{16 \pi \kappa}{3}\left\langle\frac{\rho^{2}}{k(Z)}\right\rangle \tag{4.2.56}
\end{equation*}
$$

where (4.2.5) is used. If a numerical calculation is performed, the axial coupling is computed as

$$
\begin{equation*}
g_{A}^{N N} \simeq 0.734 \tag{4.2.57}
\end{equation*}
$$

where the experimental value is $\left.g_{A}^{N N}\right|_{\exp } \simeq 1.27$, indicating that the predicted value of this model is considerably smaller than the experimental value.

- The 5d Noether current

In leading of $1 / \lambda$ expansion, the effect of the warp factor and the contribution from the CS term can be ignored, hence the 5d axial current is calculated to be

$$
\begin{equation*}
J_{A, a}^{i}(x, z)=-\frac{8 \kappa \rho^{2}}{\xi^{2}\left(\xi^{2}+\rho^{2}\right)^{2}}\left[\frac{4 \rho^{2} z \psi_{A}(z)}{\xi^{2}+\rho^{2}}+\left(z^{2}-\frac{x^{2}}{3} \frac{\psi_{A}(z)}{d z}\right)\right] \operatorname{tr}\left(t_{i} W(t)^{-1} t_{a} W(t)\right) . \tag{4.2.58}
\end{equation*}
$$

Although $\psi_{A}(z)$ is written as $\psi_{A}(z)=(2 / \pi) \arctan z$, as far as leading of the $1 / \lambda$ expansion is concerned, we can treat $\psi_{A}(z) \simeq(2 / \pi) z$ as well as the effect of the warp factor. Thus, the 4 -dimensional current can be written as

$$
\begin{align*}
j_{A, a}^{i}(t, x) & =\int_{-\infty}^{\infty} d z J_{A, a}^{i}(x, z) \\
& =\frac{32 \kappa}{3 \rho^{2}}\left[8 r-\frac{8 r^{4}+12 \rho^{2} r^{2}+3 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}\right] \operatorname{tr}\left(t_{i} W(t)^{-1} t_{a} W\right) \tag{4.2.59}
\end{align*}
$$

Since this 4-dimensional current becomes

$$
\begin{equation*}
\int d^{3} x j_{A, a}^{i}(x, t)=-\frac{32 \pi \kappa \rho^{2}}{3}\left(t_{i} W(t)^{-1} t_{a} W\right) \tag{4.2.60}
\end{equation*}
$$

by spatial integration, axial coupling is calculated as

$$
\begin{equation*}
g_{A}=\frac{16 \pi \kappa}{3}\left\langle\rho^{2}\right\rangle . \tag{4.2.61}
\end{equation*}
$$

From this, we obtain the axial coupling

$$
\begin{equation*}
g_{A}=\frac{\sqrt{6}}{3 \pi}\left(1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}\right)=1.13 . \tag{4.2.62}
\end{equation*}
$$

Remarkably, in the leading calculation of the $1 / \lambda$ expansion, this value does not depend on the parameters of the model. Nevertheless, we find that it predicts a value quite close to the experimental data.

Table 4.1 Results from the each analysis on the static properties of the nucleon.

|  | GKP-Witten current | 5d Noether current | ANW [81] | Exp |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{\left\langle r^{2}\right\rangle_{I=0}}$ | 0.785 | 0.82 | 0.59 | 0.806 |
| $\sqrt{\left\langle r^{2}\right\rangle_{E, p}}$ | 0.785 | - | - | 0.875 |
| $\sqrt{\left\langle r^{2}\right\rangle_{E, n}}$ | 0 | - | - | -0.116 |
| $g_{I=1}$ | 7.03 | 6.83 | 6.38 | 9.41 |
| $g_{I=0}$ | 1.68 | 1 | 1.11 | 1.76 |
| $g_{A}^{N N}$ | 0.734 | 1.13 | 0.61 | 1.27 |

### 4.3 Dynamical properties of the nucleon resonances

In the previous section, we reviewed static properties of nucleons, which have been carried out by $[16,13]$, etc. However, to understand the nature of the baryon resonances, it is also necessary to reveal their dynamical properties. When considering dynamical processes of baryons, it is important to include interactions involving pions, because many baryon resonances are formed and decay through pions. The contribution of mesons other than pions is also important, and it has been shown that many phenomena can be explained by a hybrid structure where constituent quarks form the core structure which is dressed by meson clouds $[8,9]$.

The Sakai-Sugimoto model leads to an effective model of hadrons as a flavor gauge theory in five dimensions as a holographic dual of massless QCD. The gauge field,
which plays the fundamental role in this model, originated from an open string with both ends in the D8 brane carrying the flavor, and by mode expansion, we identify each mode, including pions, with an infinite number of vector/axial-vector mesons. According to Chapter 2, baryons are interpreted as instantons on the D8 brane [74, $73,12]$. The dynamics of baryons at low energies are given by collective motions of instantons/solitons, which is quite different from the quark model based on a single particle picture of quarks. Moreover, in the low energy limit, it is known that the Skyrmion [67] is derived by projecting an instanton in the five-dimensional spacetime onto 4-dimensional spacetime using the Atiyah-Manton method [72]. As mentioned in Chapter 2, these baryon pictures of the Sakai-Sugimoto model are closely related to the meson cloud picture, which has been found in the study of nucleon resonances so far. A particularly remarkable fact in this model is that the masses of the Roper resonance and the negative parity state degenerate in the resulting mass formula. This shows that it captures the features of the hadron spectroscopy better than the other models. We consider it a worthwhile attempt to investigate the dynamical properties of nucleon resonance using the Sakai-Sugimoto model, which has the above features. This attempt is also expected to be a milestone in the development of the study of dynamical properties of nucleon resonance using holographic QCD. In this section, in subsection 4.3.1, we first calculate the axial coupling and the decay width of one pion emission calculated from this coupling using GKP-Witten current. Next, in subsection 4.3.2, we attempt to analyze the electromagnetic form factor. Finally, in subsection 4.3.3, we summarize the results.

### 4.3.1 The axial coupling and one pion emission

In this subsection, we investigate the one-pion emission processes of nucleon resonances using the GKP-Witten current of the Sakai-Sugimoto model. In particular, we aim to calculate the axial coupling and decay width.

## Formulation

By evaluating the matrix elements of the axial vector current, the axial coupling $g_{A}^{N N^{*}}$ is obtained. The axial coupling is related to the coupling constant $g_{\pi N N^{*}}$ of
$\pi N N^{*}$ through the Goldberger-Treiman relation, one of the low energy theorems. From this $g_{\pi N N^{*}}$, the decay width of one pion emission is calculated.

It turns out that the equation of axial coupling is completely different for positive and negative parity resonance states. In the non-relativistic limit, the axial current between the nucleon $N$ and the positive/negative parity excited state $N_{\text {even/odd }}^{*}$ is defined by

$$
\begin{gather*}
J_{A}^{\mu}=\bar{\psi}_{N} \gamma^{\mu} \psi_{N_{\text {even }}^{*}}  \tag{4.3.1}\\
J_{A}^{\mu}=\bar{\psi}_{N} \gamma^{\mu} \gamma_{5} \psi_{N_{\text {odd }}^{*}} \tag{4.3.2}
\end{gather*}
$$

with

$$
\begin{equation*}
\psi_{B}=\binom{u_{B}}{0}, \quad B=N, N_{\mathrm{even}}^{*}, N_{\mathrm{odd}}^{*} \tag{4.3.4}
\end{equation*}
$$

where $\gamma_{5}$ is required if the parities of the initial and final states are the same, but not if they are different. From the above, in the case of $B=N_{\text {even }}^{*}$, only the spatial component of the current, and in the case of $N_{\text {odd }}^{*}$, only the time component of the current contributes to the current in the relativistic limit.

Therefore, in the following, we present the formulation of the axial coupling and the decay width in each case.

- Positive parity $N_{\text {even }}^{*}$

The axial coupling $g_{A}^{N N_{\text {even }}^{*}}(\boldsymbol{k})$ for the transition $N_{\text {even }}^{*} \rightarrow N+\pi$ is defined as follows :

$$
\begin{align*}
& \int d^{3} x e^{i \boldsymbol{k} \cdot \boldsymbol{x}}\left\langle N, s_{3}^{\prime} I_{3}^{\prime}\right| J_{A}^{a i}\left|N_{\mathrm{even}}^{*}, s_{3}, I_{3}\right\rangle \times 2 \\
& =g_{A}^{N N_{\text {even }}^{*}}(\boldsymbol{k})\left(\delta_{i a}-\frac{k_{i} k_{a}}{\boldsymbol{k}^{2}}\right)\left(\sigma^{a}\right)_{s_{3}^{\prime}, s_{3}}\left(\tau^{a}\right)_{I_{3}^{\prime}, I_{3}} \tag{4.3.5}
\end{align*}
$$

in the chiral limit, this is written as

$$
\begin{align*}
& \int d^{3} x\left\langle N, s_{3}^{\prime}, I_{3}^{\prime}\right| J_{A}^{a i}\left|N_{\text {even }}^{*}, s_{3}, I_{3}\right\rangle \times 2 \\
& =\frac{2}{3} g_{A}^{N N_{\text {even }}^{*}}\left(\sigma^{a}\right)_{s_{3}^{\prime}, s_{3}}\left(\tau^{a}\right)_{I_{3}^{\prime}, I_{3}}, \tag{4.3.6}
\end{align*}
$$

where the factor $2 / 3$ on the right-hand side is needed [81].

The decay width of $N_{\text {even }}^{*} \rightarrow N+\pi$ can be computed by the formula

$$
\begin{align*}
\Gamma_{N_{\text {even }}^{*} \rightarrow N+\pi} & =\frac{1}{2 M_{N_{\text {even }}^{*}}} \int \frac{d^{3} p_{N}}{(2 \pi)^{3} 2 E_{N}} \frac{d^{3} p_{\pi}}{(2 \pi)^{3} 2 E_{\pi}} \\
& \times(2 \pi)^{4} \delta^{4}\left(p_{N}+p_{\pi}\right)\left|t_{f i}\right|^{2} \tag{4.3.7}
\end{align*}
$$

where the amplitude $t_{f i}$ is given by the Lagrangian

$$
\begin{equation*}
L=i \frac{M_{N}+M_{N^{*}}}{2 f_{\pi}} g_{A}^{N N_{\mathrm{even}}^{*}} \bar{\psi}_{N_{\mathrm{even}}^{*}} \gamma_{5} \vec{\tau} \cdot \vec{\pi} \psi_{N}+h . c . \tag{4.3.8}
\end{equation*}
$$

as follows

$$
\begin{align*}
t_{f i} & =\langle N(-\vec{k}) \pi(\vec{k})| L\left|N_{\text {even }}^{*}(\overrightarrow{0})\right\rangle \\
& =\sqrt{2 M_{N_{\text {even }}^{*}}} \sqrt{M_{N}+E_{N}} \\
& \times \frac{M_{N}+M_{N_{\text {even }}^{*}}}{2 f_{\pi}} \frac{g_{A}^{N N_{\text {even }}^{*}}}{E_{N}+M_{N}}\left\langle s_{3}^{\prime}\right| \vec{\sigma} \cdot \vec{k}\left|s_{3}\right\rangle . \tag{4.3.9}
\end{align*}
$$

Here we have expressed the effective $\pi N N_{\text {even }}^{*}$ coupling $g_{\pi N N_{\text {even }}^{*}}$ in terms of the axial coupling by using the Goldberger-Treiman relation,

$$
\begin{equation*}
g_{A}^{N N_{\text {even }}^{*}}=\frac{f_{\pi} g_{\pi N N_{\text {even }}^{*}}^{\left(M_{N}+M_{N_{\text {even }}^{*}}\right) / 2} . . . . ~ . ~}{\text {. }} \text {. } \tag{4.3.10}
\end{equation*}
$$

Hence we obtain

$$
\begin{align*}
& \Gamma_{N_{\text {even }}^{*} \rightarrow N+\pi} \\
& =\frac{k}{4 \pi} \frac{M_{N}+E_{N}}{M_{N_{\text {even }}^{*}}}\left(\frac{M_{N}+M_{N_{\text {even }}^{*}}}{2 f_{\pi}} \frac{g_{A}^{N N_{\text {even }}^{*}} k}{E_{N}+M_{N}}\right)^{2} . \tag{4.3.11}
\end{align*}
$$

where $k$ is the momentum of the decaying pion and is given by

$$
\begin{equation*}
k=\frac{\left(M_{N_{\text {even }}^{*}}^{2}-\left(M_{N}+m_{\pi}\right)^{2}\right)^{1 / 2}\left(M_{N_{\text {even }}^{*}}^{2}-\left(M_{N}-m_{\pi}\right)^{2}\right)^{1 / 2}}{2 M_{N_{\text {even }}^{*}}^{*}} \tag{4.3.12}
\end{equation*}
$$

Negative parity transition
The axial coupling $g_{A}^{N N_{\text {odd }}^{*}}(\boldsymbol{k})$ for the transition $N_{\text {odd }}^{*} \rightarrow N+\pi$ is defined as follows:

$$
\begin{equation*}
g_{A}^{N N_{\mathrm{odd}}^{*}}\left(\tau^{a}\right)_{I_{3} I_{3}^{\prime}}=\int d^{3} x e^{i \boldsymbol{k} \cdot \boldsymbol{x}}\left\langle N, I_{3}^{\prime}\right| j_{A}^{a 0}\left|N_{\mathrm{odd}}^{*}, I_{3}\right\rangle \times 2 \tag{4.3.13}
\end{equation*}
$$

The decay width of $N_{\text {odd }}^{*} \rightarrow N+\pi$ can be computed by the formula

$$
\begin{equation*}
\Gamma_{N_{\text {odd }}^{*} \rightarrow N \pi}=\frac{1}{2 M_{N_{\text {odd }}^{*}}^{*}} \int \frac{d^{3} p_{N}}{(2 \pi)^{3} 2 E_{N}} \frac{d^{3} p_{\pi}}{(2 \pi)^{3} 2 E_{\pi}}(2 \pi)^{4} \delta^{4}\left(p_{N}+p_{\pi}\right)\left|t_{f i}\right|^{2} \tag{4.3.14}
\end{equation*}
$$

The transition matrix $t_{f i}$ of the Lagrangian

$$
\begin{equation*}
\mathcal{L}=i \frac{g_{A}^{N N_{\text {odd }}^{*}}}{2 f_{\pi}} \bar{\psi}_{N} \gamma^{0} \partial_{0} \pi^{a} \tau^{a} \psi_{N_{\text {odd }}^{*}}, \tag{4.3.15}
\end{equation*}
$$

is defined as

$$
\begin{align*}
t_{f i} & =\langle N(-k) ; \pi(k)| \mathcal{L}\left|N_{o d d}^{*}(0)\right\rangle \\
& =i \frac{g_{A}^{N N_{o \mathrm{od}}^{*}}}{2 f_{\pi}} E_{\pi} \sqrt{E_{N}+M_{N}} \sqrt{2 m_{M_{\mathrm{odd}}^{*}}} \delta_{s_{3} s_{3}^{\prime}} . \tag{4.3.16}
\end{align*}
$$

Hence we obtain

$$
\begin{equation*}
\Gamma_{N_{\text {odd }}^{*} \rightarrow N \pi}=\frac{\left(g_{A}^{N N_{\text {odd }}^{*}}\right)^{2}}{16 \pi} \frac{|\boldsymbol{k}| E_{\pi}^{2}\left(E_{\pi}+m_{N}\right)}{f_{\pi}^{2} M_{N_{\text {odd }}^{*}}} \tag{4.3.17}
\end{equation*}
$$

Here we have expressed the effective $\pi N N_{\text {even }}^{*}$ coupling $g_{\pi N N_{\text {even }}^{*}}$ in terms of the axial coupling by using the Goldberger-Treiman relation,

$$
\begin{equation*}
g_{A}^{N N_{\mathrm{odd}}^{*}}=\frac{f_{\pi} g_{\pi N N_{\mathrm{odd}}^{*}}}{\left(M_{N_{\text {odd }}^{*}}-M_{N}\right) / 2} \tag{4.3.18}
\end{equation*}
$$

## Results

There are two parameters of this model, $M_{K K}$ and $\kappa$. Following Ref. [81] they are determined to reproduce the mass of the $\rho(776 \mathrm{MeV})$ meson, and the pion decay constant $f_{\pi}=92.4 \mathrm{MeV}$,

$$
\begin{equation*}
M_{K K}=940 \mathrm{MeV}, \quad \kappa=0.00745 \tag{4.3.19}
\end{equation*}
$$

In Table. 4.3.1, we also summarize the results with the parameter set used in Ref. [13].
Now that we are prepared to calculate the axial coupling and decay width for one pion emission, we will present the results for the low-lying nucleon resonances described in Chapter 1.

- Roper resonance

First, we obtain the axial coupling $g_{A}$ for the transition from the Roper resonance to the nucleon. In momentum space, the axial current is given by

$$
\begin{align*}
\tilde{J}_{A}^{\mu}(\vec{q}) & =\int d^{3} x e^{-i \vec{q} \cdot \vec{x}} J_{A}^{\mu}(r), \\
\tilde{J}_{A}^{c j}(\vec{q}) & =e^{-i \vec{q} \cdot \vec{x}} 2 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(\tau^{c} W \tau^{a} W^{-1}\right) \\
& \times\left(\delta_{a j}-\frac{k_{a} k_{j}}{\vec{k}^{2}}\right) \sum_{n \geq 1} \frac{g_{a^{n}} \partial_{Z} \psi_{2 n}(Z)}{\vec{k}^{2}+\lambda_{2 n}}, \tag{4.3.20}
\end{align*}
$$

where the following equation is used,

$$
\begin{align*}
& \int d^{3} x e^{-i \vec{k} \cdot \vec{x}} Y_{n}(|\vec{x}-\vec{X}|)=-e^{-i \vec{k} \cdot \vec{X}} \frac{1}{\vec{k}^{2}+\lambda_{n}} .  \tag{4.3.21}\\
& \int d^{3} x e^{-i \vec{k} \cdot \vec{x}} H^{A}(Z,|\vec{x}-\vec{X}|)=-e^{-i \vec{k} \cdot \vec{x}} \frac{1}{\vec{k}^{2}} \sum_{n=1}^{\infty} \frac{g_{a^{n}} \partial_{Z} \psi_{2 n}(Z)}{\vec{k}^{2}+\lambda_{2 n}} . \tag{4.3.22}
\end{align*}
$$

Using (4.3.20), (2.4.122), (2.4.123) and (E.3.2), we obtain

$$
\begin{equation*}
g_{A}^{N N^{*}(1440)}(\vec{q})=\frac{8 \pi^{2} \kappa}{3}\left\langle R_{n_{\rho}=1}\right| \rho^{2}\left|R_{n_{\rho}=0}\right\rangle \sum_{n=1} \frac{g_{a_{n}}\left\langle\partial_{Z} \psi_{2 n}(Z)\right\rangle}{\vec{k}^{2}+\lambda_{2 n}} \tag{4.3.23}
\end{equation*}
$$

where $\left\langle\partial_{Z} \psi_{2 n}(Z)\right\rangle$ stands for the expectation value using the wave functions of $Z$ and $R_{n_{\rho}}$ is the confluent hypergeometric functions (2.4.122), which normalized as follow,

$$
\begin{equation*}
\int_{0}^{\infty} d \rho \rho^{3} R_{n_{\rho}}(\rho)^{2}=1 \tag{4.3.24}
\end{equation*}
$$

The matrix element of $\rho^{2}$ can be computed and the result is

$$
\begin{align*}
\left\langle R_{N^{*}(1440)}\right| \rho^{2}\left|R_{N}\right\rangle & =\left(1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}\right)^{-1 / 2}\left\langle R_{N}\right| \rho^{2}\left|R_{N}\right\rangle \\
& =\frac{\sqrt{5}}{2 N_{c}}\left(1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}\right)^{1 / 2} \rho_{c l}^{2} \tag{4.3.25}
\end{align*}
$$

with $\rho_{c l}$ being the classical instanton size given by

$$
\begin{equation*}
\rho_{c l}^{2}=\frac{N_{c}}{8 \pi^{2} \kappa} \sqrt{\frac{6}{5}} . \tag{4.3.26}
\end{equation*}
$$

We notice that the transition matrix elements of $N^{*}(1440) \rightarrow N+\pi$ are related to the nucleon matrix elements, which is an interesting feature of the present model
associated with the collective nature of the baryons. The axial coupling constant is then defined $g_{A}^{N N^{*}(1440)}=g_{A}^{N N^{*(1440)}}(\overrightarrow{0})$ at $\vec{k}=0$. Using the relation (4.2.5),

$$
\begin{equation*}
\sum_{n=1} \frac{g_{a_{n}} \partial_{Z} \psi_{2 n}(Z)}{\lambda_{2 n}}=\frac{2}{\pi} \frac{1}{k(Z)} \tag{4.3.27}
\end{equation*}
$$

$g_{A}^{N N^{*}(1440)}$ can be expressed in a compact form:

$$
\begin{equation*}
g_{A}^{N N^{*}(1440)}=\frac{16 \pi \kappa}{3}\left\langle R_{N^{*}}\right| \rho^{2}\left|R_{N}\right\rangle\left\langle\frac{1}{k(Z)}\right\rangle . \tag{4.3.28}
\end{equation*}
$$

Using the two parameters mentioned in (4.3.19), the prediction of the present model for $g_{A}^{N N^{*}(1440)}$ is

$$
\begin{equation*}
g_{A}^{N N^{*}(1440)}=0.352 . \tag{4.3.29}
\end{equation*}
$$

With the axial coupling (4.3.29), we investigate the one pion emission decay $N^{*}(1440) \rightarrow \pi N$. Before we go on, we will give an explanation of the experimental values. Because the Roper resonance has a very large width causing uncertainties in the Breit-Wigner fitting, we refer to the result of the pole analysis. Following the PDG table [117], we quote the following nominal values

$$
\begin{align*}
M_{N^{*}(1440)} & =1360-1380(\sim 1370) \mathrm{MeV},  \tag{4.3.30}\\
\Gamma_{\text {total }} & =160-190(\sim 175) \mathrm{MeV}
\end{align*}
$$

and the branching ratio of the one pion decay

$$
\begin{equation*}
N^{*}(1440) \rightarrow N \pi: \quad 55-75 \% . \tag{4.3.31}
\end{equation*}
$$

Using the lower and upper bounds for the total decay width and branching ratio, we find the partial decay width of the one pion decay

$$
\begin{equation*}
\Gamma_{N^{*}(1440) \rightarrow \pi N} \sim 90-140 \mathrm{MeV} \tag{4.3.32}
\end{equation*}
$$

Using $M_{N}=940 \mathrm{MeV}, M_{N^{*}}=1370 \mathrm{MeV}, m_{\pi}=140 \mathrm{MeV}$ (pion mass), $k=$ 342 MeV , we find

$$
\begin{equation*}
\Gamma_{N^{*}(1440) \rightarrow N+\pi}=49 \mathrm{MeV} \tag{4.3.33}
\end{equation*}
$$

By considering the form factor effect, the $g_{A}^{N N^{*}(1440)}$ value at $\vec{k}=342 \mathrm{MeV}$ becomes about $13 \%$ smaller, and hence $\Gamma_{N^{*}(1440) \rightarrow N+\pi} \sim 43 \mathrm{MeV}$ (The form factor is given
in Fig. 1 in Ref. [16].). If we use $M_{N^{*}}=1440 \mathrm{MeV}$ and $k=398 \mathrm{MeV}$ [117], we find 77 MeV for (4.3.78) and 64 MeV for the finite $k$. These estimations show that there is ambiguity in comparison with actual experimental data due to uncertainties in the exact resonance point.

Our predictions of the decay width obtained from different resonance points is are smaller than the experimental value (4.3.32). This is because the nucleon axial coupling $g_{A}^{N N}$ is small. In fact, the nucleon $g_{A}^{N N}$ is computed in a similar manner as for $g_{A}^{N N^{*}(1440)}$. The result is

$$
\begin{equation*}
g_{A}^{N N}=0.732 \tag{4.3.34}
\end{equation*}
$$

This value is significantly smaller than the experimental value $g_{A}^{N N}=1.25$. The small $g_{A}$ is a common problem of the solitonic description of baryons. One possible resolution to recover the experimental value $g_{A}^{N N}=1.25$ is to take into account $1 / N_{c}$ corrections (Ref. [118] and references there). Here, we will not discuss this point further and point out some interesting features of the present model. We find that the following relation holds between the axial coupling of the nucleon and that of the transition from Roper to the nucleon.

$$
\begin{align*}
g_{A}^{N N^{*}(1440)} / g_{A}^{N N} & =\left(1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}\right)^{-1 / 2} \\
& =0.5 . \tag{4.3.35}
\end{align*}
$$

It is worth remarking here that this relation is independent of the parameters of the model. If we determine the value of $g_{A}^{N N^{*}(1440)}$ to derive the experimental value of $\Gamma_{N^{*} \rightarrow \pi N} \sim 110 \mathrm{MeV}$, we find the ratio

$$
\begin{equation*}
g_{A}^{N N^{*}(1440)} / g_{A}^{N N}=0.77 / 1.25 \sim 0.6 \tag{4.3.36}
\end{equation*}
$$

which agrees well with the present model prediction within $\sim 20 \%$ accuracy, whose agreement is better than the absolute value.
■ Negative parity resonance $N^{*}(1535)$
It is obvious from the structure of the axial current that the spatial component of the axial current does not contribute to the axial coupling $g_{A}^{N N_{\text {odd }}^{*}}$ due to the parity determined by the wave function of $Z$ and the completely anti-symmetric tensor $\epsilon_{i b j}$. Therefore, only the time component of the axial current contributes in the negative
parity transition in the non-relativistic limit [119]. The time component of the axial current is written as

$$
\begin{align*}
\tilde{J}_{A, a}^{0}(\boldsymbol{k})= & 2 \pi^{2} \kappa\left[i \frac{k_{a}}{\boldsymbol{k}^{2}} \operatorname{tr}\left[\tau^{a} \partial_{0}\left(\rho^{2} W \tau^{b} W^{-1}\right)\right]\right] e^{-i \boldsymbol{k} \cdot \boldsymbol{X}} \sum_{n=1}^{\infty} \frac{g_{a^{n}} \partial_{Z} \psi_{2 n}}{\boldsymbol{k}^{2}+\lambda_{2 n}} \\
& +\left(I_{a}-2 \pi^{2} \kappa \rho^{2} \frac{P_{i}}{M_{0}} \epsilon^{i a j} k_{j}\right) e^{-i \boldsymbol{k} \cdot \boldsymbol{X}} \sum_{n=1}^{\infty} \frac{g_{a^{n}} \psi_{2 n}}{\boldsymbol{k}^{2}+\lambda_{2 n}},  \tag{4.3.37}\\
\tilde{J}_{A, a}^{i}(\boldsymbol{k})= & 2 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(\tau^{a} W \tau^{b} W^{-1}\right) e^{-i \boldsymbol{k} \cdot \boldsymbol{X}}\left[\left(\delta_{b i}-\frac{k_{b} k_{i}}{\boldsymbol{k}^{2}}\right) \sum_{n=1}^{\infty} \frac{g_{a^{n}} \partial_{Z} \psi_{2 n}}{\boldsymbol{k}^{2}+\lambda_{2 n}}\right. \\
& \left.-i \epsilon^{i b j} k_{j} \sum_{n=1}^{\infty} \frac{g_{a^{n}} \psi_{2 n}}{\boldsymbol{k}^{2}+\lambda_{2 n}}\right], \tag{4.3.38}
\end{align*}
$$

in the momentum space. The axial coupling at the transition momentum $\vec{k}=0$ is expressed as

$$
\begin{equation*}
g_{A}^{N N^{*}(1535)}\left(\boldsymbol{k}^{2}\right)=\int_{-\infty}^{\infty} d Z \psi_{n_{Z}=0}(Z) \psi_{n_{Z}=1}(Z) \sum_{n=1}^{\infty} \frac{g_{a^{n}} \psi_{2 n}}{\boldsymbol{k}^{2}+\lambda_{2 n}} \tag{4.3.39}
\end{equation*}
$$

using this axial current and the wave functions (2.4.124) and (2.4.125) which are normalized as follows,

$$
\begin{equation*}
\int_{\infty}^{\infty} d Z \psi_{n_{Z}}(Z)^{2}=1 \tag{4.3.40}
\end{equation*}
$$

The axial coupling constant is defined by $\vec{k}=0$ and $g_{A}^{N N^{*}(1535)}=g_{A}^{N N^{*}(1535)}(\overrightarrow{0})$. Using the relation (4.2.54), we obtain

$$
\begin{equation*}
g_{A}^{N N^{*}(1535)}=\int_{-\infty}^{\infty} d Z \psi_{n_{Z}=1}(Z) \psi_{n_{Z}=0}(Z) \psi_{0}(Z) \tag{4.3.41}
\end{equation*}
$$

We analytically obtain the following result;

$$
\begin{equation*}
g_{A}^{N N^{*}(1535)}=\sqrt{\frac{2}{\pi}} e^{2 M_{0} / \sqrt{6}} \operatorname{erfc}\left(\sqrt{\frac{2}{\sqrt{6}} M_{0}}\right), \tag{4.3.42}
\end{equation*}
$$

where $\operatorname{erfc}(x)$ is a complementary error function. From the above, we obtain the following values as axial coupling,

$$
\begin{equation*}
g_{A}^{N N^{*}(1535)}=0.42 \tag{4.3.43}
\end{equation*}
$$



Fig.4.1 The emitted pion momentum $\boldsymbol{k}$ dependence of the form factor

Using $M_{N}=940 \mathrm{MeV}, M_{N^{*}}=1510 \mathrm{MeV}, m_{\pi}=140 \mathrm{MeV}$ (pion mass), $q=$ 448 MeV , we find

$$
\begin{equation*}
\Gamma_{N^{*}(1535) \rightarrow N+\pi}=54 \mathrm{MeV} \tag{4.3.44}
\end{equation*}
$$

where the mass of the resonant state is the result from pole position. In this computation the value of $g_{A}^{N N^{*}}$ at $\vec{q}=0$ is used. By considering the form factor effect, the $g_{A}^{N N^{*}}$ value at $\vec{q}=448 \mathrm{MeV}$ becomes about $25 \%$ smaller, and hence $\Gamma_{N^{*}(1535) \rightarrow N+\pi} \sim 30$ MeV (Fig. 4.1). According to PDG, the total decay width of the negative parity resonance $N^{*}(1535)$ is 130 MeV , and the branching ratio of the one pion emission is $32 \sim 52 \%$, so the partial decay width is

$$
\begin{equation*}
\Gamma_{N^{*}(1535) \rightarrow N \pi}^{\exp }=42-68 \mathrm{MeV} \tag{4.3.45}
\end{equation*}
$$

Although our results are somewhat smaller than the experimental values, This value is in good agreement with the experimental value at the level of accuracy that is to be expected for models of this type.
$\Delta$ (1232)
Using (4.3.20) and (2.4.122), we obtain

$$
\begin{equation*}
g_{A}^{N N^{*}}(\vec{q})=\frac{8 \sqrt{2} \pi^{2} \kappa}{3}\left\langle R_{N}\right| \rho^{2}\left|R_{N}\right\rangle \sum_{n=1} \frac{g_{a_{n}}\left\langle\partial_{Z} \psi_{2 n}(Z)\right\rangle}{\vec{k}^{2}+\lambda_{2 n}}, \tag{4.3.46}
\end{equation*}
$$

where we used the following instead of (4.2.34),

$$
\begin{gather*}
\left\langle N, I_{3}^{\prime}, s_{3}^{\prime}\right| \operatorname{tr}\left(W \tau^{i} W^{-1} \tau^{a}\right)\left|\Delta^{+}(1232), I_{3}=1 / 2, s_{3}=1 / 2\right\rangle=\frac{2 \sqrt{2}}{3}\left(\sigma^{i}\right)_{s_{3}^{\prime}, 1 / 2}\left(\tau^{a}\right)_{I_{3}^{\prime}, 1 / 2} \\
\text { (refer to (E.3.3) Appendix E) } \tag{4.3.47}
\end{gather*}
$$

From the above, the axial coupling $g_{A}^{N \Delta}$ is obtained as

$$
\begin{equation*}
g_{A}^{N \Delta}=1.18 . \tag{4.3.48}
\end{equation*}
$$

Using $M_{N}=940 \mathrm{MeV}, M_{N^{*}}=1232 \mathrm{MeV}, m_{\pi}=140 \mathrm{MeV}$ (pion mass), $k=$ 229 MeV , we find

$$
\begin{equation*}
\Gamma_{\Delta^{+} \rightarrow N+\pi}=160 \mathrm{MeV} \tag{4.3.49}
\end{equation*}
$$

By considering the form factor effect, the $g_{A}^{N \Delta}$ value at $\vec{k}=229 \mathrm{MeV}$ becomes about $10 \%$ smaller, and hence $\Gamma_{\Delta \rightarrow N+\pi} \sim 140 \mathrm{MeV}$. Therefore, our prediction reproduces the experimental value of $\Gamma_{\Delta \rightarrow N+\pi} \sim 131 \mathrm{MeV}$ quite well.

## Discussion

The parameter set used so far was chosen to reproduce the $\rho$ meson mass and the pion decay constant $f_{\pi}$. This parameter set does not reproduce the mass splitting of the baryon resonance. On the other hand, we can reproduce the mass splitting of a nucleon and $\Delta(1232)$ by choosing $M_{K K}=488 \mathrm{MeV}$ as in section 2.4. Also we determine $\kappa=0.0137$ to reproduce the pion decay constant $f_{\pi}=64.5 \mathrm{MeV}$, following Adkins et al. [81]. In addition to the parameter set in the main discussion, this parameter set is also included and the results are summarized in Table. 4.3.1.

Table 4.2 The axial coupling obtained from each set of parameters.

|  | $M_{K K}$ | $\kappa$ | $g_{A}^{N N}$ | $g_{A}^{N N^{*}(1440)}$ | $g_{A}^{N N^{*}(1535)}$ | $g_{A}^{N \Delta(1232)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set1 | 940 MeV | 0.00745 | 0.732 | 0.352 | 0.42 | 1.18 |
| Set2 | 488 MeV | 0.0137 | 0.837 | 0.402 | 0.35 | 1.35 |
| EXP. | - | - | 1.25 | 0.77 | 0.51 | 1.07 |

By choosing Set2, a large decay width can be obtained. However, in this case, it can be seen that the form factor decreases rapidly with increasing $\vec{k}$. Therefore, when
the effect of the form factor is taken into account, the decay width becomes smaller than the result of Set1.

Thus, the behavior of the result depends on the choice of parameters. Nevertheless, we find that our results reproduce relatively well the decay width of the one-pion emission of the Roper resonance, which is almost zero in the quark model. Furthermore, it should be emphasized that one of the unique and remarkable features of this model is that the relation between the nucleon axial coupling constant $g_{A}^{N N}$ and $g_{A}^{N N^{*}(1440)}$ is independent of the parameters of the model.

So far transitions of one pion emissions have been described well. Turning to the electromagnetic transitions, however, we have found that the GKP-Witten current does not reproduce the experimental data of the Roper resonance well. Therefore, in the next chapter, we will attempt to calculate the electromagnetic transition form factor using the 5 d Noether current instead of the GKP-Witten current.

### 4.3.2 The electromagnetic transition form factor

The pion loop gives an important contribution to the electromagnetic transition amplitude at relatively small momentum transfers because the spontaneous breaking of the chiral symmetry produces Goldstone bosons (pions) that are massless at the chiral limit. The importance of this contribution was already known long ago from the fact that the electromagnetic transition amplitude of $\Delta(1232)$ is underestimated when only the constituent quarks is taken into account [3, 38, 7]. Furthermore, recent experiments at the Thomas Jefferson National Accelerator Facility (JLab) have extracted helicity amplitudes wide range of momentum transfer of electromagnetic transitions from the nucleon to the Roper resonance [42, 43, 44, 45, 46], which is in serious conflict with the prediction of the naive quark model. To solve these problems, many theoretical efforts have been made $[6,7,47,8,9,24]$. It was pointed out that relativistic effects of the confined quarks at a short distance and meson cloud effects at a long distance are important to improve the above-mentioned problems $[8,9]$. The Sakai-Sugimoto model justifies the description of baryons as solitons of mesons, and the picture here is like the meson cloud picture itself. Therefore, by analyzing the electromagnetic transition amplitude in this model, the importance of the meson cloud effect can be understood from a different perspective, in terms of the soliton


Fig.4.2 The transverse helicity amplitude $A_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The sources of experimental data are shown in the panel $[42,43,44,45,46]$.
picture.
In particular, the electromagnetic transition amplitude of $A_{1 / 2}$ of the Roper resonance shows a unique feature not found in other nucleon resonances. The experimental data of $A_{1 / 2}$ of the Roper resonance is shown in Fig. 4.2. It takes a finite negative value near the real photon point $Q^{2} \sim 0$. This feature essentially cannot be explained from the quark model, which has successfully explained the properties of many baryon resonances, as explained in section 1. Understanding this behavior is important for revealing low-energy QCD. Therefore, in this subsection, which fails to explain this behavior, we will analyze it using the 5d Noether current.

## Formulation

Using the current obtained in section 4.1.2, the helicity amplitude is given by

$$
\begin{gather*}
A_{3 / 2}\left(Q^{2}\right)=\sqrt{\frac{2 \pi \alpha}{K}} \int d^{3} x\left\langle\psi_{N}, s_{3}=\frac{3}{2}\right| \epsilon_{\mu}^{(+)} j_{e m}^{\mu}\left|\psi_{N^{*}}, s_{3}=\frac{1}{2}\right\rangle e^{i|\vec{k}| x^{3}}(, 4.3 .50) \\
A_{1 / 2}\left(Q^{2}\right)=\sqrt{\frac{2 \pi \alpha}{K}} \int d^{3} x\left\langle\psi_{N}, s_{3}=\frac{1}{2}\right| \epsilon_{\mu}^{(+)} j_{e m}^{\mu}\left|\psi_{N^{*}}, s_{3}=-\frac{1}{2}\right\rangle e^{i|\vec{k}| x^{3}}(4.3 .51) \\
S_{1 / 2}\left(Q^{2}\right)=\sqrt{\frac{2 \pi \alpha}{K}} \int d^{3} x\left\langle\psi_{N}, s_{3}=\frac{1}{2}\right| \frac{|\vec{k}|}{Q} \epsilon_{\mu}^{(0)} j_{e m}^{\mu}\left|\psi_{N^{*}}, s_{3}=\frac{1}{2}\right\rangle e^{i|\vec{k}| x^{3}}(4.3 .52)
\end{gather*}
$$

Here, $\alpha$ is the fine structure constant, $Q$ the virtuality of the photon, and the 3 momentum $\vec{k}$ of the photon is assumed to be directed along the $x^{3}$ axis in the $N^{*}$ rest frame. Also, $A_{3 / 2}$ is defined only when considering the transition from a resonant state with spin $3 / 2$ to a nucleon. Due to the energy conservation law, we have the following equation:

$$
\begin{equation*}
k^{2}=Q^{2}+\frac{\left(Q^{2}+m_{i}^{2}-m_{f}^{2}\right)^{2}}{4 m_{f}^{2}} . \tag{4.3.53}
\end{equation*}
$$

In the case of real photons, i.e., $Q^{2}=0$, we find that $|\vec{k}|$ becomes $K=\left(m_{f}^{2}-\right.$ $\left.m_{i}^{2}\right) /\left(2 m_{f}\right)$. The polarization vectors for the axis are defined by

$$
\begin{array}{ll}
\epsilon_{\mu}^{(0)}=\frac{1}{Q}\left(|\vec{k}|, 0,0,-k_{0}\right) & \text { (longitudinal mode) } \\
\epsilon_{\mu}^{( \pm)}=\frac{1}{\sqrt{2}}(0,1, \pm i, 0) & \text { (transverse mode). } \tag{4.3.55}
\end{array}
$$

## Results

In this subsection, we determine two parameters Kaluza-Klein Mass $M_{K K}$ and $\kappa$, which we determine according to Ref.[13] as follows;

$$
\begin{align*}
& M_{K K}=488 \mathrm{MeV}  \tag{4.3.56}\\
& \kappa=0.0243 . \tag{4.3.57}
\end{align*}
$$

- Roper resonance

Here we substitute (4.1.20), (4.1.21) and (4.1.25) into the electromagnetic current expression,

$$
\begin{equation*}
j_{e m}^{\mu}=j_{V}^{\mu, C=3}+\frac{1}{N_{c}} j_{V}^{\mu, C=0}, \tag{4.3.58}
\end{equation*}
$$

then we get the following concrete expression [13];

$$
\begin{align*}
j_{e m}^{0}\left(x^{\mu}\right)= & \frac{3}{4 \pi} \frac{\rho^{2}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}} I_{3}+\frac{15}{16 \pi} \frac{\rho^{4}}{\left(r^{2}+\rho^{2}\right)^{7 / 2}}  \tag{4.3.59}\\
j_{e m}^{i}\left(x^{\mu}\right)= & \frac{4 \pi \kappa}{\rho^{2}}\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right) \epsilon_{i j k} x^{j} \operatorname{tr}\left(t_{k} W^{-1} t_{3} W\right) \\
& +\frac{15}{32 \pi} \frac{\rho^{4}}{\left(r^{2}+\rho^{2}\right)^{7 / 2}}\left(-\epsilon_{i j a} x^{j} \chi^{a}+2 x^{i} \frac{d}{d t} \ln \rho\right) \tag{4.3.60}
\end{align*}
$$

where $I_{a}$ is isospin operator $I_{a}=8 \pi^{2} \kappa \rho^{2} \operatorname{tr}\left(i \dot{W} W^{-1} t_{a}\right)$ and $i, a=1,2,3$. Here, in the present case, the term of the time derivative of $Z$ is omitted because it is zero due to the evenness of the wave function.

This completes the preparation for calculating the helicity amplitude of the electromagnetic transition.

Using the wave function (2.4.122), (2.4.123), and the concrete expression of the current (4.3.59) and (4.3.60), the helicity amplitude is calculated as follows

$$
\begin{align*}
A_{1 / 2}\left(Q^{2}\right)=- & \sqrt{\frac{2 \pi \alpha}{K}} \int_{0}^{\infty} d \rho \rho^{3} \psi_{n_{\rho}=0}(\rho) \psi_{n_{\rho}=1}(\rho) \\
& \int_{0}^{\infty} d r r^{3}\left\{\frac{16 \pi^{2} \kappa}{3 \sqrt{2} \rho^{2}}\left(\frac{8}{r}-\frac{8 r^{4}+20 r^{2} \rho^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right)+\frac{15}{32 \sqrt{2} \pi^{2} \kappa} \frac{\rho^{2}}{\left(r^{2}+\rho^{2}\right)^{7 / 2}}\right\} j_{1}(k r), \tag{4.3.61}
\end{align*}
$$

where $j_{n}(x)$ is a spherical Bessel function, the normalized wave function $\psi_{\rho}^{l}$ is defined by

$$
\begin{equation*}
\psi_{n_{\rho}}(\rho)=\frac{R_{n_{\rho}}(\rho)}{\sqrt{\int_{0}^{\infty} d \rho \rho^{3} R_{n_{\rho}}^{2}(\rho)}} \tag{4.3.63}
\end{equation*}
$$

with the confluent hypergeometric functions $R_{n_{\rho}}$ (2.4.94) and for the calculation of $S_{1 / 2}$, we used $j_{e m}^{0}$ from the current coservation law $Q_{\mu} j_{e m}^{\mu}=0$.


Fig.4.3 The transverse helicity amplitude $A_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The red line is result of the present study, and the sources of experimental data are shown in the panel $[42,43,44$, 45, 46].


Fig.4.4 The longitudinal helicity amplitude $S_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$. The same conventions are used as in Fig. 4.3.

By performing numerical integration, the helicity amplitudes of the electromagnetic transition for the Roper resonance obtained from our calculation are shown in figure. It can be seen that this result achieves global agreement with experimental data. These results have some remarkable properties, as follows.
(i) We find that our $A_{1 / 2}$ near the real photon point $Q^{2}=0$ has a finite negative value. The non-relativistic quark model fails to explain this property. This is due to the orthogonality between the radial wave function of the Roper resonance and the ground state nucleon obtained from the quark model, which leads to the transition process mentioned to be a forbidden process. Several theoretical studies have attempted to solve this problem and have discussed the importance of relativistic corrections and the effect of meson clouds. The present approach shows that, in addition to the above, it is important to take into account the collective motion resulting from the soliton picture of the baryon. An important result of the collective motion comes from a dependence the current on the instanton size $\rho$. When we expand the current by powers of $\rho$, its leading term starts from $\rho^{2}$. This is an essential property of the soliton picture of baryons, indicating that the collective motion of mesons plays an important role. This picture is quite different from the single-particle picture of the quark model. Our results indicate that the collective motion mechanism of baryons is an important contribution to our understanding of the phenomena associated with Roper resonances (excitation energies and decays).
(ii) The experimental data for $A_{1 / 2}$ flips its sign around $Q^{2} \sim 0.5 \mathrm{GeV}^{2}$. Our results roughly capture this behavior around $Q^{2} \sim 0.7 \mathrm{GeV}^{2}$.
(iii) Our model prediction underestimates the experimental data of $A_{1 / 2}$ at $Q^{2} \gtrsim$ $1 \mathrm{GeV}^{2}$. This is because our results are calculated up to order $1 / \lambda$. Moreover, the model by meson fields should be applied to the low energy region $Q^{2} \leq 1 \mathrm{GeV}^{2}$. Also, for energy regions larger than $M_{K K}$, the contribution from redundant modes not present in QCD, which should have been decoupled in section ??, is larger, making the prediction less reliable.
(iv) Our prediction closely approximates the experimental data for $S_{1 / 2}$ although there is some overestimate. In the calculation of $S_{1 / 2}$, we used only the time component of the current (4.3.59) because we used the current conservation law.

This charge density satisfies

$$
\begin{equation*}
\int d^{3} x j_{e m}^{0}=I_{3}+\frac{1}{2} \tag{4.3.64}
\end{equation*}
$$

for the electric charge. We consider that the fact that our prediction of $S_{1 / 2}$ reproduces the experimental data well is ensured by the fact that it satisfies (4.3.64).
(v) There are only two parameters in this model, $\kappa$ and $M_{K K}$. We determined these parameters from the mass of the nucleon and the delta. With this set of parameters, the static nature of the baryons has been studied, and it has been found to predict the experimental data well (subsection 4.2). We emphasize that the tuning of only two parameters predicts well not only the static but even the dynamical properties of baryons.
$N^{*}(1535)$
In the calculation of the helicity amplitude of the negative parity resonance $N^{*}(1535)$, when using (4.3.59) and (4.3.60) as the electromagnetic current, it becomes zero due to the wave function evenness of $Z$. Therefore, it is necessary to newly consider the time derivative term of $Z$, which was ignored in the analysis of the Roper resonance. The electromagnetic current obtained is as follows,

$$
\begin{equation*}
j_{\mathrm{em}}^{0}=\frac{4 \pi \kappa}{\rho^{2}}\left[\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right)\right] \dot{Z} x^{b} \operatorname{tr}\left(W t_{b} W^{-1} t_{a}\right), \tag{4.3.65}
\end{equation*}
$$

where the spatial component of the current contributing to $A_{1 / 2}$ of the $N^{*}(1535)$ becomes zero when only the leading of the $1 / \lambda$ expansion is considered. Therefore, by considering the effect of the warp factor and the spatial component of the $\mathrm{U}(1)$ gauge fields, the current spatial component is

$$
\begin{align*}
j_{\mathrm{em}}^{i}(t, x)=\frac{8 \pi \kappa}{\rho^{4}}[ & \left(\frac{8 r^{2}\left(4 r^{2}+3 \rho^{2}\right)}{\sqrt{r^{2}+\rho^{2}}}+\frac{\rho^{6}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}-8 r\left(4 r^{2}+\rho^{2}\right)\right) Z \operatorname{tr}\left(W t_{c} W^{-1} t_{a}\right) \\
& \left.+\frac{4}{3}\left(\frac{4\left(6 r^{2}+\rho^{2}\right)}{r}-\frac{24 r^{4}+40 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}\right) x^{i} x^{c} Z \operatorname{tr}\left(W t_{c} W^{-1} t_{a}\right)\right] \tag{4.3.66}
\end{align*}
$$

when the calculation is performed up to subleading of the $1 / \lambda$ expansion. Here, we still see that the spatial component of $\mathrm{U}(1)$ gauge fields does not contribute to $A_{1 / 2}$.

From the above, the helicity amplitudes can be calculated as follows.

$$
\begin{align*}
A_{1 / 2}= & \sqrt{\frac{2 \pi \alpha}{K}} \frac{32 \pi^{2} \kappa}{3} \int_{0}^{\infty} d \rho \rho^{3} \psi_{n_{\rho}=0}(\rho)^{2} \int_{-\infty}^{\infty} d Z Z^{2} \psi_{n_{Z}=0}(Z) \psi_{n_{Z}=1}(Z) \\
& \int_{0}^{\infty} d r r^{2}\left[\left(\frac{8 r^{2}\left(4 r^{2}+3 \rho^{2}\right)}{\sqrt{r^{2}+\rho^{2}}}+\frac{\rho^{6}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}-8 r\left(4 r^{2}+\rho^{2}\right)\right) j_{0}(k r)\right. \\
& \left.-\frac{4}{3}\left(4 r\left(6 r^{2}+\rho^{2}\right)-\frac{r^{2}\left(24 r^{4}+40 \rho^{2} r^{2}+15 \rho^{4}\right)}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}\right) \frac{j_{1}(k r)}{k r}\right](4  \tag{4.3.67}\\
S_{1 / 2}=- & \sqrt{\frac{2 \pi \alpha}{K}} \int_{0}^{\infty} d \rho \rho^{3} \psi_{n_{\rho}=0}(\rho)^{2} \\
& \int_{0}^{\infty} d r r^{2}\left[\frac{8 \pi \kappa r \rho^{2}}{3 \sqrt{6}}\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}\right)\left\langle Z^{2}\right\rangle\right] j_{1}(k r), \tag{4.3.68}
\end{align*}
$$

where, note the normalization, $\left\langle Z^{2}\right\rangle$ is the expectation value of the wave function of $Z$, and using
$\left\langle n_{Z}=1\right|\left(-\frac{i}{M_{0}} \frac{\partial}{\partial Z}\right)\left|n_{Z}=0\right\rangle=\frac{\int_{-\infty}^{\infty} d Z Z e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}\left(-\frac{i}{M_{0}} \frac{\partial}{\partial Z}\right) e^{-\frac{M_{0}}{\sqrt{6}} Z^{2}}}{\sqrt{\int_{-\infty}^{\infty} d Z Z^{2} e^{-\frac{2 M_{0}}{\sqrt{6}} Z^{2}} \int_{-\infty}^{\infty} d Z e^{-\frac{2 M_{0}}{\sqrt{6}} Z^{2}}}}$

$=-\frac{2 i}{\sqrt{6}} \frac{32 \pi^{2} \kappa}{\sqrt{6}}\left\langle Z^{2}\right\rangle$,
with (2.4.111).
We have performed numerical computations of the integral (4.3.67) and (4.3.68) and show the helicity amplitudes of the electromagnetic transition amplitudes for the negative parity resonance $N^{*}$ (1535), Fig. 4.5 and Fig. 4.6. Some comments on these results are given below.
(i) For $A_{1 / 2}$, there is no contribution from leading of $1 / \lambda$ expansion. It is also found that the calculation with the contribution of subleading underestimates the experimental data. We consider that this is because this calculation is based on the $1 / \lambda$ expansion. It is possible to evaluate the current without the $1 / \lambda$ expansion. It is important to consider the contribution of the warp factor to the classical solution, because the excitation of the negative parity state corresponds to the oscillation in the $Z$ direction. By the same argument as in section 4.1.1,


Fig.4.5 The transverse helicity amplitude $A_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The red line is result of the present study, and the sources of experimental data are shown in the panel [43].


Fig.4.6 The transverse helicity amplitude $S_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The red line is result of the present study, and the sources of experimental data are shown in the panel [43].
it is possible to obtain an asymptotic solution for the instanton configuration. Substituting this solution into the 5d Noether current yields a new contribution from the $\tilde{j}_{L / R}^{\mu}(x)$ term in Eq. (4.1.96). This term is essentially the same as the contribution coming from the GKP-Witten current. The difference in the gauge configuration of the instanton solution appears in the difference in the magnitude of the coupling constant of the meson-baryon complex system in four dimensions. As explained in section 1.1, the Negative parity resonance is known to be strongly coupled to $\eta N$. Therefore, it is necessary to consider a gaugefield configuration that reproduces the coupling properties of the negative parity resonance to the meson. From this point of view, it is also necessary to consider the effect of the warp factor to obtain a classical solution. This is a future challenge, which, if accomplished, is expected to further deepen understanding of holographic QCD dynamics.
(ii) It can be seen that the shape of $A_{1 / 2}$ is very similar to the experimental data, even though the absolute values are quite small. In particular, the peak value is $Q^{2}=0.6 \mathrm{GeV}^{2}$, which is very close to the experimental behavior.
(iii) For $S_{1 / 2}$, there is a leading contribution of $1 / \lambda$ expansion, indicating that it reproduces the experimental data very well.
(iv) The 5d Noether current has a non-uniqueness in the determination of $\zeta(x, z)$, which has been determined to reproduce the chiral current of the Skyrme model. However, in the Skyrme model it is not easy to generate negative parity states within the collective quantization method; one way is to introduce meson fluctuations around the soliton solutions [57]. To take into account such dynamics, it may be necessary to reconsider the criteria for determining $\zeta(x, z)$, which is however beyond the present study.

■ $\Delta$ (1232)
Calculate the helicity amplitude of the Delta resonance $\Delta(1232)$. For $A_{3 / 2}$ and $A_{1 / 2}$, we can use the current of (4.3.60). As for $S_{1 / 2}$, we can see that if we define it using $j^{0}$, the value will vanish in the leading of $1 / \lambda$ expansion, so we consider the
effect of the warp factor, the current time component is

$$
\begin{align*}
j_{\mathrm{em}}^{0}(x)=\frac{1}{6 \pi \rho^{4}} & {\left[\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right) Z^{2}\right.} \\
& \left.-\left(8 r-\frac{8 r^{4}+12 \rho^{2} r^{2}+3 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}\right)\right]\left(x^{3}\right)^{2} J_{3} \operatorname{tr}\left(W t_{3} W^{-1} t_{3}\right) . \tag{4.3.70}
\end{align*}
$$

From the above, the helicity amplitudes are written as

$$
\begin{align*}
A_{1 / 2}= & -\sqrt{\frac{2 \pi \alpha}{K}} \int_{0}^{\infty} d r r^{2} \int_{0}^{\infty} d \rho \rho^{3} \psi_{n_{\rho}=0}(\rho)^{2} j_{1}(k r) \\
= & \frac{8 \pi^{2} \kappa}{3 \rho^{2}}\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right)  \tag{4.3.71}\\
A_{3 / 2}= & -\sqrt{\frac{2 \pi \alpha}{K}} \int_{0}^{\infty} d r r^{2} \int_{0}^{\infty} d \rho \rho^{3} \psi_{n_{\rho}=0}(\rho)^{2} j_{1}(k r) \\
= & \frac{8 \sqrt{2} \pi^{2} \kappa}{3 \rho^{2}}\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right)  \tag{4.3.72}\\
S_{1 / 2}= & \sqrt{\frac{2 \pi \alpha}{K}} \int_{0}^{\infty} d r r^{2} \int_{0}^{\infty} d \rho \rho^{3} \psi_{n_{\rho}=0}(\rho)^{2} \frac{2 \sin k r-(k r)^{2} \sin k r-2 k r \cos k r}{(k r)^{3}} \\
& \times \frac{\sqrt{2} r^{2}}{18 \rho^{4}}\left[\left\langle Z^{2}\right\rangle\left(\frac{8}{r}-\frac{8 r^{4}+20 \rho^{2} r^{2}+15 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{5 / 2}}\right)-\left(8 r-\frac{8 r^{4}+12 \rho^{2} r^{2}+3 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}\right)\right] . \tag{4.3.73}
\end{align*}
$$

We performed numerical computations of the integral (4.3.71), (4.3.72) and (4.3.73) and show the helicity amplitudes of the electromagnetic transition amplitudes for the delta resonance $\Delta(1232)$, Fig. 4.7, 4.8 and 4.9. Some comments on these results are given below.
(i) For $A_{1 / 2}$, there is a leading contribution of $1 / \lambda$ expansion. However, the obtained values are considerably smaller than the experimental data, although they reproduce the approximate behavior. We consider that this is because the present calculation follows the prescription of $1 / \lambda$ expansion as well as Roper resonance and Negative parity resonance.
(ii) For $S_{1 / 2}$, there is no leading contribution from the $1 / \lambda$ expansion. Therefore, we performed a calculation of the subleading of the $1 / \lambda$ expansion including the effect of the warp factor. However, the absolute values obtained are much smaller than the experimental data.


Fig.4.7 The transverse helicity amplitude $A_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The red line is result of the present study, and the sources of experimental data are shown in the panel [43, 120].


Fig.4.8 The transverse helicity amplitude $A_{3 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The red line is result of the present study, and the sources of experimental data are shown in the panel [43, 120].


Fig.4.9 The transverse helicity amplitude $S_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The red line is result of the present study, and the sources of experimental data are shown in the panel [43, 120].
(iii) The results of our analysis depend significantly on the parameter $\kappa$ of this model. We show the $\kappa$ dependence of the numerical results in Fig. 4.10. We can see that the absolute value of our prediction of the electromagnetic transition amplitude becomes larger as $\kappa$ becomes larger. However, as $\kappa$ increases, we overestimate the experimental data in the high-momentum transition region.

## Discussion

In this subsection, we have performed an analysis of the electromagnetic form factor of a typical nucleon resonance using the 5 d Noether current. As a result, it is shown that $S_{1 / 2}$ of the Roper resonance and the negative parity resonance approximately reproduce the experimental data. In particular, for the Roper resonance $A_{1 / 2}$, we find that at the real photon point $Q^{2}=0$, it reproduces an interesting feature that takes a finite negative value, which the quark model fails to explain. This is essentially owing to the representation as a collective motion of the nucleon resonance. The representation of baryon resonances is completely different from the quark model,


Fig.4.10 the $\kappa$ dependence of the numerical results of the transverse helicity amplitude $A_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$.
which considers quark three-body dynamics, suggesting the importance of the collective motion in the excitation created by the QCD vacuum. In Fig. 4.11, we compare our prediction with the non-relativistic quark model. Our prediction shows a significant improvement compared to that of the quark model concerning the reproduction of the experimental data.

On the other hand, our results underestimate the experimental data overall for the $A_{1 / 2}$ of the negative parity resonance and Delta resonance $\Delta(1232)$. However, the results we have given in this subsection are calculations based on the $1 / \lambda$ expansion. Therefore, we expect an improvement in our results by performing the calculations without the $1 / \lambda$ expansion. This method is discussed in Ref. [16]. We expect that our results will be further improved by using their asymptotic solutions (4.1.55) and (4.1.56).

The 5d Noether current can be used to obtain the axial coupling obtained in subsection 4.2.4. By using the current (4.2.59) defined in section 4.1.2, the axial coupling


Fig.4.11 The transverse helicity amplitude $A_{1 / 2}$ in units of $10^{-3} \mathrm{GeV}^{-1 / 2}$ as function of the four-momentum transfer $Q^{2}$. The red line is result of the present study, and the sources of experimental data are shown in the panel [42, 43, 44, 45, 46].
of nucleon is written by,

$$
\begin{align*}
\frac{1}{2} g_{A}^{N N} & =\int d^{3} x j_{A}^{i, C=i}\left(x^{\mu}\right) \\
& =\int d^{3} x \frac{32 \kappa}{3 \rho^{2}}\left(8 r-\frac{8 r^{4}+12 \rho^{2} r^{2}+3 \rho^{4}}{\left(r^{2}+\rho^{2}\right)^{3 / 2}}\right) \operatorname{tr}\left(t_{i} W^{-1} t_{a} W\right) \\
& =-\frac{32 \pi \kappa \rho^{2}}{3} \operatorname{tr}\left(t_{i} W^{-1} t_{a} W\right) \tag{4.3.74}
\end{align*}
$$

By performing the Fourier transform, we obtain the axial coupling;

$$
\begin{align*}
g_{A}^{N N}(\vec{k} \rightarrow 0) & =\frac{16 \pi \kappa}{3}\left\langle\psi_{N}\right| \rho^{2}\left|\psi_{N}\right\rangle \\
& =\frac{\sqrt{6}}{3 \pi}\left(1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}\right)=1.13 \tag{4.3.75}
\end{align*}
$$

where $\vec{k}$ is 3 -momentum of pion. It is interesting to note that the axial coupling constant obtained from this current is a value that does not depend on the parameters of our model. In the same way as in subsection 4.3 .1 there is also a relation between
the axial coupling $g_{A}^{N N}$ (4.3.75) and the axial coupling of the $N^{*}(1440) \rightarrow N+\pi$ transition that does not depend on the parameters of our model as follows;

$$
\begin{equation*}
g_{A}^{N N} / g_{A}^{N N^{*}}=\left(1+2 \sqrt{1+\frac{N_{c}^{2}}{5}}\right)^{1 / 2}=2.08 . \tag{4.3.76}
\end{equation*}
$$

From this relation, we obtain $g_{A}^{N N^{*}}=0.543$. According to Ref. [17, 119], the decay width of the $N^{*}(1440) \rightarrow N+\pi$ transition is

$$
\begin{align*}
& \Gamma_{N^{*}(1440) \rightarrow N+\pi} \\
& =\frac{k}{4 \pi} \frac{M_{N}+E_{N}}{M_{N^{*}}}\left(\frac{M_{N}+M_{N^{*}}}{2 f_{\pi}} \frac{g_{A}^{N N^{*}} q}{E_{N}+M_{N}}\right)^{2} . \tag{4.3.77}
\end{align*}
$$

Using $M_{N}=940 \mathrm{MeV}, M_{N^{*}}=1370 \mathrm{MeV}, k=342 \mathrm{MeV}, m_{\pi}=140 \mathrm{MeV}$ (pion mass), $f_{\pi}=$ 64.5 MeV (pion decay constant), we find

$$
\begin{equation*}
\Gamma_{N^{*}(1440) \rightarrow N+\pi}=117 \mathrm{MeV} \tag{4.3.78}
\end{equation*}
$$

where, In this computation, the value of $g_{A}^{N N^{*}}$ at $\vec{k}=0$ is used. These results provide quite good values for the experimental data. However, the shape of the form factor shows a sharp decrease with increasing $\vec{k}$. Therefore, when the effect of the form factor is taken into account, the value is considerably smaller than the experimental value (Fig. 4.12). On this point, again, the 5d Noether current does not explain the behavior well.

As described above, there are several problems when analyzing the dynamical properties of nucleon resonance using the 5d Noether current. Nevertheless, it is noteworthy that we can reproduce the experimental data of $A_{1 / 2}$ of the Roper resonance. It is difficult to explain the experimental data of $A_{1 / 2}$ (Roper) in the quark model. Therefore, our results indicate the importance of the collective motion mechanism of the mesons that construct the nucleon.

### 4.3.3 Summary and discusstion

In this section, we investigate the dynamical properties of nucleons by using the current defined by the Sakai-Sugimoto model. There is a problem with the definition of current in the Sakai-Sugimoto model. The solution to this problem is discussed from two viewpoints [16,13], leading to the GKP-Witten current and the 5d Noether


Fig.4.12 The emitted pion momentum $\boldsymbol{k}$ dependence of the form factor
current, respectively. First, using the GKP-Witten current, we calculated the axial coupling of the nucleon resonance and the decay width of the one pion emission derived from it, showing that it reproduces the experimental data well. This suggests that the effect derived from the collective motion of baryons/solitons in this model is important. On the other hand, turning to the electromagnetic transition amplitudes, we find that the GKP-Witten current cannot reproduce the experimental data for $A_{1 / 2}$ of the Roper resonance. Therefore, we next calculated the electromagnetic transition amplitude of the nucleon resonance using the 5d Noether current and compared it with the experimental data. As a result, we succeeded in capturing the features of the experimental data of $A_{1 / 2}$ of the Roper resonance well. However, it fails to reproduce the experimental data of the electromagnetic transition amplitudes of the Negative parity resonance and the Delta resonance. Moreover, while it reproduces the value of axial coupling well, the momentum dependence of its form factor is inconsistent with the experimental data. This may indicate a limitation of the analysis by $1 / \lambda$ expansion. In Ref. [16], an analysis method beyond the $1 / \lambda$ expansion is presented, which is expected to improve the results by performing the same analysis using an asymptotic solution for the instanton solution.

Despite the above problems, our analysis suggests that the collective motion mechanism of the meson field plays an important role in a comprehensive understanding of the nucleon resonance created by the QCD vacuum, for which further developments
are expected. We need to clearly understand the role of each of the several mechanisms (for example, collective motion, single particle picture, and so on) for explaining nucleon resonances for the description of nucleon resonances in future studies.

## Chapter 5.

## Summary and Outlook

In this doctoral thesis, we attempted to study the dynamical properties of nucleon resonance using the Sakai-Sugimoto model. Therefore, as a preparation, in section 2, we gave a brief description of the Sakai-Sugimoto model and mainly discussed how to treat mesons and baryons. In particular, we emphasized that the effective theory of hadrons derived from this model can be interpreted as a meson-baryon composite system. The Sakai-Sugimoto model leads to a 5 -dimensional hadron effective theory as a holographic dual of QCD. The extra dimension then provides a description of pions, $\rho$-mesons and their infinite resonant states. By performing mode expansion and dimensional reduction, we obtain an action consisting of a Skyrme field as a nucleon and an infinite number of meson fields (Skyrme model and infinite number of meson fields and their couplings). This meson-baryon composite system is critically important for studying the nature of nucleon resonance. This is because the recent simple hadron models (e.g., the quark model) face some limitations with respect to the analysis of nucleon resonances, whereas models that describe nucleon resonances as resonant states of mesons and nucleons have had much success. The importance of such a description of the resonance state is also suggested from the experimental point of view. This is because the quark model describes nucleon resonances as stable particles, whereas the actually observed nucleon resonances are recognized as poles of the scattering amplitudes of mesons and baryons. We should try to understand the nature of nucleon resonance with respect to these facts.

The Sakai-Sugimoto model describes nucleon resonance as a soliton in 5-dimensional space-time consisting of meson fields. As mentioned above, this model leads to a
meson-baryon composite system by dimensional reduction to 4 dimensions, so we believe that it is an interesting attempt to study the properties of nucleon resonance using this model. In particular, the Roper resonance, the first excited level of the nucleon, is considered to correspond to the monopole excitation, and the Sakai-Sugimoto model, which describes the Roper resonance as a soliton size vibration, respects this picture.

Furthermore, hadron resonances involving heavy quarks have been studied intensively in recent years. In particular, it has been shown that Roper-like excitations exist even in heavy baryons [23]. Interestingly, it was noted that Roper-like excitations have an excitation energy of roughly 500 MeV from the ground state, even in situations where one of the quarks is replaced by a heavy quark. This flavor-independent nature of Roper-like excitations is very interesting. We showed in chapter 3 that the extra dimensional degrees of freedom of the Sakai-Sugimoto model are also useful in the description of heavy hadrons [36]. We derived the mass spectra of heavy baryons using the Sakai-Sugimoto model in section 3.4. As a further development, we expect a similar analysis to our chapter 4 .

As a further development of the study of hadron resonances in the Sakai-Sugimoto model, we described in chapter 4 the study of the dynamical nature of nucleon resonances. One of the significant results of this doctoral thesis is that we have pointed out the importance of the aspect of collective motion of mesons for a comprehensive understanding of nucleon resonance. We have performed calculations of the decay widths of one pion emission and have shown that they reproduce well the experimental data for low lying states. A particularly interesting feature is that the relation between the axial coupling $g_{A}^{N N^{*}(1440)}$ and the nucleon axial coupling is independent of the model parameters. Such a relation is a feature not obtained from other models. We then performed a calculation of the electromagnetic transition amplitudes. In particular, our analysis captures well the $A_{1 / 2}$ feature of the Roper resonance (Fig. 4.3), suggesting the importance of the collective motion aspect of nucleon resonances in the description of Roper resonances. On the other hand, the transition amplitudes of the Delta resonance $\Delta(1232)$ and the negative parity resonance $N^{*}$ (1535) underestimate the experimental data. This may be due to the fact that our calculations are based on the $1 / \lambda$ expansion. Therefore, analysis beyond the $1 / \lambda$ expansion is expected. Specific analysis is an important issue to be addressed in the future. One possible
analysis method is to use asymptotic solutions for instanton solutions as described in section 4.1.1. This produces a contribution from $\tilde{j}_{L / R}^{\mu}$ in the current's expression (4.1.96). Since this contribution is practically the same as the current contribution used in Ref. [16], a large change in the analytical results is expected.

Finally, we remark on several points regarding further future developments.
First, as mentioned immediately above, we expect to improve our results by concretely performing an analysis beyond the $1 / \lambda$ expansion. In particular, as we have already mentioned many times, this model, when reduced to 4 dimensions, leads to an action consisting of mesons and baryons, and furthermore, their coupling constants are not parameters but fully determined by the warp factor and the eigenfunctions of the mode expansion, reflecting the QCD information. By clarifying the relationship between the magnitude of these couplings and the asymptotic solution of the instanton solution, the phenomenological aspect of the Sakai-Sugimoto model becomes more clear. As a result of such analysis, a deeper understanding of the dynamic nature of holographic QCD can be achieved.

It is also possible that some of the failures in our analysis arise from problems associated with the definition of chiral currents in the Sakai-Sugimoto model. While the chiral current obtained from the GKP-Witten method, which is a proper tool for holographic QCD analysis, gives a good prediction for the decay width of the one pion emission, it does not reproduce the experimental data of $A_{1 / 2}$ for the Roper resonance, which exhibits characteristic behavior. Therefore, we have analyzed $A_{1 / 2}$ of the Roper resonance by considering the 5 d bulk theory of the Sakai-Sugimoto model as a 5 d hadron effective model like Ref. [77] and by defining the chiral current as a Noether current, and found that we succeeded in reproducing the approximate behavior of $A_{1 / 2}$ of the Roper resonance. The relationship between these two currents is a theoretical issue to be clarified in the future. For example, in Ref. [121], it is confirmed analytically that the definition of the energy momentum tensor in terms of the Noether current of the bulk theory of the Sakai-Sugimoto model and the definition obtained from the bulk/boundary correspondence exactly coincide in the zero momentum transfer case.

Furthermore, the dynamical properties of resonance states of heavy baryons can be investigated by using our proposed method of introducing heavy flavor into the Sakai-Sugimoto model, as in section 4.3. In particular, Roper-like excitations in heavy
baryons exhibit flavor independent properties, thus understanding how Roper resonances corresponding to monopole-like excitations are generated in situations where one quark is replaced by a c quark or b quark is of great interest for understanding the dynamics of low-energy QCD.

Such monopole excitations, which have the same spin parity as the ground state and cannot be captured by a simple picture, are also known in the nuclear physics context, such as the Hoyle state, the first excited state of Carbon, and the $J^{P}=$ $0^{+}$excited state of Oxygen. The existence of such monopole excitations can be interpreted as suggesting that components strongly bound by a strong force may benefit energetically from monopole-like excitations rather than from excitation of them alone. Such nuclear excitations by solitons have been studied [122, 123, 124, 125], and our study may be able to be extended in this direction. It is hoped that understanding these unique excitations to many-body systems governed by strong forces will open up a deeper understanding of QCD.

Finally, there has been great interest in recent years in the study of the gravitational form factor of hadrons, that our research is expected to develop in this direction as well. The gravitational form factor is a form factor derived from the matrix elements of the energy-momentum tensor, and is responsible for information on the mass and spin distribution in hadrons, as well as the distribution of pressure and stress that confine quarks and gluons into hadrons. These quantities, in addition to the electromagnetic and axial form factors obtained in this doctoral thesis, have the possibility to lead to a more detailed understanding of the structure of hadrons. Recently, in Ref. [126, 127], experimental pressure and stress distributions for nucleons have stimulated the study of gravitational form factors, which have been seen only as theoretical objects, and many theoretical studies have been conducted [128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141] (Review : [142]). Furthermore, using the Sakai-Sugimoto model, the expectation value of the energy-momentum tensor of the nucleon has been calculated to obtain the D-term, which is one of the gravitational form factors [121]. One of our future research directions is to analyze the gravitational form factor of nucleon resonances. By studying the gravitational form factor of nucleon resonances, we can understand their internal pressure and stress distribution, which may open a new insight into how the strong force confines the quarks and gluons.

## Appendix A

## Details of the calculation

## A. 1 (2.4.19)

We show the following expression for the CS term;

$$
\begin{align*}
S_{C S}= & \frac{N_{c}}{24 \pi^{2}} \int_{\mathbb{R}^{4} \times[0, \infty)} \operatorname{Tr}_{f}\left(\mathcal{A} \mathcal{F}^{2}-\frac{i}{2} \mathcal{A}^{3} \mathcal{F}-\frac{1}{10} \mathcal{A}^{5}\right) \\
& =\frac{N_{c}}{24 \pi^{2}} \int\left[\omega_{5}(A)+\frac{3}{\sqrt{2 N_{f}}} \hat{A} \operatorname{Tr}_{f} F^{2}+\frac{1}{2 \sqrt{2 N_{f}}} \hat{A} \hat{F}^{2}\right. \\
& \left.+\frac{1}{\sqrt{2 N_{f}}} \mathrm{~d}\left(\hat{A} \operatorname{Tr}_{f}\left(2 F A-\frac{i}{2} A^{3}\right)\right)\right] . \tag{A.1.1}
\end{align*}
$$

All products are wedge products.

1. $\hat{F}=d \hat{A}, F=d A+i A^{2}, \operatorname{Tr}_{f}\left(T^{a} T^{b}\right)=\frac{1}{2} \delta^{a b}$.
2. From the properties of wedge product, $\hat{A} A+A \hat{A}=\hat{A} A-\hat{A} A=0$.
3. From the antisymmetric properties of wedge product, $\hat{A}^{2}=0$.
4. The terms of one power of the field $(F$ and $A)$ in $S U\left(N_{f}\right)$ are zero from traceless.
5. Since the coupling constant is absorbed in the gauge field, more than three squares of the $S U\left(N_{f}\right)$ field is zero.
6. From the properties of trace and antisymmetry of the wedge product, $\operatorname{Tr}_{f} A^{2}=$ 0 .
are used as needed, where

$$
\begin{equation*}
\mathcal{A}=A^{a} T^{a}+\frac{1}{\sqrt{2 N_{f}}} \hat{A} I \tag{A.1.2}
\end{equation*}
$$

Substituting

$$
\begin{align*}
\mathcal{A}^{2} & =\left(A+\frac{1}{\sqrt{2 N_{f}}} \hat{A}\right)^{2}=A^{2}+\frac{1}{\sqrt{2 N_{f}}}(A \hat{A}+\hat{A} A)+\frac{1}{2 N_{f}} \hat{A}^{2}=A^{2}  \tag{A.1.3}\\
\mathcal{A}^{3} & =\left(A+\frac{1}{\sqrt{2 N_{f}}} \hat{A}\right) A^{2}=A^{3}+\frac{1}{\sqrt{2 N_{f}}} \hat{A} A^{2}  \tag{A.1.4}\\
\mathcal{A}^{5} & =\left(A^{3}+\frac{1}{\sqrt{2 N_{f}}} \hat{A} A^{2}\right) A^{2}=A^{5}+\frac{1}{\sqrt{2 N_{f}}} \hat{A} A^{4}  \tag{A.1.5}\\
\mathcal{F}^{2} & =F^{2}+\frac{1}{\sqrt{2 N_{f}}}(F \hat{F}+\hat{F} F)+\frac{1}{2 N_{f}} \hat{F}^{2}=F^{2}+\frac{1}{\sqrt{2 N_{f}}} \mathrm{~d} \hat{A} F+\frac{1}{2 N_{f}} \mathrm{~d} \hat{A}^{2}  \tag{A.1.6}\\
\mathcal{A}^{3} \mathcal{F} & =\left(A^{3}+\frac{1}{\sqrt{2 N_{f}}} \hat{A} A^{2}\right)\left(F+\frac{1}{\sqrt{2 N_{f}}} \hat{F}\right) \\
& =A^{3} F+\frac{1}{2 N_{f}} \mathrm{~d} \hat{A} A^{3}+\frac{1}{\sqrt{2 N_{f}}} \hat{A} A^{2} F+\frac{1}{2 N_{f}} \hat{A} A^{2} \mathrm{~d} \hat{A}  \tag{A.1.7}\\
\mathcal{A} \mathcal{F}^{2} & =\left(A+\frac{1}{\sqrt{2 N_{f}}} \hat{A}\right)\left(F^{2}+\frac{1}{\sqrt{2 N_{f}}} \mathrm{~d} \hat{A} F+\frac{1}{2 N_{f}} \mathrm{~d} \hat{A}^{2}\right) \\
& =A F^{2}+\frac{2}{2 N_{f}} \mathrm{~d} \hat{A} A F+\frac{1}{2 N_{f}} \mathrm{~d} \hat{A}^{2} A+\frac{1}{\sqrt{2 N_{f}}} \hat{A} F^{2}+\frac{1}{N_{f}} \hat{A} \mathrm{~d} \hat{A} F+\frac{1}{2 N_{f} \sqrt{2 N_{f}}} \hat{A} \hat{F}^{2} \tag{A.1.8}
\end{align*}
$$

for the CS term, we get

$$
\begin{align*}
S_{C S}= & \frac{N_{c}}{24 \pi^{2}} \int_{\mathbb{R}^{4} \times[0, \infty)} \operatorname{Tr}_{f}\left[\left(A F^{2}-\frac{i}{2} A^{3} F-\frac{!}{10} A^{5}\right)\right. \\
& +\frac{2}{\sqrt{2 N_{f}}} \mathrm{~d} \hat{A}^{2} \operatorname{tr} A F+\frac{1}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} F^{2}+\frac{1}{2 N_{f} \sqrt{2 N_{f}}} \hat{A} \hat{F}^{2} \times N_{f} \\
& \left.-\frac{i}{2 \sqrt{2 N_{f}}} \mathrm{~d} \hat{A} \operatorname{tr} A^{3}-\frac{i}{2 \sqrt{2 N_{f}}} \mathrm{~d} \hat{A} \operatorname{tr} A^{2} F\right] \tag{A.1.9}
\end{align*}
$$

Here, we calculate the total derivative term;

$$
\begin{align*}
\frac{1}{\sqrt{2 N_{f}}} \mathrm{~d}\left(\hat{A} \operatorname{Tr}_{f}\left(2 F A-\frac{i}{2} A^{3}\right)\right)= & \frac{2}{2 N_{f}} \mathrm{~d} \hat{A} \operatorname{tr} A F-\frac{i}{2 \sqrt{2 N_{f}}} \mathrm{~d} \hat{A} \operatorname{tr} A^{3} \\
& -\frac{1}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr}\left(2 \mathrm{~d} F A+2 F \mathrm{~d} A-\frac{i}{2} \mathrm{~d} A A^{2}+\frac{i}{2} A \mathrm{~d} A A-\frac{i}{2} A^{2} \mathrm{~d} A\right) \tag{A.1.10}
\end{align*}
$$

Furthermore, the calculation of the term of the second line yields

$$
\begin{align*}
\text { (second line) }= & -\frac{2}{2 N_{f}} \hat{A} \operatorname{tr}(-\mathrm{d} A A-i A \mathrm{~d} A) A-\frac{2}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} F \mathrm{~d} A+\frac{3 i}{2 \sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{2} \mathrm{~d} A \\
= & -\frac{4 i}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{2} \mathrm{~d} A-\frac{2}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} F \mathrm{~d} A+\frac{3 i}{2 \sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{2} \mathrm{~d} A \\
= & -\frac{5 i}{2 \sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{2} \mathrm{~d} A-\frac{2}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} F \mathrm{~d} A \\
= & -\frac{i}{2 \sqrt{2 N_{f}}}\left(\hat{A} \operatorname{tr} A^{2} \mathrm{~d} A+\hat{A} \operatorname{tr} A^{2} i A^{2}\right)-\frac{1}{2 \sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{4}-\frac{2 i}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{2} \mathrm{~d} A \\
& -\frac{2}{\sqrt{2 N_{f}}}\left(\hat{A} \operatorname{tr} F \mathrm{~d} A+\hat{A} \operatorname{tr} F i A^{2}\right)+\frac{2 i}{\sqrt{2 N_{f}}} \hat{A} \operatorname{trd} A A^{2}-\frac{2}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{4} \\
= & -\frac{i}{2 \sqrt{2 N_{f}}} \hat{A} \operatorname{tr} A^{2} F-\frac{2}{\sqrt{2 N_{f}}} \hat{A} \operatorname{tr} F^{2}, \tag{A.1.11}
\end{align*}
$$

which shows the desired expression.

## A. 2 (2.4.20)

For $S U(2)$, by identity,

$$
\begin{equation*}
\omega_{5}(A)=\operatorname{Tr}\left(A F^{2}-\frac{i}{2} A^{3} F-\frac{1}{10} A^{5}\right)=0 \tag{A.2.1}
\end{equation*}
$$

The formula for the product of generators of $S U(N)$ is listed below.

$$
\begin{align*}
& T^{a} T^{b}=\frac{1}{2 N} \delta^{a b}+\frac{1}{2} d^{a b c} T^{c}+\frac{i}{2} f^{a b c} T^{c}  \tag{A.2.2}\\
& \operatorname{tr}\left(T^{a} T^{b}\right)=\frac{1}{2} \delta^{a b}  \tag{A.2.3}\\
& \operatorname{tr}\left(T^{a} T^{b} T^{c}\right)=\frac{1}{4}\left(d^{a b c}+i f^{a b c}\right)  \tag{A.2.4}\\
& \operatorname{tr}\left(T^{a} T^{b} T^{c} T^{d}\right)=\frac{1}{4 N} \delta^{a b} \delta^{c d}+\frac{1}{8}\left(d^{a b e}+i f^{a b e}\right)\left(d^{c d e}+i f^{c d e}\right)  \tag{A.2.5}\\
& \operatorname{tr}\left(T^{a} T^{b} t^{c} T^{d} T^{e}\right)=\frac{1}{8 N} \delta^{a b}\left(d^{c d e}+i f^{c d e}\right)+\frac{1}{4 N}\left(d^{a b e}+i f^{a b e}\right) \delta^{c d} \\
& \quad+\frac{1}{16}\left(d^{a b f}+i d^{a b f}\right)\left(d^{c d g}+d^{c d g}\right)\left(d^{e f g}+d^{e f g}\right) \tag{A.2.6}
\end{align*}
$$

Using the fact that, $d^{a b c}=0$ for $N_{f}=2$, there are only three generators of $\mathrm{SU}(2)$, and that in the calculation of $\operatorname{tr}\left(A^{5}\right)$, the terms involving $\delta^{a b}$ are also zero due to the antisymmetry of the wedge product, we have $\omega_{5}(A)=0$ for $\mathrm{SU}(2)$.

## A. 3 (2.4.22)

For arbitrary $N_{f}$, we show

$$
\begin{align*}
S_{C S}= & \frac{N_{c}}{24 \pi^{2}} \sqrt{\frac{2}{N_{f}}} \int\left[\frac{3}{2} \hat{A} \operatorname{tr} F^{2}+\frac{1}{4} \hat{A} \hat{F}^{2}+\mathrm{d}(\quad)\right] \\
& \frac{N_{c}}{24 \pi^{2}} \epsilon_{M N P Q} \int d^{4} x d z\left[\frac{3}{8} \hat{A}_{0} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)-\frac{3}{2} \hat{A}_{M} \operatorname{Tr}_{f}\left(\partial_{0} A_{N} F_{P Q}\right)\right. \\
& \left.+\frac{3}{4} \hat{F}_{M N} \operatorname{Tr}_{f}\left(A_{0} F_{P Q}\right)+\frac{1}{16} \hat{A}_{0} \hat{F}_{M N} \hat{F}_{P Q}-\frac{1}{4} \hat{A}_{M} \hat{F}_{0 N} \hat{F}_{P Q}+(\text { total derivative term })\right] . \tag{A.3.1}
\end{align*}
$$

If we factor out $\sqrt{2 / N_{f}}$, this calculation can be used regardless of $N_{f}$. The point is to drop terms over two squares in the $S U\left(N_{f}\right)$ field ( $A$ and $F$ ). This is because considering $g_{Y M}^{2} \ll 1 / \lambda \ll 1, g_{Y M}^{3}$ should be dropped, which is consistent with keeping the zeroth-order of $\lambda$ in the analysis of baryons here.

Using that the differential form is written by

$$
\begin{equation*}
\omega_{n}=\frac{1}{n!} \mathrm{d}^{n} x \epsilon^{\mu_{1} \ldots \mu_{n}} \omega_{\mu_{1} \ldots \mu_{n}}, \tag{A.3.2}
\end{equation*}
$$

we expand

$$
\begin{align*}
\hat{A} \operatorname{tr} F^{2}= & d^{5} x \epsilon^{0 M N P Q} \frac{1}{2!} \frac{1}{2!}\left(\hat{A}_{0} \operatorname{tr} F_{M N} F_{P Q}-\hat{A}_{M} \operatorname{tr} F_{0 N} F_{P Q}+\hat{A}_{M} \operatorname{tr} F_{N 0} F_{P Q}\right. \\
& \left.-\hat{M} \operatorname{tr} F_{N P} F_{0 Q}+\hat{A}_{M} \operatorname{tr} F_{N P} F_{Q 0}\right) \\
= & d^{5} x \epsilon^{0 M N P Q} \frac{1}{4}\left(\hat{A}_{0} \operatorname{tr} F_{M N} F_{P Q}-\hat{A}_{M} \operatorname{tr} \partial_{0} A_{N} F_{P Q} \times 4+\hat{A}_{M} \operatorname{tr} \partial_{N} A_{0} F_{P Q} \times 4\right)+\mathcal{O}\left(A^{3}\right), \tag{A.3.3}
\end{align*}
$$

the last term becomes

$$
\begin{align*}
\epsilon^{0 M N P Q} \hat{A}_{M} \operatorname{tr} \partial_{N} A_{0} F_{P Q} & =-\epsilon^{0 M N P Q}\left(\partial_{N} \hat{A}_{M} \operatorname{tr} A_{0} F_{P Q}+\hat{A}_{M} \operatorname{tr} A_{0} \partial_{N} F_{P Q}\right) \\
& =-\epsilon^{0 M N P Q} \partial_{N} \hat{A}_{M} \operatorname{tr} A_{0} F_{P Q} \\
& =-\frac{1}{2} \epsilon^{0 M N P Q} \hat{F}_{M N} \operatorname{tr} A_{0} F_{P Q} \tag{A.3.4}
\end{align*}
$$

Therefore, we obtain

$$
\begin{equation*}
\hat{A} \operatorname{tr} F^{2}=d^{5} x \epsilon^{0 M N P Q}\left(\frac{1}{4} \hat{A}_{0} \operatorname{tr} F_{M N} F_{P Q}-\hat{A}_{M} \operatorname{tr} \partial_{0} A_{N} F_{P Q}-\frac{1}{2} \hat{F}_{M N} \operatorname{tr} A_{0} F_{P Q}\right)+\mathcal{O}\left(A^{3}\right) \tag{A.3.5}
\end{equation*}
$$

Also, the term with only $\mathrm{U}(1)$ term expand

$$
\begin{equation*}
\hat{A} \hat{F}^{2}=\epsilon^{0 M N P Q}\left(\hat{A}_{0} \hat{F}_{M N} \hat{F}_{P Q}-4 \hat{A}_{M} \hat{F}_{0 N} \hat{F}_{P Q}\right) \tag{A.3.6}
\end{equation*}
$$

so the first equation could be proved.

## A. 4 (2.4.49)

We prove

$$
\begin{align*}
M= & 8 \pi^{2} \kappa+\kappa \lambda^{-1} \int d^{3} x d z\left[-\frac{z^{2}}{6} \operatorname{Tr}_{f}\left(F_{i j}\right)^{2}+z^{2} \operatorname{Tr}_{f}\left(F_{i z}\right)^{2}\right] \\
& -\frac{1}{2} \kappa \lambda^{-1} \int d^{3} x d z\left[\left(\partial_{M} \hat{A}_{0}\right)^{2}+\frac{1}{32 \pi^{2} a} \hat{A}_{0} \epsilon_{M N P Q} \operatorname{Tr}_{f}\left(F_{M N} F_{P Q}\right)\right]+\mathcal{O}\left(\lambda^{-1}\right) \\
= & 8 \pi^{2} \kappa\left[1+\lambda^{-1}\left(\frac{\rho^{2}}{6}+\frac{1}{320 \pi^{4} a^{2}} \frac{1}{\rho^{2}}+\frac{Z^{2}}{3}\right)+\mathcal{O}\left(\lambda^{-1}\right)\right] \tag{A.4.1}
\end{align*}
$$

For this, we can just integrate by substituting the classical solution obtained. One should use as follows;

$$
\begin{equation*}
F_{i j}=\frac{2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}} \epsilon_{i j a} \tau^{a}, \quad F_{z j}=\frac{2 \rho^{2}}{\left(\xi^{2}+\rho^{2}\right)^{2}} \tau_{j} \tag{A.4.2}
\end{equation*}
$$

## A. 5 (2.4.60)

Calculate the field strength of the time-dependent gauge field in collective coordinates. By substituting the time-dependent gauge field into $F_{0 M}=\partial_{0} A_{M}-\partial_{M} A_{0}+$ $i\left[A_{0}, A_{M}\right]$, the field strength is calculated as

$$
\begin{align*}
F_{0 M}= & \partial_{0} A_{M}-\partial_{M} \Delta A_{0}+i\left[\Delta A_{0}, A_{M}\right] \\
= & \dot{W} A_{M}^{c l} W^{-1}+W A_{M}^{c l} \dot{W}^{-1}+W \partial_{0} A_{M}^{0} W^{-1} \\
& -W\left(\partial_{M} W^{-1} \Delta A_{0} W\right) W^{-1}-i W\left[A_{M}^{c l}, W^{-1} \Delta A_{0} W\right] W^{-1} . \tag{A.5.1}
\end{align*}
$$

Here, using

$$
\begin{equation*}
\partial_{0}\left(W^{-1} W\right)=0=\dot{W}^{-1} W+W^{-1} \dot{W} \tag{A.5.2}
\end{equation*}
$$

we calculate

$$
\begin{align*}
& \dot{W} A_{M}^{c l} W^{-1}+W A_{M}^{c l} \dot{W}^{-1} \\
& =W\left(W^{-1} \dot{W} A_{M}^{c l}\right) W^{-1}-W\left(A_{M}^{c l} W^{-1} \dot{W}\right) W^{-1} \\
& =W\left[W^{-1} \dot{W}, A_{M}^{c l}\right] W^{-1} \\
& =W i\left[A_{M}^{c l}, i W^{-1} \dot{W}\right] W^{-1} \tag{A.5.3}
\end{align*}
$$

and we obtain

$$
\begin{align*}
F_{0 M}= & W \partial_{0} A_{M}^{0} W^{-1}+W \partial_{M}\left(i W^{-1} \dot{W}\right) W^{-1} W^{-1}+W\left(i\left[A_{M}^{c l}, i W^{-1} \dot{W}\right]\right) W^{-1} \\
& -W D_{M}^{c l}\left(W^{-1} \Delta A_{0} W\right) W^{-1} \\
= & W\left(\dot{X}^{\alpha} \frac{\partial}{\partial X^{\alpha}} A_{M}^{c l}\right) W^{-1}-\left(W D_{M}^{c l}\left(W^{-1} \Delta A_{0} W\right) W^{-1}-W D_{M}^{c l}\left(i W^{-1} \dot{W}\right) W^{-1}\right) \\
= & W\left(\dot{X}^{\alpha} \frac{\partial}{\partial X^{\alpha}} A_{M}^{c l}-D_{M}^{c l} \Phi\right) \tag{A.5.4}
\end{align*}
$$

where $\Phi$ is defined by

$$
\begin{equation*}
\Phi=W^{-1} \Delta A_{0} W-W^{-1} \dot{W} \tag{A.5.5}
\end{equation*}
$$

With $\partial_{M} W(t)=0$, note that we introduce, for example,

$$
\begin{equation*}
(0=) W \partial_{M}\left(i W^{-1} \dot{W}\right) W^{-1} W^{-1} . \tag{A.5.6}
\end{equation*}
$$

## A. 6 (2.4.67)

Here, we determine the metric of the collective coordinates,

$$
\begin{align*}
L & =\frac{m_{X}}{2} g_{\alpha \beta} \dot{X}^{\alpha} \dot{X}^{\beta}-U\left(X^{\alpha}\right)+\mathcal{O}\left(\lambda^{-1}\right)  \tag{A.6.1}\\
U\left(X^{\alpha}\right) & =U(\rho, Z)=M_{0}+m_{X}\left(\frac{\rho^{2}}{6}+\frac{1}{320 \pi^{4} a^{2}} \frac{1}{\rho^{2}}+\frac{Z^{2}}{3}\right)  \tag{A.6.2}\\
d s^{2} & =g_{\alpha \beta} d X^{\alpha} d X^{\beta}  \tag{A.6.3}\\
& =d \vec{X}^{2}+d Z^{2}+2\left(d \rho^{2}+\rho^{2} d a_{I}^{2}\right)  \tag{A.6.4}\\
& =d \vec{X}^{2}+d Z^{2}+2 d y^{2} . \tag{A.6.5}
\end{align*}
$$

To do this, we use

$$
\begin{align*}
+a N_{c} \int d^{4} x d z \operatorname{Tr}_{f} F_{0 M}^{2} & =a N_{c} \int d^{4} x d z \operatorname{Tr}_{f}\left(D_{M}^{c l} \Phi-\dot{A}_{M}^{c l}\right)^{2} \\
& =\frac{m_{X^{\alpha}}}{2} g_{\alpha \beta} \dot{X}^{\alpha} \dot{X}^{\beta} . \tag{A.6.6}
\end{align*}
$$

Then, we need to solve

$$
\begin{equation*}
D_{M}^{c l}\left(\dot{X}^{\alpha} \frac{\partial}{\partial X^{\alpha}} A_{M}^{c l}-D_{M}^{c l} \Phi\right)=0 \tag{A.6.7}
\end{equation*}
$$

Since we desire a metric such that each of $\left(\vec{X}, Z, a_{I}\right)$ is diagonalized, we decompose as

$$
\begin{equation*}
\Phi=\Phi_{X}+\Phi_{\rho}+\Phi_{S U(2)} \tag{A.6.8}
\end{equation*}
$$

As a result, the equations we need to solve are also decoupled to become

$$
\begin{align*}
& D_{M}^{c l}\left(\dot{X}^{N} \frac{\partial}{\partial X^{N}} A_{M}^{c l}-D_{M}^{c l} \Phi_{X}\right)=0  \tag{A.6.9}\\
& D_{M}^{c l}\left(\dot{\rho} \frac{\partial}{\partial \rho} A_{M}^{c l}-D_{M}^{c l} \Phi_{\rho}\right)=0  \tag{A.6.10}\\
& D_{M}^{c l} D_{M}^{c l} \Phi_{S U(2)}=0 . \tag{A.6.11}
\end{align*}
$$

We will solve them in the steps below. It is useful to know that we can write

$$
\begin{array}{r}
g \partial_{M} g^{-1}=\left\{\begin{array}{l}
\frac{i}{\xi^{2}}\left((z-Z) \tau^{i}-\epsilon_{i j a}\left(x^{j}-X^{j}\right) \tau^{a}\right) \\
-\frac{i}{\xi^{2}}\left(x^{a}-X^{a} \tau^{a}\right.
\end{array}\right. \\
\partial_{M}\left(g \partial_{M} g^{-1}\right) \propto\left(x^{M}-X^{M}\right) g \partial_{M} g^{-1}=0 \tag{A.6.13}
\end{array}
$$

for the BPST solution.
First, for

$$
\begin{equation*}
D_{M}^{c l}\left(\dot{X}^{N} \frac{\partial}{\partial X^{N}} A_{M}^{c l}-D_{M}^{c l} \Phi_{X}\right)=0 \tag{A.6.14}
\end{equation*}
$$

We easily find that we can write

$$
\begin{equation*}
\Phi_{X}=-\dot{X}^{N} A_{N}^{c l} \tag{A.6.15}
\end{equation*}
$$

X for the BPST solution. From this, noting

$$
\begin{equation*}
\frac{\partial}{\partial_{N}} A_{M}^{c l}=-\partial_{N} A_{M}^{c l} \tag{A.6.16}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\dot{X}^{N} \frac{\partial}{\partial X^{N}} A_{M}^{c l}-D_{M}^{c l} \Phi_{X} & =-\dot{X}^{N} \partial_{N} A_{M}^{c l}+\dot{X}^{N} \partial_{M} A_{N}^{c l}+i \dot{X}^{N}\left[A_{M}^{c l}, A_{N}^{c l}\right] \\
& =\dot{X}^{N} F_{M N}^{c l} \tag{A.6.17}
\end{align*}
$$

Therefore, we calculate

$$
\begin{align*}
\frac{m_{X}}{2} g_{M N} \dot{X}^{M} \dot{X}^{N} & =\kappa \lambda^{-1} \int d^{3} x d z \operatorname{tr}\left[\left(-\dot{X}^{M} F_{P M}^{c l}\right)\left(-\dot{X}^{N} F_{P N}^{c l}\right)\right] \\
& =\kappa \lambda^{-1} \dot{X}^{M} \dot{X}^{N} \int d^{3} x d z \operatorname{tr} F_{P M}^{c l} F_{P N}^{c l} \tag{A.6.18}
\end{align*}
$$

then, by substituting the solution and integrating this, we obtain

$$
\begin{equation*}
g_{M N}=\frac{2 \kappa \lambda^{-1}}{m_{X}} \int d^{3} x d z \operatorname{tr} F_{M P}^{c l} F_{N P}^{c l}=\delta_{M N} . \tag{A.6.19}
\end{equation*}
$$

Next, for

$$
\begin{equation*}
D_{M}^{c l}\left(\dot{\rho} \frac{\partial}{\partial \rho} A_{M}^{c l}-D_{M}^{c l} \Phi_{\rho}\right)=0 \tag{A.6.20}
\end{equation*}
$$

because of

$$
\begin{equation*}
\partial_{\rho} A_{M}^{c l}=-\frac{2 \rho}{\xi^{2}+\rho^{2}} A_{M}^{c l}, \tag{A.6.21}
\end{equation*}
$$

we can calculate

$$
\begin{equation*}
D_{M}^{c l} \dot{\rho} \partial_{\rho} A_{M}^{c l}=\partial_{M}\left(-\frac{2 \dot{\rho} \rho}{\xi^{2}+\rho^{2}} A_{M}^{c l}\right)-\frac{2 i \dot{\rho} \rho}{\xi^{2}+\rho^{2}}\left[A_{M}^{c l}, A_{M}^{c l}\right]=0 \tag{A.6.23}
\end{equation*}
$$

then we obtain

$$
\begin{equation*}
\Phi_{\rho}=0 . \tag{A.6.24}
\end{equation*}
$$

From this, in the same way as above, we get the following metric

$$
\begin{equation*}
g_{\rho \rho}=\frac{2 \kappa \lambda^{-1}}{m_{X}} \int d^{3} x d z \operatorname{tr}\left(\frac{\partial}{\partial \rho} A_{M}^{c l}\right)^{2}=2 . \tag{A.6.25}
\end{equation*}
$$

Finally, for

$$
\begin{equation*}
D_{M}^{c l} D_{M}^{c l} \Phi_{S U(2)}=0, \tag{A.6.26}
\end{equation*}
$$

Moving on to singular gauge,

$$
\begin{array}{r}
\bar{A}_{M}^{c l}(x)=g(x)^{-1}\left(A^{c l}(x)-i \partial_{M}\right) g(x)=-i(1-f(\xi)) g(x)^{-1} \partial_{M} g(x) \\
\bar{\Phi}_{S U(2)}(t, x)=g(x ; X(t))^{-1} \Phi_{S U(2)}(t, x) g(x ; X(t)) \tag{A.6.28}
\end{array}
$$

used in the discussion of $S_{\mathrm{CS}}^{\mathrm{new} 1}$, we solve

$$
\begin{equation*}
\bar{D}_{M}^{c l} \bar{D}_{M}^{c l} \bar{\Phi}_{S U(3)}=0 \tag{A.6.30}
\end{equation*}
$$

Assuming the ansatz;

$$
\begin{equation*}
\bar{\Phi}_{S U(3)}=\sum_{a=1}^{3} \chi^{a}(t) u^{a}(\xi) \frac{\tau_{a}}{2} \tag{A.6.31}
\end{equation*}
$$

the equation we have to now solve becomes

$$
\begin{equation*}
\frac{1}{\xi^{3}} \frac{d}{d \xi}\left(\xi^{3} \frac{d}{d \xi} u^{a}(\xi)\right)=8 \frac{(1-f(\xi))^{2}}{\xi^{2}} u^{a}(\xi) \tag{A.6.32}
\end{equation*}
$$

with arbitrary constants $C^{a}$, the regular solution is obtained as

$$
\begin{equation*}
u^{a}(\xi)=C^{a} f(\xi) \tag{A.6.33}
\end{equation*}
$$

Moving this back to the previous gauge, then we obtain

$$
\begin{array}{r}
\Phi_{S U(2)}=\chi^{a}(t) \Phi_{a}(x) \\
\Phi_{a}=f(\xi) g \frac{\tau_{a}}{2} g^{-1} \tag{A.6.35}
\end{array}
$$

The arbitrary constant $C^{a}$ was absorbed in $\chi^{a}$. Still $\chi^{a}(t)$ has not been determined, but if we remind that

$$
\begin{align*}
& \overline{\mathcal{A}}\left(t, x^{M}\right)=\left(\overline{\mathcal{A}}^{c l}\left(x^{M} ; X^{a}(t)\right)+\bar{\Phi}\left(t, x^{M}\right) d t\right)^{W(t)}  \tag{A.6.36}\\
& \bar{\Phi}\left(t, x^{M}\right)=g\left(x^{M} ; X^{\alpha}(t)\right)\left(\Phi\left(t, x^{M}\right)-i \partial_{0}\right) g\left(x^{M} ; X^{\alpha}(t)\right)^{-1} \tag{A.6.37}
\end{align*}
$$

is gauge-fixed such that it is regular at infinity, even after giving it a time dependence, we should still require

$$
\begin{equation*}
\overline{\mathcal{A}}\left(t, x^{M}\right) \rightarrow 0 . \tag{A.6.38}
\end{equation*}
$$

Therefore, with $\Phi=\Phi_{X}+\Phi_{\rho}+\Phi_{S U(2)}$, at infinity, $\overline{\mathcal{A}}^{c l} \rightarrow 0$, so we should require

$$
\begin{equation*}
W \bar{\Phi} W^{-1}-i W \partial_{0} W^{-1} \rightarrow 0 . \tag{A.6.39}
\end{equation*}
$$

Then, $\chi^{a}$ are determined as

$$
\begin{equation*}
\chi^{a}(t)=-2 \operatorname{tr}\left(t_{a} W^{-1} \dot{W}\right)=2\left(a_{4} \dot{a}_{a}-\dot{a}_{4} a_{a}+\epsilon_{a b c} a_{b} \dot{a}_{c}\right), \quad t_{a}=\frac{\tau_{a}}{2} . \tag{A.6.40}
\end{equation*}
$$

From the above, we obtain $\Phi_{S(2)}$. From this, the metric are given as

$$
\begin{equation*}
g_{I J} \dot{a}_{I} \dot{a}_{J}=\frac{2 \kappa \lambda^{-1}}{m_{X}} \int d^{3} x d z \operatorname{tr}\left(D_{M}^{c l} \Phi_{S U(2)}\right)^{2}=2 \rho^{2} \dot{a}_{I}^{2} \tag{A.6.41}
\end{equation*}
$$

where we use

$$
\begin{align*}
& \left(\chi^{a}\right)^{2}=4 \dot{a}_{I}^{2}  \tag{A.6.42}\\
& a_{I}^{2}=1 \tag{A.6.43}
\end{align*}
$$

After the above calculations, we get

$$
\begin{align*}
S & =\int d t L=\int d t\left(L_{\text {kinetic }}-L_{\text {potential }}\right)  \tag{A.6.44}\\
L & =L_{X}+L_{Z}+L_{y}+\mathcal{O}\left(\lambda^{-1}\right)  \tag{A.6.45}\\
L_{X} & =-M_{0}+\frac{m_{X}}{2} \dot{\mathbf{X}}^{2}  \tag{A.6.46}\\
L_{Z} & =\frac{m_{Z}}{2} \dot{Z}^{2}-\frac{m_{Z} \omega_{Z}^{2}}{2} Z^{2}  \tag{A.6.47}\\
L_{y} & =\frac{m_{y}}{2}\left(\dot{\rho}^{2}+\rho^{2} \dot{a}_{I}^{2}\right)-\frac{m_{y} \omega_{\rho}^{2}}{2} \rho^{2}-\frac{Q}{\rho^{2}}  \tag{A.6.48}\\
& =\frac{m_{y}}{2} \dot{y}_{I}^{2}-\frac{m_{y} \omega_{\rho}^{2}}{2} y_{I}^{2}-\frac{Q}{\rho^{2}} \tag{A.6.49}
\end{align*}
$$

with coefficients

$$
\begin{align*}
& M_{0}=8 \pi^{2} \kappa, \quad m_{X}=m_{Z}=\frac{m_{y}}{2}=8 \pi^{2} \kappa \lambda^{-1}=8 \pi^{2} a N_{c} \\
& \omega_{Z}^{2}=\frac{2}{3}, \quad \omega_{\rho}^{2}=\frac{1}{6}, \quad Q=\frac{N_{c}^{2}}{5 m_{X}}=\frac{N_{c}}{40 \pi^{2} a} . \tag{A.6.50}
\end{align*}
$$

## A. 7 (3.2.25)

It is almost the same as A.6. With

$$
\begin{align*}
& \bar{A}_{M}^{c l}(x)=g(x)^{-1}\left(A^{c l}(x)-i \partial_{M}\right) g(x)=-i(1-f(\xi)) g(x)^{-1} \partial_{M} g(x)  \tag{A.7.1}\\
& \bar{\Phi}_{S U(3)}(t, x)=g(x ; X(t))^{-1} \Phi_{S U(3)}(t, x) g(x ; X(t)) \tag{A.7.2}
\end{align*}
$$

The only difference is that the solution of

$$
\begin{equation*}
\bar{D}_{M}^{c l} \bar{D}_{M}^{c l} \bar{\Phi}_{S U(3)}=0 . \tag{A.7.3}
\end{equation*}
$$

we obtain as follows;

$$
\begin{align*}
& \bar{\Phi}_{S U(3)}=\sum_{a=1}^{8} \chi^{a}(t) u^{a}(\xi) t_{a}  \tag{A.7.5}\\
& \frac{1}{\xi^{3}} \frac{d}{d \xi}\left(\xi^{3} \frac{d}{d \xi} u^{a}(\xi)\right)=C_{a} \frac{(1-f(\xi))^{2}}{\xi^{2}} u^{a}(\xi)  \tag{A.7.6}\\
& C_{a}=\left\{\begin{array}{c}
8, \\
3, \\
0, \\
0, \\
0, ~(a=1,2,3) \\
3,6)
\end{array}\right. \tag{A.7.7}
\end{align*}
$$

## A. 8 (3.3.11)

From

$$
\begin{equation*}
\mathbf{L}_{\left[\xi m, \xi_{n}\right]} s=f_{m n p} \mathbf{L}_{\xi_{p}} s \tag{A.8.1}
\end{equation*}
$$

we derive

$$
\begin{equation*}
\left[\xi_{m}, \xi_{n}\right]^{\hat{\alpha}}=f_{m n p} \xi_{p}^{\hat{\alpha}} . \tag{A.8.2}
\end{equation*}
$$

We have

$$
\begin{align*}
\mathbf{L}_{\left[\xi m, \xi_{n}\right]} s & =\xi_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}}\left(\xi_{n}^{\hat{\beta}} \partial_{\hat{\beta}}\right) s-\xi_{n}^{\hat{\alpha}} \partial_{\hat{\alpha}}\left(\xi_{m}^{\hat{\beta}} \partial_{\hat{\beta}}\right) s=\left(\xi_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}} \xi_{n}^{\hat{\beta}}-\xi_{n}^{\hat{\alpha}} \partial_{\hat{\alpha}} \xi_{m}^{\hat{\beta}}\right) \partial_{\hat{\beta}} s=\left[\xi_{m}, \xi_{n}\right]^{\hat{\beta}} \partial_{\hat{\beta}} s \\
& =f_{m n p} \mathbf{L}_{\xi_{p}} s=f_{m n p} \xi_{p}^{\hat{\beta}} \partial_{\hat{\beta}} s \tag{A.8.3}
\end{align*}
$$

for the arbitrary $\partial_{\hat{\beta}} s$,

$$
\begin{equation*}
\left[\xi_{m}, \xi_{n}\right]^{\hat{\alpha}}=f_{m n p} \xi_{p}^{\hat{\alpha}} \tag{A.8.4}
\end{equation*}
$$

hold.
A. 9 (3.3.15)

First we prove

$$
\begin{align*}
& \left(\mathbf{L}_{\xi_{m}} \mathbf{L}_{\xi_{n}}-\mathbf{L}_{\xi_{n}} \mathbf{L}_{\xi_{m}}\right) A_{\mu}=L_{\eta} A_{\mu}  \tag{A.9.1}\\
& \eta^{\mu}=\left[\xi_{m}, \xi_{n}\right]^{\mu}=\xi_{m}^{\rho} \partial_{\rho} \xi_{n}^{\mu}-\xi_{n}^{\rho} \partial \rho \xi_{m}^{\mu} \tag{A.9.2}
\end{align*}
$$

The left-hand side expand

$$
\begin{align*}
& \left(\mathbf{L}_{\xi_{m}} \mathbf{L}_{\xi_{n}}-\mathbf{L}_{\xi_{n}} \mathbf{L}_{\xi_{m}}\right) A_{\mu} \\
& =\xi_{m}^{\rho}\left(\partial_{\rho} \xi_{n}^{\nu}\right)\left(\partial_{\nu} \omega_{\mu}\right)+\xi_{m}^{\rho} \xi_{n}^{\nu}\left(\partial_{\rho} \partial_{\nu} \omega_{\mu}\right)+\xi_{m}^{\rho}\left(\partial_{\rho} \partial_{\nu} \xi_{n}^{\nu}\right) \omega_{\nu} \\
& \quad+\xi_{m}^{\rho}\left(\partial_{\mu} \xi_{n}^{\nu}\right)\left(\partial_{\rho} \omega_{\nu}\right)+\left(\partial_{\mu} \xi_{m}^{\rho}\right) \xi_{n}^{\nu}\left(\partial_{\nu} \omega_{\rho}\right)+\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left(\partial_{\rho} \xi_{n}^{\nu}\right) \omega_{\nu} \\
& \quad-\xi_{n}^{\rho}\left(\partial_{\rho} \xi_{m}^{\nu}\right)\left(\partial_{\nu} \omega_{\mu}\right)-\xi_{n}^{\rho} \xi_{m}^{\nu}\left(\partial_{\rho} \partial_{\nu} \omega_{\mu}\right)-\xi_{n}^{\rho}\left(\partial_{\rho} \partial_{\nu} \xi_{m}^{\nu}\right) \omega_{\nu} \\
& \quad-\xi_{n}^{\rho}\left(\partial_{\mu} \xi_{m}^{\nu}\right)\left(\partial_{\rho} \omega_{\nu}\right)-\left(\partial_{\mu} \xi_{n}^{\rho}\right) \xi_{m}^{\nu}\left(\partial_{\nu} \omega_{\rho}\right)-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left(\partial_{\rho} \xi_{m}^{\nu}\right) \omega_{\nu}, \tag{A.9.3}
\end{align*}
$$

Since the second and eighth, fourth and eleventh, and fifth and tenth terms cancel each other out, we calculate

$$
\begin{align*}
& \left(\mathbf{L}_{\xi_{m}} \mathbf{L}_{\xi_{n}}-\mathbf{L}_{\xi_{n}} \mathbf{L}_{\xi_{m}}\right) A_{\mu} \\
& =\xi_{m}^{\rho}\left(\partial_{\rho} \xi_{n}^{\nu}\right)\left(\partial_{\nu} \omega_{\mu}\right)+\xi_{m}^{\rho}\left(\partial_{\rho} \partial_{\mu} \xi_{n}^{\nu}\right) \omega_{\nu}+\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left(\partial_{\rho} \xi_{n}^{\nu}\right) \omega_{\nu} \\
& \quad-\xi_{n}^{\rho}\left(\partial_{\rho} \xi_{m}^{\nu}\right)\left(\partial_{\nu} \omega_{\mu}\right)-\xi_{n}^{\rho}\left(\partial_{\rho} \partial_{\nu} \xi_{m}^{\nu}\right) \omega_{\nu}-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left(\partial_{\rho} \xi_{m}^{\nu}\right) \omega_{\nu} \tag{A.9.4}
\end{align*}
$$

On the other hand, since the right-hand side is calculated as

$$
\begin{align*}
L_{\eta} A_{\mu}= & \left(\xi_{m}^{\mu} \partial_{\mu} \xi_{n}^{\nu}-\xi_{n}^{\mu} \partial_{\mu} \xi_{m}^{\nu}\right) \partial_{\nu} \omega_{\nu}+\partial_{\rho}\left(\xi_{m}^{\mu} \partial_{\mu} \xi_{n}^{\nu}-\xi_{n}^{\mu} \partial_{\mu} \xi_{m}^{\nu}\right) \omega_{\nu} \\
= & \xi_{m}^{\mu}\left(\partial_{\mu} \xi_{n}^{\nu}\right)\left(\partial_{\nu} \omega_{\rho}\right)-\xi_{n}^{\mu}\left(\partial_{\mu} \xi_{m}^{\nu}\right)\left(\partial_{\nu} \omega_{\rho}\right)+\left(\partial_{\rho} \xi_{m}^{\mu}\right)\left(\partial_{\mu} \xi_{n}^{\nu}\right) \omega_{\nu} \\
& +\xi_{m}^{\mu}\left(\partial_{\rho} \partial_{\mu} \xi_{n}^{\nu}\right) \omega_{\nu}-\left(\partial_{\rho} \xi_{n}^{\mu}\right)\left(\partial_{\mu} \xi_{m}^{\nu}\right) \omega_{\nu}-\xi_{n}^{\mu}\left(\partial_{\rho} \partial_{\mu} \xi_{m}^{\nu}\right) \omega_{\nu}, \tag{A.9.5}
\end{align*}
$$

By comparing both sides, we can see that they are equal. We have now proved this for the case of 1 -form $A_{\mu} d x^{\mu}$, but this relation holds for general n-forms.

Next, we prove

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}}\left(D_{\mu} W_{n}\right)-\mathbf{L}_{\xi_{n}}\left(D_{\mu} W_{m}\right)=D_{\mu}\left(\mathbf{L}_{\xi_{m}} W_{n}-\mathbf{L}_{\xi_{n}} W_{m}-\left[W_{m}, W_{n}\right]\right) \tag{A.9.6}
\end{equation*}
$$

The left-hand side is calculated as

$$
\begin{align*}
& \mathbf{L}_{\xi_{m}}\left(D_{\mu} W_{n}\right)-\mathbf{L}_{\xi_{n}}\left(D_{\mu} W_{m}\right) \\
& =\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left(\partial_{\rho} W_{n}+\left[A_{\rho}, W_{n}\right]\right)+\xi_{m}^{\rho} \partial_{\rho}\left(\partial_{\mu} W_{n}+\left[A_{\mu}, W_{n}\right]\right) \\
& \quad-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left(\partial_{\rho} W_{m}+\left[A_{\rho}, W_{m}\right]\right)-\xi_{n}^{\rho} \partial_{\rho}\left(\partial_{\mu} W_{m}+\left[A_{\mu}, W_{m}\right]\right) \\
& =\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left(\partial_{\rho} W_{n}\right)+\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left[A_{\rho}, W_{n}\right]+\xi_{m}^{\rho}\left(\partial_{\rho} \partial_{\mu} W_{n}\right)+\xi_{m}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{n}\right]\right) \\
& \quad-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left(\partial_{\rho} W_{m}\right)-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left[A_{\rho}, W_{m}\right]-\xi_{n}^{\rho}\left(\partial_{\rho} \partial_{\mu} W_{m}\right)-\xi_{n}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{m}\right]\right) \tag{A.9.7}
\end{align*}
$$

The right-hand side becomes

$$
\begin{align*}
& D_{\mu}\left(\mathbf{L}_{\xi_{m}} W_{n}-\mathbf{L}_{\xi_{n}} W_{m}-\left[W_{m}, W_{n}\right]\right) \\
&= \partial_{\mu}\left(\xi_{m}^{\rho} \partial_{\rho} W_{n}-\xi_{\rho}^{\rho} W_{m}+\left[W_{m}, W_{n}\right]\right)+\left[A_{\mu}, \xi_{m}^{\rho} \partial_{\rho} W_{n}\right]-\left[A_{\mu}, \xi_{n}^{\rho} \partial_{\rho} W_{m}\right]+\left[A_{\mu},\left[W_{m}, W_{n}\right]\right] \\
&=\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left(\partial_{\rho} W_{n}\right)+\xi_{m}^{\rho}\left(\partial_{\mu} \partial_{\rho} W_{n}\right)-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left(\partial_{\rho} W_{m}\right)-\xi_{n}^{\rho}\left(\partial_{\mu} \partial_{\rho} W_{m}\right) \\
&+\xi_{m}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{n}\right]\right)-\left[\xi_{m}^{\rho} \partial_{\rho} A_{\mu}, W_{n}\right]-\xi_{n}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{m}\right]\right)+\left[\xi_{n}^{\rho} \partial_{\rho} A_{\mu}, W_{m}\right]+D_{\mu}\left(\left[W_{m}, W_{n}\right]\right) \\
&=\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left(\partial_{\rho} W_{n}\right)+\xi_{m}^{\rho}\left(\partial_{\mu} \partial_{\rho} W_{n}\right)-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left(\partial_{\rho} W_{m}\right)-\xi_{n}^{\rho}\left(\partial_{\mu} \partial_{\rho} W_{m}\right) \\
&+\xi_{m}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{n}\right]\right)-\xi_{n}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{m}\right]\right) \\
&+D_{\mu}\left(\left[W_{m}, W_{n}\right]\right)-\left[\left(\partial_{\mu} \xi_{m}^{\rho}\right) A_{\rho}+\xi_{m}^{\rho} \partial_{\rho} A_{\mu}, W_{n}\right]+\left[\left(\partial_{\mu} \xi_{m}^{\rho}\right) A_{\rho}, W_{n}\right] \\
&+\left[\left(\partial_{\mu} \xi_{n}^{\rho}\right) A_{\rho}+\xi_{n}^{\rho} \partial_{\rho} A_{\mu}, W_{m}\right]-\left[\left(\partial_{\mu} \xi_{n}^{\rho}\right) A_{\rho}, W_{m}\right] \\
&=\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left(\partial_{\rho} W_{n}\right)+\xi_{m}^{\rho}\left(\partial_{\mu} \partial_{\rho} W_{n}\right)-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left(\partial_{\rho} W_{m}\right)-\xi_{n}^{\rho}\left(\partial_{\mu} \partial_{\rho} W_{m}\right) \\
& \quad+\xi_{m}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{n}\right]\right)-\xi_{n}^{\rho} \partial_{\rho}\left(\left[A_{\mu}, W_{m}\right]\right)+\left(\partial_{\mu} \xi_{m}^{\rho}\right)\left[A_{\rho}, W_{n}\right]-\left(\partial_{\mu} \xi_{n}^{\rho}\right)\left[A_{\rho}, W_{m}\right] \\
& \quad+D_{\mu}\left(\left[W_{m}, W_{n}\right]\right)-\left[D_{\mu} W_{m}, W_{n}\right]+\left[D_{\mu} W_{n}, W_{m}\right] \tag{A.9.8}
\end{align*}
$$

by comparing with the left-hand side, we can see that the only difference is

$$
\begin{equation*}
+D_{\mu}\left(\left[W_{m}, W_{n}\right]\right)-\left[D_{\mu} W_{m}, W_{n}\right]+\left[D_{\mu} W_{n}, W_{m}\right] \tag{A.9.9}
\end{equation*}
$$

however, this term is zero,

$$
\begin{align*}
& +D_{\mu}\left(\left[W_{m}, W_{n}\right]\right)-\left[D_{\mu} W_{m}, W_{n}\right]+\left[D_{\mu} W_{n}, W_{m}\right] \\
& =\partial_{\mu}\left(\left[W_{m}, W_{n}\right]\right)-\left[\partial_{\mu} W_{m}, W_{n}\right]-\left[W_{m}, \partial_{\mu} W_{n}\right] \\
& \quad\left[A_{\mu},\left[W_{m}, W_{n}\right]\right]+\left[W_{m},\left[W_{n}, A_{\mu}\right]\right]+\left[W_{n},\left[A_{\mu}, W_{m}\right]\right] \\
& =0, \tag{A.9.10}
\end{align*}
$$

because of the Jacobi identity. Thus, we achieved our aims.

## A. 10 (3.3.17)

We can prove

$$
\begin{equation*}
D_{\nu} \mathbf{L}_{\xi} A_{\mu}-D_{\mu} \mathbf{L}_{\xi} A_{\nu}=\mathbf{L}_{\xi} F_{\nu \mu} . \tag{A.10.1}
\end{equation*}
$$

as follows;

$$
\begin{align*}
D_{\nu} \mathbf{L}_{\xi} A_{\mu}-D_{\mu} \mathbf{L}_{\xi} A_{\nu}= & \left(\partial_{\nu} \partial_{\mu} \xi^{\rho}\right) A_{\rho}+\left(\partial_{\mu} \xi^{\rho}\right) \partial_{\nu} A_{\rho}+\left(\partial_{\nu} \xi^{\rho}\right)\left(\partial_{\rho} A_{\mu}\right)+\xi^{\rho}\left(\partial_{\nu} \partial_{\rho} A_{\mu}\right) \\
& -\left(\partial_{\mu} \partial_{\nu} \xi^{\rho}\right)-\left(\partial_{\nu} \xi^{\rho}\right)\left(\partial_{\mu} A_{\rho}\right)-\left(\partial_{\mu} \xi^{\rho}\right)\left(\partial_{\rho} A_{\nu}\right)-\xi^{\rho}\left(\partial_{\mu} \partial_{\rho} A_{\nu}\right) \\
& +\left(\partial_{\mu} \xi^{\rho}\right)\left[A_{\nu}, A_{\rho}\right]+\xi^{\rho}\left[A_{\nu}, \partial_{\rho} A_{\mu}\right]-\left(\partial_{\nu} \xi^{\rho}\right)\left[A_{\mu}, A_{\rho}\right]-\xi^{\rho}\left[A_{\mu}, \partial_{\rho} A_{\nu}\right] \\
= & \left(\partial_{\mu} \xi^{\rho}\right)\left(\partial_{\nu} A_{\rho}-\partial_{\rho} A_{\nu}+\left[A_{\nu}, A_{\mu}\right]\right)+\left(\partial_{\nu} \xi^{\rho}\right)\left(\partial_{\rho} A_{\mu}-\partial_{\mu} A_{\rho}+\left[A_{\rho}, A_{\mu}\right]\right) \\
& +\xi^{\rho} \partial_{\rho}\left(\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}\right)+\xi^{\rho}\left[A_{\nu}, \partial_{\rho} A_{\mu}\right]+\xi^{\rho}\left[\partial_{\rho} A_{\nu}, A_{\mu}\right] \\
= & \left(\partial_{\mu} \xi^{\rho}\right) F_{\rho \mu}+\left(\partial_{\nu} \xi^{\rho}\right) F_{\nu \rho}+\xi^{\rho} \partial_{\rho} F_{\nu \mu} \\
= & \mathbf{L}_{\xi} F_{\nu \mu} . \tag{A.10.2}
\end{align*}
$$

## A. 11 (3.3.18)

With $\Psi_{m}=\xi_{m}^{\mu} A_{\mu}-W_{m}$, we prove

$$
\begin{equation*}
\xi_{m}^{\mu} F_{\mu \nu}=-D_{\nu} \Psi_{m} . \tag{A.11.1}
\end{equation*}
$$

By using the symmetry equation,

$$
\begin{equation*}
\left(\partial_{\mu} \xi_{m}^{\rho}\right) A_{\rho}+\xi_{m}^{\rho} \partial_{\rho} A_{\mu}=D_{\mu} W_{m}, \tag{A.11.2}
\end{equation*}
$$

we prove as follows;

$$
\begin{align*}
\xi_{m}^{\mu} F_{\mu \nu} & =\xi_{m}^{\mu}\left(\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}-\left[A_{\mu}, A_{\nu}\right]\right) \\
& =D_{\nu} W_{m}-\left(\partial_{\nu} \xi_{m}^{\mu}\right) A_{\mu}-\xi_{m}^{\mu} \partial_{\nu} A_{\mu}-\left[\xi_{m}^{\mu} A_{\mu}, A_{\nu}\right] \\
& =D_{\nu} W_{m}-\partial_{\nu}\left(\xi_{m}^{\mu} A_{\mu}\right)+\left[A_{\nu}, \xi_{m}^{\mu} A_{\mu}\right] \\
& =D_{\nu}\left(W_{m}-\xi_{m}^{\mu} A_{\mu}\right) \\
& =-D_{\nu} \Psi_{m} . \tag{A.11.3}
\end{align*}
$$

## A. 12 (3.3.20)

With $\Psi_{m}=\xi_{m}^{\mu} A_{\mu}-W_{m}$, we prove

$$
\begin{equation*}
\xi_{m}^{\mu} \xi_{n}^{\nu} F_{\mu \nu}=f_{m n p} \Psi_{p}-\left[\Psi_{m}, \Psi_{n}\right] . \tag{A.12.1}
\end{equation*}
$$

To do this, first, we prove

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} \Psi_{n}-\left[W_{m}, \Psi_{n}\right]=f_{m n p} \Psi_{p} \tag{A.12.2}
\end{equation*}
$$

Using the consistency condition;

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} W_{n}-\mathbf{L}_{\xi_{n}} W_{m}-\left[W_{m}, W_{n}\right]-f_{m n p} W_{p}=0 \tag{A.12.3}
\end{equation*}
$$

we get

$$
\begin{align*}
\mathbf{L}_{\xi_{m}} \Psi_{n}-\left[W_{m}, \Psi_{n}\right] & =\mathbf{L}_{\xi_{m}}\left(\xi_{n}^{\mu} A_{\mu}\right)-\mathbf{L}_{\xi_{m}} W_{n}+\left[W_{m}, \xi_{n}^{\mu} A_{\mu}\right]+\left[W_{m}, W_{n}\right] \\
& =\xi_{m}^{\rho}\left(\partial_{\rho} \xi_{n}^{\mu}\right) A_{\mu}+\xi_{m}^{\rho} \xi_{n}^{\mu} \partial_{\rho} A_{\mu}+\left[W_{m}, \xi_{n}^{\mu} A_{\mu}\right]-\xi_{n}^{\rho}\left(\partial_{\rho} W_{m}\right)-f_{m n p} W_{p} . \tag{A.12.4}
\end{align*}
$$

Moreover, using the symmetry equation,

$$
\begin{equation*}
\left(\partial_{\mu} \xi_{m}^{\rho}\right) A_{\rho}+\xi_{m}^{\rho} \partial_{\rho} A_{\mu}=\partial_{\mu} W_{m}+\left[A_{\mu}, W_{m}\right] \tag{A.12.5}
\end{equation*}
$$

we continue this calculation to obtain

$$
\begin{align*}
\mathbf{L}_{\xi_{m}} \Psi_{n}-\left[W_{m}, \Psi_{n}\right]= & \xi_{m}^{\rho}\left(\partial_{\rho} \xi_{n}^{\mu}\right) A_{\mu}+\xi_{m}^{\rho} \xi_{n}^{\mu} \partial_{\rho} A_{\mu}+\left[W_{m}, \xi_{n}^{\mu} A_{\mu}\right]+\xi_{n}^{\rho}\left[A_{\rho}, W_{m}\right] \\
& -f_{m n p} W_{p}-\xi_{n}^{\rho}\left(\partial_{\rho} \xi_{m}^{\mu}\right) A_{\mu}-\xi_{n}^{\rho} \xi_{m}^{\mu}\left(\partial_{\mu} A_{\rho}\right) \\
= & \left(\xi_{m}^{\rho} \partial_{\rho} \xi_{n}^{\mu}-\xi_{n}^{\rho} \partial_{\rho} \xi_{m}^{\mu}\right) A_{\mu}-f_{m n p} W_{p}=f_{m n p} \xi_{p}^{\mu} A_{\mu}-f_{m n p} W_{p} \\
= & f_{m n p} \Psi_{p} \tag{A.12.6}
\end{align*}
$$

so we get

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} \Psi_{n}-\left[W_{m}, \Psi_{n}\right]=f_{m n p} \Psi_{p} \tag{A.12.7}
\end{equation*}
$$

Using this relation,

$$
\begin{align*}
& \xi_{m}^{\mu} F_{\mu \nu}=-D_{\nu} \Psi_{m}  \tag{A.12.8}\\
& \Psi_{m}=\xi_{m}^{\mu} A_{\mu}-W_{m}, \tag{A.12.9}
\end{align*}
$$

and the fact that the Lie derivative of scalar fields become

$$
\begin{equation*}
\mathbf{L}_{\xi_{n}} \Psi_{m}=\xi_{n}^{\nu} \partial_{\nu} \Psi_{m}, \tag{A.12.10}
\end{equation*}
$$

we can prove (3.3.20) as follows;

$$
\begin{align*}
\xi_{m}^{\mu} \xi_{n}^{\nu} F_{\mu \nu} & =-\xi_{n}^{\nu}\left(\partial_{\nu} \Psi_{m}+\left[A_{\nu}, \Psi_{m}\right]\right)=-\xi_{n}^{\nu} \partial_{\nu} \Psi_{m}-\left[\xi_{n}^{\nu} A_{\nu}, \Psi_{m}\right] \\
& =-\mathbf{L}_{\xi_{n}} \Psi_{m}+\left[W_{n}+\Psi_{n}, \Psi_{m}\right]=-\left[W_{n}, \Psi_{m}\right]-f_{n m p} \Psi_{p}+\left[W_{n}+\Psi_{n}, \Psi_{m}\right] \\
& =f_{m n p} \Psi_{p}-\left[\Psi_{m}, \Psi_{n}\right] . \tag{A.12.11}
\end{align*}
$$

## A. 13 (3.3.27)

Rewriting $W_{m}$ in

$$
\begin{equation*}
\mathbf{L}_{\xi_{m}} W_{n}\left(y^{\hat{\alpha}}\right)-\mathbf{L}_{\xi_{n}} W_{m}\left(y^{\hat{\alpha}}\right)+\left[W_{m}\left(y^{\hat{\alpha}}\right), W_{n}\left(y^{\hat{\alpha}}\right)\right]-f_{m n p} W_{p}\left(y^{\hat{\alpha}}\right)=0 \tag{A.13.1}
\end{equation*}
$$

as

$$
\begin{equation*}
W_{m}=\xi_{m}^{\hat{\alpha}} W_{\hat{\alpha}}, \tag{A.13.2}
\end{equation*}
$$

we prove

$$
\begin{equation*}
\partial_{\hat{\alpha}} W_{\hat{\beta}}-\partial_{\hat{\beta}} W_{\hat{\alpha}}+\left[W_{\hat{\alpha}}, W_{\hat{\beta}}\right]=0 . \tag{A.13.3}
\end{equation*}
$$

We substitute $W_{m}=\xi_{m}^{\hat{\alpha}} W_{\hat{\alpha}}$ into above equation, we obtain

$$
\begin{align*}
& \xi_{m}^{\hat{\alpha}} \partial_{\hat{\alpha}}\left(\xi_{n}^{\hat{\beta}} W_{\hat{\beta}}\right)-\xi_{n}^{\hat{\alpha}} \partial_{\hat{\alpha}}\left(\xi_{m}^{\hat{\beta}} W_{\hat{\beta}}\right)-\left[\xi_{m}^{\hat{\alpha}} W_{\hat{\alpha}}, \xi_{n}^{\hat{\beta}} W_{\hat{\beta}}\right]-f_{m n p} \xi^{\hat{\beta}} W_{\hat{\beta}} \\
& =\xi_{m}^{\hat{\alpha}}\left(\partial_{\hat{\alpha}} \xi_{n}^{\hat{\beta}}\right) W_{\hat{\beta}}-\xi_{n}^{\hat{\alpha}}\left(\partial_{\hat{\alpha}} \xi_{m}^{\hat{\beta}}\right) W_{\hat{\beta}}+\xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}} \partial_{\hat{\alpha}} W_{\hat{\beta}}-\xi_{n}^{\hat{\alpha}} \xi_{m}^{\hat{\beta}} \partial_{\hat{\alpha}} W_{\hat{\beta}}-\xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}}\left[W_{\hat{\alpha}}, W_{\hat{\beta}}\right]-f_{m n p} \xi^{\hat{\beta}} W_{\hat{\beta}} \tag{A.13.4}
\end{align*}
$$

Here, noting

$$
\begin{align*}
& \xi_{m}^{\hat{\alpha}}\left(\partial_{\hat{\alpha}} \xi_{n}^{\hat{\beta}}\right) W_{\hat{\beta}}-\xi_{n}^{\hat{\alpha}}\left(\partial_{\hat{\alpha}} \xi_{m}^{\hat{\beta}}\right) W_{\hat{\beta}}-f_{m n p} \xi^{\hat{\beta}} W_{\hat{\beta}} \\
& =\left(\left[\xi_{m}, \xi_{n}\right]^{\hat{\beta}}-f_{m n p} \xi^{\hat{\beta}}\right) W_{\hat{\beta}}=0, \tag{A.13.5}
\end{align*}
$$

we can show

$$
\begin{gather*}
\xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}} \partial_{\hat{\alpha}} W_{\hat{\beta}}-\xi_{n}^{\hat{\alpha}} \xi_{m}^{\hat{\beta}} \partial_{\hat{\alpha}} W_{\hat{\beta}}-\xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}}\left[W_{\hat{\alpha}}, W_{\hat{\beta}}\right]=0 \\
\rightarrow \xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}}\left(\partial_{\hat{\alpha}} W_{\hat{\beta}}-\partial_{\hat{\beta}} W_{\hat{\alpha}}+\left[W_{\hat{\alpha}}, W_{\hat{\beta}}\right]\right)=0 \tag{A.13.6}
\end{gather*}
$$

so, we can prove (3.3.27).

## A. 14 (3.3.54)

$$
\begin{equation*}
\xi_{m}^{\hat{\alpha}} F_{\hat{\alpha} i}=-D_{i} \Psi_{m}=-D_{i}\left(W_{m}-\xi_{m}^{\hat{\alpha}} A_{\hat{\alpha}}\right) \tag{A.14.1}
\end{equation*}
$$

Now, noting $W_{m}=0$, by substituting the solution $A_{\hat{\alpha}}$ of the symmetry equation into above equation and multiplying both sides by $\xi_{m \hat{\beta}}$, we can calculate

$$
\begin{align*}
& \xi_{m \hat{\beta}} \xi_{m}^{\hat{\alpha}} F_{\hat{\alpha} i}=\xi_{m \hat{\beta}} \xi^{\hat{\alpha}} \tilde{\xi}_{n \hat{\alpha}}\left(-\partial_{i} \Phi_{n}-\left[A_{i}, \Phi_{n}\right]\right) \\
& \rightarrow F_{\hat{\beta} i}=\tilde{\xi}_{n \hat{\beta}}\left(-\partial_{i} \Phi_{n}-\left[A_{i}, \Phi_{n}\right]\right) \tag{A.14.2}
\end{align*}
$$

using $\xi_{m}^{\hat{\alpha}} \xi_{m \hat{\beta}}=\delta_{\hat{\beta}}^{\hat{\alpha}}$.
To satisfy constraint $F_{\omega i}=0$, consider the case $\hat{\beta}=\omega$ for $F_{\hat{\beta} i}=\tilde{\xi}_{n \hat{\beta}}\left(-\partial_{i} \Phi_{n}-\right.$ $\left.\left[A_{i}, \Phi_{n}\right]\right)=0$ in the above equation. For $N \leq N^{\prime}$, we have $\tilde{\xi}_{n \omega}=0$, so this is trivially satisfied, but for $m>N^{\prime}$, we have $\tilde{\xi}_{n \omega} \neq 0$, so

$$
\begin{equation*}
\left.\partial_{i} \Phi_{n}+\left[A_{i}, \Phi_{n}\right]\right)=0 \tag{A.14.3}
\end{equation*}
$$

is required.

## A. 15 (3.3.55)

Multiplying both sides of

$$
\begin{equation*}
\xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}} F_{\hat{\alpha} \hat{\beta}}=f_{m n p} \Psi_{p}+\left[\Psi_{m}, \Psi_{n}\right]=f_{m n p} \xi_{p}^{\hat{\alpha}} \Phi_{k} \tilde{\xi}_{k \hat{\alpha}}+\left[\xi_{m}^{\hat{\alpha}} \Phi_{k} \tilde{\xi}_{k \hat{\alpha}}, \xi_{n}^{\hat{\beta}} \Phi_{l} \tilde{\xi}_{l \hat{\beta}}\right] \tag{A.15.1}
\end{equation*}
$$

by $\xi_{m \hat{\gamma}} \xi_{n \hat{\delta}}=h_{\hat{\gamma} \hat{\rho}} h_{\hat{\delta} \hat{\sigma}} \xi_{m}^{\hat{\rho}} \xi_{n}^{\hat{\sigma}}$ yields

$$
\begin{equation*}
\xi_{m \hat{\gamma}} \xi_{n \hat{\delta}} \xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}} F_{\hat{\alpha} \hat{\beta}}=h_{\hat{\gamma} \hat{\rho}} h_{\hat{\delta} \hat{\sigma}} f_{m n p} \xi_{m}^{\hat{\rho}} \xi_{n}^{\hat{\sigma}} \xi_{p}^{\hat{\alpha}} \Phi_{k} \tilde{\xi}_{k \hat{\alpha}}+\xi_{m \hat{\gamma}} \xi_{n \hat{\delta}} \xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}} \tilde{\xi}_{k \hat{\alpha}} \tilde{\xi}_{l \hat{\beta}}\left[\Phi_{k}, \Phi_{l}\right] \tag{A.15.2}
\end{equation*}
$$

Using $f_{m n p} \tilde{\xi}_{m}^{\hat{\alpha}} \tilde{\xi}_{n}^{\hat{\beta}} \tilde{\xi}_{p}^{\hat{\gamma}}=-f_{m n p} \xi_{m}^{\hat{\alpha}} \xi_{n}^{\hat{\beta}} \xi_{p}^{\hat{\gamma}}$, we get

$$
\begin{align*}
F_{\hat{\gamma} \hat{\delta}} & =-f_{m n p} \tilde{\xi}_{m \hat{\gamma}} \tilde{\xi}_{n \hat{\delta}} \Phi_{p}+\tilde{\xi}_{m \hat{\gamma}} \tilde{\xi}_{n \hat{\delta}}\left[\Phi_{m}, \Phi_{n}\right] \\
& =-\tilde{\xi}_{m \hat{\gamma}} \tilde{\xi}_{n \hat{\delta}}\left(f_{m n p}-\left[\Phi_{m}, \Phi_{n}\right]\right) . \tag{A.15.3}
\end{align*}
$$

To satisfy constraint $F_{\tau \omega}=0(\omega, \tau$ are indices of the subgroup $R)$,

$$
\begin{equation*}
F_{\tau \omega}=-\tilde{\xi}_{m \tau} \tilde{\xi}_{n \omega}\left(f_{m n p}-\left[\Phi_{m}, \Phi_{n}\right]\right)=0 \tag{A.15.4}
\end{equation*}
$$

is required and to satisfy constraint $F_{\alpha \omega}=0$,

$$
\begin{equation*}
F_{\alpha \omega}=-\tilde{\xi}_{m \alpha} \tilde{\xi}_{n \omega}\left(f_{m n p}-\left[\Phi_{m}, \Phi_{n}\right]\right)=0 \tag{A.15.5}
\end{equation*}
$$

is required. Thus,

$$
\begin{equation*}
\tilde{\xi}_{n \omega}\left(f_{m n p}-\left[\Phi_{m}, \Phi_{n}\right]\right)=0 \tag{A.15.6}
\end{equation*}
$$

is required for both $F_{\tau \omega}$ and $F_{\alpha \omega}=0$ to be satisfied.
For $m \leq N^{\prime}$, this equation is trivially satisfied because of $\tilde{\xi}_{n \omega}=0$, but for $m>N^{\prime}$,

$$
\begin{equation*}
f_{m n p}-\left[\Phi_{m}, \Phi_{n}\right]=0 \tag{A.15.7}
\end{equation*}
$$

is required because $\tilde{\xi}_{n \omega} \neq 0$. Note that $m, p$ can take arbitrary values.

## A. 16 (3.3.63)

On the subgroup $R$, with $r\left(y^{\omega}\right)$ the element of the group $\left(s\left(y^{\hat{\alpha}}\right)=r\left(y^{\omega}\right) s_{0}\left(y^{\alpha}\right)\right.$ the element of the group $S$ ) and its generator as $\tilde{\xi}_{m}^{\omega}$, we have

$$
\begin{align*}
& \mathbf{L}_{\tilde{\xi}_{m}} s=-J^{m} s=-J^{m} r s_{0} \\
& =\tilde{\xi}_{m}^{\omega}\left(\partial_{\omega} r\right) s_{0} \\
& \rightarrow-J^{m} r=\tilde{\xi}_{m}^{\omega}\left(\partial_{\omega} r\right), \tag{A.16.1}
\end{align*}
$$

in the same way as it holds on $S$.
Multiplying both sides by $\tilde{\xi}_{m \tau}$ leads to

$$
\begin{align*}
& -\tilde{\xi}_{m \tau} J^{m} r=\tilde{\xi}_{m \tau} \tilde{\xi}_{m}^{\omega}\left(\partial_{\omega} r\right)=\partial_{\tau} r \\
& \rightarrow\left(\partial_{\omega} r\right) r^{-1}=-\tilde{\xi}_{m \omega} J^{m} . \tag{A.16.2}
\end{align*}
$$

## A. 17 The calculation of section 3.3.2

We show the some formula.

$$
\begin{align*}
& t_{1}=\frac{i}{2}\left(\chi_{\gamma}+\chi_{-\gamma}\right), \quad t_{2}=\frac{1}{2}\left(\chi_{\gamma}, \chi_{-\gamma}\right), \quad t_{3}=\frac{i}{2} h_{\gamma}, \quad y=\frac{i}{2} h  \tag{A.17.1}\\
& h_{\omega}=\frac{2 \omega_{i}}{\omega \cdot \omega} H_{i}, \quad h=\frac{2}{\sqrt{\gamma \cdot \gamma}} \frac{1}{\sqrt{\gamma_{1}^{2}+\gamma_{2}^{2}}}\left(\gamma_{2} H_{1}-\gamma_{1} H_{2}\right)  \tag{A.17.2}\\
& {\left[H_{i}, \chi_{\omega}\right]=\omega_{i} \chi_{\omega}, \quad\left[\chi_{\omega}, \chi_{-\omega}\right]=\frac{2 \omega_{i}}{\omega \cdot \omega} H_{i}, \quad\left[\chi_{\omega}, \chi_{\tau}\right]=c_{\omega, \tau} \chi_{\omega+\tau}}  \tag{A.17.3}\\
& \rightarrow\left[\chi_{\gamma}, \chi_{\beta}\right]= \pm \chi_{\alpha}, \quad\left[\chi_{-\gamma}, \chi_{-\beta}\right]=\mp \chi_{-\alpha}, \quad\left[\chi_{-\gamma}, \chi_{\alpha}\right]= \pm \chi_{\beta}, \quad\left[\chi_{\gamma}, \chi_{-\alpha}\right]=\mp \chi_{-\beta} \tag{A.17.4}
\end{align*}
$$

The $\alpha+\gamma$ and $\beta-\gamma$ are not roots.

$$
\begin{align*}
& {\left[t_{1}, \chi_{\alpha}\right]=\frac{i}{2}\left[\chi_{-\gamma}, \chi_{\alpha}\right]=+\frac{i}{2} \chi_{\beta}}  \tag{A.17.6}\\
& {\left[t_{1}, \chi_{\beta}\right]=\frac{i}{2}\left[\chi_{\gamma}, \chi_{\beta}\right]=+\frac{i}{2} \chi_{\alpha}}  \tag{A.17.7}\\
& {\left[t_{2}, \chi_{\alpha}\right]=-\frac{1}{2}\left[\chi_{-\gamma}, \chi_{\alpha}\right]=-\frac{1}{2} \chi_{\beta}=+\frac{i}{2}\left(+i \chi_{\beta}\right)}  \tag{A.17.8}\\
& {\left[t_{2}, \chi_{\beta}\right]=\frac{1}{2}\left[\chi_{\gamma}, \chi_{\beta}\right]=\frac{1}{2} \chi_{\alpha}=+\frac{i}{2}\left(-i \chi_{\alpha}\right)}  \tag{A.17.9}\\
& {\left[t_{3}, \chi_{\alpha}\right]=\frac{i}{2} \frac{2 \gamma_{i}}{\gamma \cdot \gamma}\left[H_{i}, \chi_{\alpha}\right]=\frac{i}{2} \frac{2 \gamma \cdot \alpha}{\gamma \cdot \gamma} \chi_{\alpha}=\frac{i}{2}\langle\alpha, \gamma\rangle \chi_{\alpha}=\frac{i}{2} \chi_{\alpha}}  \tag{A.17.10}\\
& {\left[t_{3}, \chi_{\beta}\right]=\frac{i}{2}\langle\beta, \gamma\rangle \chi_{\beta}=\frac{i}{2}\langle\alpha-\gamma, \gamma\rangle \chi_{\beta}=\frac{i}{2}(1-2) \chi_{\beta}=-\frac{i}{2} \chi_{\beta}}  \tag{A.17.11}\\
& {\left[y, \chi_{\alpha}\right]=\frac{i}{2} h_{i}\left[H_{i}, \chi_{\alpha}\right]=\frac{i}{2} h_{i} \alpha_{i} \chi_{\alpha}=\frac{i}{2} \tan \theta \chi_{\alpha}, \quad\left(h_{i} \alpha_{i}=\tan \theta\right)}  \tag{A.17.12}\\
& {\left[y, \chi_{\beta}\right]=\frac{i}{2} h_{i}\left[H_{i}, \chi_{\beta}\right]=\frac{i}{2} h_{i} \beta_{i} \chi_{\beta}=\frac{i}{2} h_{i}\left(\alpha_{i}-\gamma_{i}\right) \chi_{\beta}=\frac{i}{2} \tan \theta \chi_{\beta}} \tag{A.17.13}
\end{align*}
$$

Here, we use

$$
\begin{align*}
& \left(h_{\alpha}, h_{\alpha}\right)=\frac{2 \alpha_{i}}{\alpha \cdot \alpha} \frac{2 \alpha_{j}}{\alpha \cdot \alpha}\left(H_{i}, H_{j}\right)=\frac{4}{\alpha \cdot \alpha}  \tag{A.17.14}\\
& \left(h_{\alpha}, h_{\beta}\right)=\frac{2 \alpha_{i}}{\alpha \cdot \alpha} \frac{2\left(\alpha_{j}-\gamma_{j}\right)}{\beta \cdot \beta} \delta_{i j}=\frac{4}{\alpha \cdot \alpha}-\frac{2}{\alpha \cdot \alpha}\langle\gamma, \alpha\rangle=\frac{2}{\alpha \cdot \alpha}  \tag{A.17.15}\\
& \left(h_{\alpha}, \chi_{\gamma}\right)=\left(h_{\beta}, \chi_{\gamma}\right)=\frac{2 \alpha_{i}}{\alpha \cdot \alpha}\left(H_{i}, \chi_{\gamma}\right)=0 \tag{A.17.16}
\end{align*}
$$

to above calculate.

## Appendix B

## Gauss's law

In this doctoral thesis, I mentioned that one should pay attention to whether Gauss's law is satisfied when we give time dependence to the static soliton solutions in gauge theory by the collective coordinate. Gauss' law is an equation that determines the time component of the gauge field, which is not an equation of time evolution because it does not include the time derivative for the time component of the gauge field (due to the fact that the field strength is completely antisymmetric). In fact, this time component is not an independent dynamical variable that disappears in the Hamiltonian. Let us now follow the textbook [108] to clarify what is implied by Gauss's law and to better understand the collective coordinate quantization of solitons in gauge theory.

In the following, for simplicity, let us consider a $\mathrm{U}(1)$ gauge theory of

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} f_{\mu \nu} f^{\mu \nu}+\frac{1}{2} \overline{D_{\mu} \phi} D^{\mu} \phi \tag{B.0.1}
\end{equation*}
$$

with gauge fields $a_{\mu},(\mu=0,1,2,3)$ and scalar fields $\phi$, where $f_{\mu \nu}$ is field strength and $D_{\mu} \phi=\partial_{\mu} \phi+i a_{\mu} \phi$ covariant derivative ( $\overline{D_{\mu} \phi}$ is its complex conjugate.). Gauss' law is the time component of the EOM of $A_{\mu}$ which is obtained as

$$
\begin{equation*}
\left(\nabla^{2}-\bar{\phi} \phi\right) a_{0}=\partial_{i} \partial_{0} a_{i}+\frac{i}{2}\left(\bar{\phi} \partial_{0} \phi-\phi \partial_{0} \bar{\phi}\right) \tag{B.0.2}
\end{equation*}
$$

This equation implies that $A_{0}$ is determined if the time derivatives of $a_{i}, \quad(i=1,2,3)$ and $\phi$ at a certain time are known, which means that $A_{0}$ is not an independent dynamical variable.

To understand the role of $a_{0}$, we consider the coordination space $\mathcal{A}$, which is the set of fields $\{\phi(\mathbf{x}), \mathbf{a}(\mathbf{x})\}$ at a certain time (Fig. B.1). The physical configuration space is


Fig.B. 1 The rotational symmetric fields
the coset space $\mathcal{C}=\mathcal{A} / \mathcal{G}$, which is divided by the configuration space shifted by the gauge transformation $\mathcal{G}=\left\{e^{i \alpha(\mathbf{x})}\right\}$.

Suppose that the coordination of a field, which was $\{\phi, \mathbf{a}\}$ at a certain time $t$, changes to $\{\phi+\delta \phi, \mathbf{a}+\delta \mathbf{a}\}$ with a infinitesimal shift $t+\delta t$. Then, the kinetic energy changes to

$$
\begin{equation*}
\frac{1}{2} \int \frac{1}{(\delta t)^{2}}(\delta \mathbf{a} \cdot \delta \mathbf{a}+\overline{\delta \phi} \delta \phi) d^{4} x \tag{B.0.3}
\end{equation*}
$$

If there is a component along the direction $\{i \alpha \phi, \nabla \alpha\}$ of $\mathcal{G}$ at $t$ due to (B.0.3), the energy will be changed by the gauge transformation, which means that the gauge symmetry of the theory will be broken. To avoid such a situation, we should restrict
the time variation of the field configuration to $\left\{\delta \phi^{\perp}, \delta \mathbf{a}^{\perp}\right\}$ of

$$
\begin{align*}
\delta \phi^{\perp} & =\delta \phi-i \beta \phi  \tag{B.0.4}\\
\delta \mathbf{a}^{\perp} & =\delta \mathbf{a}-\nabla \beta . \tag{B.0.5}
\end{align*}
$$

The $\beta$ is determined from the condition that $\left\{\delta \phi^{\perp}, \delta \mathbf{a}^{\perp}\right\}$ and $\{i \alpha \phi, \nabla \alpha\}$ are orthogonal,

$$
\begin{equation*}
\int\left(\delta \mathbf{a}^{\perp} \cdot \nabla \alpha+\frac{1}{2}\left(\delta \phi^{\perp} \overline{(i \alpha \phi)}+\overline{\left(\delta^{\perp}\right)} i \alpha \phi\right)\right) d^{4} x=0 . \tag{B.0.6}
\end{equation*}
$$

In this way, it is understood that the time component of the gauge field $a_{0}$ plays the role of $\beta$, which limits arbitrary time changes of $\{\phi(\mathbf{x}), \mathbf{a}(\mathbf{x})\}$ at a certain time so that they are physically consistent, as follows.
integrating (B.0.6) by parts and dropping the surface term, we get

$$
\begin{equation*}
\int\left(\nabla \cdot \delta \mathbf{a}^{\perp}+\frac{i}{2}\left(\bar{\phi} \delta \phi^{\perp}-\phi \overline{\delta \phi^{\perp}}\right)\right) \alpha d^{4} x=0 . \tag{B.0.7}
\end{equation*}
$$

Since this should hold for any infinitesimal $\alpha$, it is required that

$$
\begin{equation*}
\nabla \cdot \delta \mathbf{a}^{\perp}+\frac{i}{2}\left(\bar{\phi} \delta \phi^{\perp}-\phi \overline{\delta \phi^{\perp}}\right)=0 . \tag{B.0.8}
\end{equation*}
$$

Substituting (B.0.4) and (B.0.5), we obtain

$$
\begin{equation*}
\left(\nabla^{2}-\bar{\phi} \phi\right) \beta=\nabla \cdot \delta \mathbf{a}+\frac{i}{2}\left(\bar{\phi} \delta \phi^{\perp}-\phi \overline{\delta \phi^{\perp}}\right) . \tag{B.0.9}
\end{equation*}
$$

Dividing both sides by $\delta t$, and from $\delta \mathbf{a} / \delta t=\partial_{0} \mathbf{a}, \delta \phi / \delta t=\partial_{0} \phi$, we obtain Gauss's law (B.0.2) by regarding $\beta / \delta t=a_{0}$.

Thus, even if the time component of the gauge field is zero to begin with, the time component is induced when the gauge field at a certain time $t$ is time development. This $\beta$ corresponds to $\Delta A_{0}(t, x)$ in (2.4.57) when the gauge field is given a time dependence by the collective coordinate.

## Appendix C

## Lie derivative

In this section, we explain the Lie derivative according to the textbook [143]. Now, the vector field at each point on the manifold $M$ is written as $X \in \mathscr{X}(M)$ and the 1 -form is written as $\omega \in \Omega^{1}(M)$. A curved line is defined on the manifold $M$ such that this vector field is a tangent vector. With $x$ as a certain point, the infinitesimal transformation along the curve generated by $X$ can be expressed as $\sigma_{\epsilon}^{\mu}(x)=x^{\mu}+\epsilon X^{\mu}(x)$ with the infinitesimal quantity $\epsilon$ (When there is no subscript of $\mu$, the argument is valid regardless of whether or not coordinates are introduced.). The derivative of 1 -form $\omega$ along this change is called the Lie derivative. However, it does not make sense to simply compare the 1 -forms in $x$ and $\sigma x$, because they are 1 -forms belonging to different cotangent spaces.

Now, we define the map $\sigma_{\epsilon}: x \rightarrow \sigma_{\epsilon}(x)$, then this map induces a map $\left(\sigma_{\epsilon}\right)_{*}$ : $T_{x} M \rightarrow T_{\sigma_{\epsilon}(x)} M$ in the tangent space. As a result, the map $\left(\sigma_{\epsilon}\right)^{*}: T_{\sigma_{\epsilon}(x)}^{*} M \rightarrow T_{x}^{*} M$ is induced in the cotangent space. This mapping $\left(\sigma_{\epsilon}\right)^{*}$ is called the pullback of $\sigma_{\epsilon}$. From this, the 1-form on $T_{\sigma_{\epsilon}(x)}^{*} M$ in $\sigma_{\epsilon}(x)$ (written $\left.\omega\right|_{\sigma_{\epsilon}(x)}$ in the following) can be pulled back (written $\left.\left(\sigma_{\epsilon}\right)^{*} \omega\right|_{\sigma_{\epsilon}(x)}$ ) on $T_{x}^{*} M$. Thus, a meaningful derivative is defined by comparing $\left.\left(\sigma_{\epsilon}\right)^{*} \omega\right|_{\sigma_{\epsilon}(x)}$ and $\left.\omega\right|_{x}$. Concretely, we can define it as

$$
\begin{equation*}
\mathbf{L}_{X} \omega=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left[\left.\left(\sigma_{\epsilon}\right)^{*} \omega\right|_{\sigma_{\epsilon}(x)}-\left.\omega\right|_{x}\right] \tag{C.0.1}
\end{equation*}
$$

where the operator of the Lie derivative along $X$ is written as $\mathbf{L}_{X}$. Let's transform the equation on the right hand side into a convinient form by introducing coordinates. Let us write $X=X^{\mu} \partial / \partial x^{\mu}$ for the vector field on $T_{x} M$ and $\omega=\omega_{\mu} d x^{\mu}$ for the 1-form on $T_{x}^{*} M$. Then $\sigma_{\epsilon}(x)$ has the coordinate $x^{\mu}+\epsilon X^{\mu}(x)$, and the 1-form on $T_{\sigma_{\epsilon}(x)}^{*} M$ is
transformed as follows;

$$
\begin{align*}
\left.\omega\right|_{\sigma_{\epsilon}(x)} & =\omega_{\mu}\left(x^{\nu}+\epsilon X^{\nu}\right) d\left(x^{\mu}+\epsilon X^{\mu}\right) \\
& =\left(\omega_{\mu}(x)+\epsilon X^{\nu}(x) \partial_{\nu} \omega_{\mu}(x)+\mathcal{O}\left(\epsilon^{2}\right)\right) d\left(x^{\mu}+\epsilon X^{\mu}\right) . \tag{C.0.2}
\end{align*}
$$

If this is pulled back over $T_{x}^{*} M$ by $\left(\sigma_{\epsilon}\right)^{*}$, it is computed to be

$$
\begin{align*}
\left.\left(\sigma_{\epsilon}\right)^{*} \omega\right|_{\sigma_{\epsilon}(x)} & =\left(\omega_{\mu}(x)+\epsilon X^{\nu}(x) \partial_{\nu} \omega_{\mu}(x)+\mathcal{O}\left(\epsilon^{2}\right)\right) \frac{d\left(x^{\mu}+\epsilon X^{\mu}\right)}{d x^{\rho}} d x^{\rho} \\
& =\left(\omega_{\mu}(x)+\epsilon X^{\nu}(x) \partial_{\nu} \omega_{\mu}(x)+\mathcal{O}\left(\epsilon^{2}\right)\right)\left(\delta_{\rho}^{\mu}+\epsilon \partial_{\rho} X^{\mu}\right) d x^{\rho} \\
& =\omega_{\mu} d x^{\mu}+\epsilon\left(X^{\nu}(x) \partial_{\nu} \omega_{\mu}(x)+\partial_{\mu} X^{\nu}(x) \omega_{\nu}(x)\right) d x^{\mu}+\mathcal{O}\left(\epsilon^{2}\right) . \tag{C.0.3}
\end{align*}
$$

From the above, the Lie derivative of $\omega_{\mu} d x^{\mu}$ by $X^{\nu} \partial / \partial x^{\nu}$ is expressed as

$$
\begin{equation*}
\mathbf{L}_{X} \omega=\left(X^{\nu}(x) \partial_{\nu} \omega_{\mu}(x)+\partial_{\mu} X^{\nu}(x) \omega_{\nu}(x)\right) d x^{\mu} \tag{C.0.4}
\end{equation*}
$$

In this doctoral thesis, when we say that a field is symmetric or invariant with respect to the transformations generated by the vector field $X$, we mean that this Lie derivative is zero (for gauge fields, this restriction is more relaxed, as in (3.3.3)). We can correspond $X$ to $\xi$ and $\omega$ to the gauge field $A=A_{\mu} d x^{m u}$. From the above definition, it is understood that symmetric fields are, for example, those shown in Fig. C. 1 and C.2.



Fig.C. 1 Rotational symmetric fields


Fig.C. 2 Translation-symmetric fields

## Appendix D

## Chern-Simons term

## D. 1 CS term

In section 3, we obtained the mass formula for baryons in the flavor $\operatorname{SU}(3)$ SakaiSugimoto model, yet we proceeded with the analysis assuming that a constraint term (3.2.47), which does not actually derive from the CS term used in the Ref. [10, 11]. So far, there have been studies to improve the CS term so that the SakaiSugimoto model produces a constraint term [87, 88]. In the following, we will refer to [87, 88] and explain the issues regarding the CS term, including a discussion of the constraint term in the Sakai-Sugimoto model.

First, let us summarize a few things that need to be clarified when considering the problems associated with the CS term in the Sakai-Sugimoto model. Consider a five-dimensional YM-CS theory in the Sakai-Sugimoto model defined on a manifold $M_{5}$. The boundary of this manifold $M_{5}$ in the Sakai-Sugimoto model is the fourdimensional manifold $M_{4}^{( \pm \infty)}$ at $z \rightarrow \pm \infty$. That is,

$$
\begin{equation*}
\partial M_{5}=M_{4}^{(+\infty)} \cup\left(-M_{4}^{(-\infty)}\right) \tag{D.1.1}
\end{equation*}
$$

The minus sign means that the orientations are reversed. Here, the field defined on $M_{4}^{( \pm \infty)}$ is written as $\hat{A}_{ \pm}=\left.A\right|_{z \rightarrow \pm \infty}$. These are the gauged external fields corresponding to the chiral symmetry $U\left(N_{f}\right)_{L} \times U\left(N_{f}\right)_{R}$ of QCD, respectively. The CS term is invariant under gauge transformations that act trivially on this boundary, but it changes under gauge transformations that act nontrivially on the boundary, which leads to the chiral anomaly in QCD.

In fact, the variation caused by the infinitesimal gauge transformation $\delta_{\Lambda} A=d \Lambda+$ $[A, \Lambda]=D_{\Lambda} A$ of CS term

$$
\begin{align*}
S_{\mathrm{D} 8}^{\mathrm{CS}} & =\frac{i N_{c}}{24 \pi^{2}} \int_{M_{4} \times \mathbb{R}} \omega_{5}(A)  \tag{D.1.2}\\
\omega_{5}(A) & =\operatorname{tr}\left(A F^{2}-\frac{1}{2} A^{3} F+\frac{1}{10} A^{5}\right)  \tag{D.1.3}\\
& =\operatorname{tr}\left(A d A d A+\frac{3}{2} A^{3} d A+\frac{3}{5} A^{5}\right) \tag{D.1.4}
\end{align*}
$$

used in Ref. [10, 11] (In this section, we use the anti-Hermitian $U\left(N_{f}\right)$ gauge field $A^{\dagger}=-A$, so $i$ appears in the coefficients of the CS term and the CS 5 -form notation is different.) become

$$
\begin{align*}
\delta_{\Lambda} S_{C S} & =C \int_{M_{4} \times \mathbb{R}} \delta_{\Lambda} \omega_{5}(A) \\
& =C\left(\int_{M_{4}^{+\infty}} \omega_{4}^{1}\left(\hat{\Lambda}_{+}, \hat{A}_{+}\right)-\int_{M_{4}^{-\infty}} \omega_{4}^{1}\left(\hat{\Lambda}_{-}, \hat{A}_{-}\right)\right), \tag{D.1.5}
\end{align*}
$$

which is the chiral anomaly of QCD (see also the textbook on [144]). Here, with

$$
\begin{align*}
& C=\frac{i N_{c}}{24 \pi^{2}}  \tag{D.1.6}\\
& \omega_{4}^{1}(\Lambda, A)=\operatorname{tr}\left(\Lambda d\left(A d A+\frac{1}{2} A^{3}\right)\right)  \tag{D.1.7}\\
& \hat{\Lambda}_{ \pm}=\left.\Lambda\right|_{z \rightarrow \pm \infty} \tag{D.1.8}
\end{align*}
$$

we wrote in differential form and omitted the wedge product $\wedge$ and further used the relation,

$$
\begin{equation*}
\delta_{\Lambda} \omega_{5}(A)=d \omega_{4}^{1}(\Lambda, A)+\mathcal{O}\left(\Lambda^{2}\right) \tag{D.1.9}
\end{equation*}
$$

and Stokes' theorem.
We now define the gauge field on the boundary $M_{4}^{( \pm \infty)}$ as $\hat{A}_{ \pm}=\left.A\right|_{z \rightarrow \pm \infty}$. However, as long as we use such a globally well-defined gauge field, we see that the baryon number is necessarily zero.

Different from the coordinate $z,\left|x^{\mu}\right| \rightarrow \infty$ is not considered a boundary, so we compactify it to $M_{4}=S^{1} \times S^{3}$ to avoid confusion, where $S^{1}$ is time and $S^{3}$ space. The baryon number is the instanton number given as

$$
\begin{equation*}
N_{B}=\frac{1}{8 \pi^{2}} \int_{S^{3} \times \mathbb{R}} \operatorname{tr}\left(F^{2}\right), \tag{D.1.10}
\end{equation*}
$$

where the space $z$ extends is denoted as $\mathbb{R}$. Here, from

$$
\begin{align*}
& \operatorname{tr}\left(F^{2}\right)=d \omega_{3}(A)  \tag{D.1.11}\\
& \omega_{3}(A)=\operatorname{tr}\left(A F-\frac{1}{3} A^{3}\right)=\operatorname{tr}\left(A d A+\frac{2}{3} A^{3}\right) \tag{D.1.12}
\end{align*}
$$

it can be transformed to

$$
\begin{equation*}
N_{B}=\frac{1}{8 \pi^{2}}\left(\left.\int_{S^{3}} \omega_{3}(A)\right|_{z \rightarrow+\infty}+\left.\int_{S^{3}} \omega_{3}(A)\right|_{z \rightarrow-\infty}\right) . \tag{D.1.13}
\end{equation*}
$$

From this formula, we conclude that if $\left.A\right|_{z \rightarrow \pm \infty}=0$, then the baryon number $N_{B}$ is zero. Therefore, if we define $\hat{A}_{ \pm}=\left.A\right|_{z \rightarrow \pm \infty}$, we can always set $\hat{A}_{ \pm}=0$ by a gauge transformation, so we can only describe the case $N_{B}=0$, as long as we consider a globally well-defined gauge field. This result does not suit our purpose of trying to analyze baryons in instantons. However, in gauge theory, only the field strength needs to be globally well-defined, not the gauge field. Keeping this in mind, we can construct a solution for $N_{B}>1$, which also allows us to use the BPST Instanton solution.

To obtain a gauge configuration with $N_{B}>1$, we divide the space-time manifold $M_{5}$ into two or more patches

$$
\begin{align*}
& M_{5}=M_{5}^{-} \cup M_{5}^{+} \\
& M_{5}^{ \pm}=\left\{(x, z) \in M_{5} \mid \pm z>-\epsilon\right\} \\
& M_{5}^{-} \cap M_{5}^{+} \simeq M_{4}^{(0)} \times(-\epsilon,+\epsilon) \\
& M_{4}^{(0)}=\left\{\left(x^{\mu}, z\right) \in M_{5} \mid z=0\right\} \simeq S^{1} \times S^{3} \tag{D.1.14}
\end{align*}
$$

and define a gauge field on each of these patches (Fig. D.1). For the field strength to be globally well defined, the gauge field should be connected to

$$
\begin{equation*}
A_{+}=A_{-}^{h}=h A_{-} h^{-1}+h d h^{-1} \tag{D.1.15}
\end{equation*}
$$

by $h \in U\left(N_{f}\right)$ at $M_{5}^{-} \cap M_{5}^{+} \simeq M_{4}^{(0)} \times(-\epsilon,+\epsilon)$ where these two patches overlap. Also, the gauge transformation should be defined by

$$
\begin{equation*}
A_{ \pm} \rightarrow A_{ \pm}^{g_{ \pm}}=g_{ \pm} A_{ \pm} g_{ \pm}^{-1}+g_{ \pm} d g_{ \pm}^{-1}, \quad h \rightarrow g_{+} h g_{-}^{-1} \tag{D.1.16}
\end{equation*}
$$

with $g_{ \pm} \in U\left(N_{f}\right)$.


Fig.D. 1 The space-time manifold in the Sakai-Sugimoto model

Here, different from the previous case, we define the gauge field at the boundary of $z \rightarrow \pm \infty$ by

$$
\begin{equation*}
\hat{A}_{ \pm}=\left.A_{ \pm}\right|_{z \rightarrow \pm \infty} \tag{D.1.17}
\end{equation*}
$$

Furthermore, the gauge transformation $g_{ \pm} \in U\left(N_{f}\right)$ acts like

$$
\begin{equation*}
\hat{g}_{ \pm}=\left.g_{ \pm}\right|_{z \rightarrow \pm \infty} \tag{D.1.18}
\end{equation*}
$$

to the boundary $z \rightarrow \pm \infty$, which corresponds to the gauged elements of the chiral symmetry, $\left(\hat{g}_{-}, \hat{g}_{+}\right) \in U\left(N_{f}\right)_{L} \times U\left(N_{f}\right)_{R}$.

This allows for a gauge configuration of $N_{B}>1$. Denoting the space manifold in $Z=-\infty, 0,+\infty$ as $S_{(-\infty)}^{3}, S_{(0)}^{3}, S_{(+\infty)}^{3}$, the baryon number is transformed into the following form

$$
\begin{align*}
& N_{B}= \frac{1}{8 \pi^{2}}\left(\int_{S^{3} \times(-\infty, 0]} d \omega_{3}\left(A_{-}\right)+\int_{S^{3} \times[0,+\infty)} d \omega_{3}\left(A_{+}\right)\right) \\
&=\frac{1}{8 \pi^{2}}\left(\int_{S_{(+\infty)}^{3}} \omega_{3}\left(A_{+}\right)+\int_{S_{(-\infty)}^{3}} \omega_{3}\left(A_{-}\right)\right. \\
&\left.\quad+\int_{S_{(0)}^{3}} \omega_{3}\left(A_{+}\right)+\int_{-S_{(0)}^{3}} \omega_{3}\left(A_{-}\right)\right), \tag{D.1.19}
\end{align*}
$$

with the first line unchanged and the second line added. Here, if we use

$$
\begin{equation*}
\omega_{3}\left(A^{g}\right)=\omega_{3}(A)-\frac{1}{3} \operatorname{tr}\left(\left(g d g^{-1}\right)^{3}\right)-d \operatorname{tr}\left(d g^{-1} g A\right) \tag{D.1.20}
\end{equation*}
$$

with $\hat{A}_{ \pm}=0$, we obtain the formula

$$
\begin{equation*}
N_{B}=\left.\frac{1}{24 \pi^{2}} \int_{S^{3}} \operatorname{tr}\left(\left(h d h^{-1}\right)^{3}\right)\right|_{z=0} \tag{D.1.21}
\end{equation*}
$$

which is nothing but the definition of the mapping degree of $h: S^{3} \rightarrow S U\left(N_{f}\right)$, namely $\pi_{3}\left(U\left(N_{f}\right)\right)=\mathbb{Z}$.

## Vanishing of the constraint term

In the following, we show that in the CS term used in the Sakai-Sugimoto model, the constraint term that plays an important role in obtaining the baryon spectrum does not appear, as explained in section 3.1. From now on, we will use Hermitian gauge fields. First we give some formulas related to the CS 5 -form. Under the gauge transformation $\mathcal{A} \rightarrow \mathcal{A}^{V}=V(\mathcal{A}-i d) V^{-1}$ of the gauge field $\mathcal{A}$ (decomposed as (2.4.14)) of the $U\left(N_{f}\right)$ gauge group, we deform it as

$$
\begin{equation*}
\omega_{5}\left(\mathcal{A}^{V}\right)=\omega_{5}(\mathcal{A})+\frac{1}{10} \operatorname{tr} L^{5}+d \alpha_{4}(L . \mathcal{A}) \tag{D.1.22}
\end{equation*}
$$

where it is defined to be

$$
\begin{align*}
& L=-i V^{-1} d V  \tag{D.1.23}\\
& \alpha_{4}(L, \mathcal{A})=\frac{1}{2} \operatorname{tr}\left[L\left(\mathcal{A F}+\mathcal{F} \mathcal{A}-i \mathcal{A}^{3}\right)+\frac{i}{2} L \mathcal{A} L \mathcal{A}-i L^{3} \mathcal{A}\right] \tag{D.1.24}
\end{align*}
$$

Also, in an arbitrary infinitesimal transformation $\mathcal{A} \rightarrow \mathcal{A}+\delta \mathcal{A}$ of this gauge field, we deform it as

$$
\begin{equation*}
\omega_{5}(\mathcal{A}+\delta \mathcal{A})=\omega_{5}(\mathcal{A})+3 \operatorname{tr}\left(\delta \mathcal{A} \mathcal{F}^{2}\right)+d \beta(\delta \mathcal{A}, \mathcal{A})+\mathcal{O}\left((\delta \mathcal{A})^{2}\right) \tag{D.1.25}
\end{equation*}
$$

where $\beta(\delta \mathcal{A}, \mathcal{A})$ is defined to be

$$
\begin{equation*}
\beta(\delta \mathcal{A}, \mathcal{A})=\operatorname{tr}\left[\delta \mathcal{A}\left(\mathcal{F} \mathcal{A}+\mathcal{A} \mathcal{F}-\frac{i}{2} \mathcal{A}^{3}\right)\right] . \tag{D.1.26}
\end{equation*}
$$

Using the above formula, the CS 5 -form in the gauge field with time dependence by the collective coordinate is given in the form

$$
\begin{align*}
\omega_{5}(\mathcal{A}) & =\omega_{5}\left(\left(\mathcal{A}^{c l}+\Phi d t\right)^{W}\right) \\
& =\omega_{5}\left(\mathcal{A}^{c l}+\Phi d t\right)+\frac{1}{10} \operatorname{tr}\left(-i W^{-1} \dot{W} d t\right)^{5}+d \alpha_{4}\left(-i W^{-1} \dot{W} d t, \mathcal{A}^{c l}+\Phi d t\right) \\
& =\omega_{5}\left(\mathcal{A}^{c l}\right)+3 \operatorname{tr}\left(\Phi d t\left(\mathcal{F}^{c l}\right)^{2}\right)+d \beta\left(\Phi d t, \mathcal{A}^{c l}\right)+d \alpha_{4}\left(-i W^{-1} \dot{W} d t, \mathcal{A}^{c l}\right) \\
& =\omega_{5}\left(\mathcal{A}^{c l}\right)+3 \operatorname{tr}\left(\Phi d t\left(F^{c l}\right)^{2}\right)+d \beta\left(\Phi d t, A^{c l}\right)+d \alpha_{4}\left(-i W^{-1} \dot{W} d t, A^{c l}\right) . \tag{D.1.27}
\end{align*}
$$

In the last line of the deformation, we used $\hat{A}_{M}^{c l}\left(x ; X^{\alpha}(t)\right)=\hat{F}_{M N}^{c l}\left(x ; X^{\alpha}(t)\right)=0$ from the solution we already obtained (3.2.20). Therefore, the CS 5 -form is transformed by giving time dependence to the collective coordinates, leading to three terms other in addition to $\omega_{5}\left(\mathcal{A}^{c l}\right)$. However, the contributions of these three terms cancel each other out, eventually resulting in $\omega_{5}(\mathcal{A})=\omega_{5}\left(\mathcal{A}^{c l}\right)$. Let us explain this in the following.

We first consider the term $3 \operatorname{tr}\left(\Phi d t\left(F^{c l}\right)^{2}\right)$. Since $A_{M}^{c l}$ is an embedded SU(2) BPST instanton solution (3.2.8), we get

$$
\begin{equation*}
\left(F^{c l}\right)^{2}=\frac{1}{2} \mathcal{P}_{2} \operatorname{tr}\left(F^{c l}\right)^{2} . \tag{D.1.28}
\end{equation*}
$$

Since only $t_{8}$ of the $\mathrm{SU}(3)$ generators survive when multiplied by $\mathcal{P}_{2}$ and take a trace, we obtain the relation

$$
\begin{align*}
\operatorname{tr}\left(\Phi\left(F^{c l}\right)^{2}\right) & =\operatorname{tr}\left(\chi^{a} \Phi_{a} \mathcal{P}_{2}\right) \frac{1}{2} \operatorname{tr}\left(F^{c l}\right)^{2} \\
& =\frac{1}{2 \sqrt{3}} \operatorname{tr}\left(F^{c l}\right)^{2}, \tag{D.1.29}
\end{align*}
$$

with

$$
\begin{equation*}
\operatorname{tr}\left(\Phi \mathcal{P}_{2}\right)=\frac{1}{\sqrt{3}} \chi^{8}(t) \tag{D.1.30}
\end{equation*}
$$

From

$$
\mathcal{P}_{2}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{D.1.31}\\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)=\frac{2}{\sqrt{3}} t_{8}+\frac{2}{3} \mathbf{1}_{3}, \quad t_{8}=\frac{1}{2 \sqrt{3}}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right)
$$

it is computed that

$$
\begin{align*}
\frac{N_{c}}{24 \pi^{2}} \int_{M_{5}=\mathbb{R} \times M_{4}} 3 \operatorname{tr}\left(\Phi d t\left(F^{c l}\right)^{2}\right) & =\frac{N_{c}}{24 \pi^{2}} \frac{\sqrt{3}}{2} \int d t \chi^{8}(t) \int_{M_{4}} \operatorname{tr}\left(F^{c l}\right)^{2} \\
& =\frac{N_{c}}{2 \sqrt{3}} \int d t \chi^{8}(t), \tag{D.1.32}
\end{align*}
$$

where we use the baryon number is 1 , i.e.,

$$
\begin{equation*}
N_{B}=\frac{1}{8 \pi^{2}} \int_{M_{4}} \operatorname{tr}\left(F^{c l}\right)^{2}=1 \tag{D.1.33}
\end{equation*}
$$

This is exactly a constraint term, but as we will see below, it just cancels out with the other two terms.

Using that $d \beta\left(\Phi d t, A^{c l}\right)$ and $d \alpha_{4}\left(-i W^{-1} \dot{W} d t, A^{c l}\right)$ behave as

$$
\begin{align*}
& \left(A^{c l}\right)^{3} \rightarrow\left(-i g d g^{-1}\right)^{3} \propto \mathcal{P}_{2}  \tag{D.1.34}\\
& F^{c l}(x) \sim 1 / \xi^{4} \tag{D.1.35}
\end{align*}
$$

at $\xi \rightarrow \infty$, we obtain

$$
\begin{align*}
\frac{N_{c}}{24 \pi^{2}} \int_{\mathbb{R} \times M_{4}} d \beta\left(\Phi d t, A^{c l}\right) & =\frac{N_{c}}{24 \pi^{2}} \frac{i}{4 \sqrt{3}} \int d t \chi^{8}(t) \int_{\partial M_{4}} \operatorname{tr}\left(-i g d g^{-1}\right)^{3} \\
& =-\frac{N_{c}}{4 \sqrt{3}} \int d t \chi^{8}(t)  \tag{D.1.36}\\
\frac{N_{c}}{24 \pi^{2}} \int_{\mathbb{R} \times M_{4}} d \alpha_{4}\left(-i W^{-1} \dot{W} d t, A^{c l}\right) & =\frac{N_{c}}{24 \pi^{2}} \frac{i}{4 \sqrt{3}} \int d t \chi^{8}(t) \int_{\partial M_{4}} t r\left(-i g d g^{-1}\right)^{3} \\
& =-\frac{N_{c}}{4 \sqrt{3}} \int d t \chi^{8}(t) . \tag{D.1.37}
\end{align*}
$$

Here, in general, because of

$$
\begin{equation*}
N_{B}=\frac{1}{8 \pi^{2}} \int_{M_{4}} \operatorname{tr}\left(F^{c l}\right)^{2}=\frac{-i}{24 \pi^{2}} \int_{S^{3}} \operatorname{tr}\left(-i g d g^{-1}\right)^{3}, \tag{D.1.38}
\end{equation*}
$$

we used

$$
\begin{equation*}
N_{B}=\frac{-i}{24 \pi^{2}} \int_{S^{3}}\left(-i g d g^{-1}\right)^{3}=\frac{1}{2} \mathcal{P}_{2} . \tag{D.1.39}
\end{equation*}
$$

Therefore, the three terms cancel each other out and we have

$$
\begin{equation*}
S_{C S}[\mathcal{A}]=S_{C S}\left[\mathcal{A}^{c l}\right] . \tag{D.1.40}
\end{equation*}
$$

This means that as long as we use the CS term used in Ref. [10, 11], we can conclude that the constraint term does not appear. This is a significant problem because the constraint term is important for the flavor $\mathrm{SU}(3)$ to regard the soliton as a baryon, as we have explained in the $\operatorname{SU}(3)$ Skyrme model. In Ref. [87] they point this out and have tried to solve this problem tentatively. Their new CS term leads to a well derived constraint term, but at the same time reveals some problems. We will look at this next.

## D. 2 New CS term 1

In Skyrme mode, a constraint term emerged from the WZW term, which was defined on a 5 -dimensional manifold. Accordingly, the collective coordinates were also dependent on two variables. The CS term that we have been using until now may also have a constraint term if it is constructed in correspondence with the Skyrme model. Let us now define the CS term as

$$
\begin{equation*}
S_{\mathrm{CS}}^{\mathrm{new} 1}=\frac{N_{c}}{24 \pi^{2}} \int_{M_{6}} \operatorname{tr} \mathcal{F}^{3} \tag{D.2.1}
\end{equation*}
$$

This new CS term leads to a constraint term. The manifold $M_{6}$ is labeled by $\left(t, x^{M}, s\right)=(t, \mathbf{x}, z, s)$ and is understood by a schematic like Figure D.2, which follows the configuration [145, 70] of WZW term in Skyrme model. We have so far consid-


Fig.D. $2 \quad$ A schematic of $M_{6}$
ered a 5-dimensional YM-CS theory, but to consider this new CS term, we need to introduce an additional dimension. Let us now label this axis $s$ and introduce the corresponding gauge field component $A_{s}$. The gauge field is then written as

$$
\begin{equation*}
\mathcal{A}(t, x, s)=\mathcal{A}_{0}(t, x, s) d t+\mathcal{A}_{M}(t, x, s) d x^{M}+\mathcal{A}_{s}(t, x, s) d s . \tag{D.2.2}
\end{equation*}
$$

Here, the boundary of $M_{6}$ at $s=0$ is $M_{5}$, i.e., $\partial M_{6}=M_{5}$. Following the WZW term case, $s$ extends in the radial direction at $(t, s)$ and compactifies $t$ to form disk $D_{2}$ (Figure. D.3). Let us define the $s$ dependence of the gauge field as


Fig.D. 3 A schematic of $D_{2}$

$$
\begin{array}{ll}
\mathcal{A}_{0}^{c l}=W(s) \mathcal{A}_{0}^{c l}\left(x, s ; X^{\alpha}(s)\right) W(s)^{-1}, & \left(\left.\mathcal{A}_{0}^{c l}\right|_{s=0}=\mathcal{A}_{0}^{c l}\left(x ; X^{\alpha}=\mathrm{const}\right),\right. \\
\left.\left.\mathcal{A}_{0}^{c l}\right|_{s=1}=0\right) \\
\mathcal{A}_{M}^{c l}=W(s) \mathcal{A}_{M}^{c l}\left(x ; X^{\alpha}(s)\right) W(s)^{-1}, & \left(\left.\mathcal{A}_{M}^{c l}\right|_{s=0}=\mathcal{A}_{M}^{c l}\left(x ; X^{\alpha}=\mathrm{const}\right)\right) \\
\mathcal{A}_{s}^{c l}=-i W(s) \partial_{s} W(s)^{-1} & \text { (D.2.4) }  \tag{D.2.6}\\
{\left[\mathcal{A}_{0}^{c l}(x, s), g(x)\right]=0 .}
\end{array}
$$

In this way, we can use the same solutions (3.2.8), (3.2.9), (3.2.10) and (3.2.14) as a static (time-independent) classical solution on $s=0$, i.e., $M_{5}$.

For further explanation, let us discuss in detail the manifold we are now considering. This will also clarify the meaning of the expressions (D.2.3)~(D.2.6) that gives the
restriction on the $s$-dependence. We defined the CS term as (D.2.1), and from

$$
\begin{equation*}
\operatorname{tr} \mathcal{F}^{3}=d \omega_{5}(\mathcal{A}) \tag{D.2.7}
\end{equation*}
$$

by Stokes' theorem, (D.2.1) seems to be equivalent to the original CS term. However, as discussed in the previous section, the two CS terms are not equivalent because the gauge field cannot be defined globally well-defined to form a field configuration with a finite baryon number, and two patches must be considered.

The BPST instanton solution we have adopted as the solution to the baryon number 1 is

$$
\begin{align*}
& A_{M}^{c l}(x)=-i f(\xi) g(x) \partial_{M} g(x)^{-1} \\
& f(\xi)=\frac{\xi^{2}}{\xi^{2}+\rho^{2}}, \quad \xi=\sqrt{\left(x^{M}-X^{M}\right)^{2}} \\
& g(x)=\left(\begin{array}{cc}
g^{S U(2)}(x) & 0 \\
0 & 1_{N_{f}-2}
\end{array}\right), \quad g^{S U(2)}(x)=\frac{1}{\xi}\left((z-Z) \mathbf{1}_{2}+i\left(x^{i}-X^{i}\right) \tau_{i}\right) \\
& g \partial_{M} g^{-1}=\left\{\begin{array}{l}
\frac{i}{\xi^{2}}\left((z-Z) \tau^{i}-\epsilon_{i j a}\left(x^{j}-X^{j}\right) \tau^{a}\right) \\
-\frac{i}{\xi^{2}}\left(x^{a}-X^{a} \tau^{a}\right.
\end{array}\right. \tag{D.2.8}
\end{align*}
$$

which diverges at $z \rightarrow \infty$. Now, if we define

$$
\begin{equation*}
\bar{A}_{M}^{c l}(x)=g(x)^{-1}\left(A_{M}^{c l}-i \partial_{M}\right) g(x)=-i(1-f(\xi)) g(x)^{-1} \partial_{M} g(x) \tag{D.2.9}
\end{equation*}
$$

by gauge transformation, we can obtain a regular gauge field at $z \rightarrow \infty$ (it diverges at $z \rightarrow 0$ ).

Now the BPST instanton solution is defined on the manifold as shown in Figure D.4.
$M_{4}$ in $M_{5}=\mathbb{R} \times M_{4}\left(\mathbb{R}\right.$ is the time axis) is covered by two patches $M_{4}^{(0)}$ and $M_{4}^{(\infty)}\left(M_{4}=M_{4}^{(0)}+M_{4}^{(\infty)}\right)$. We define $\mathcal{A}^{c l}(x)$ on $M_{4}^{(0)}$ and $\overline{\mathcal{A}}^{c l}(x)$ on $M_{4}^{(\infty)}$, and on $B=\partial M_{4}^{(0)}=-\partial M_{4}^{(\infty)}$ where the two patches overlap, we connect the two gauge configurations by a gauge transformation. Since the time components $\hat{A}_{0}^{c l}$ and $A_{0}^{c l}$ of the solution are written by $\mathbf{1}$ and $t_{8}$, they are invariant to the transformation of $g(x)$ and regular in the whole region, so the same form of solution is available in the two patches. From the above discussion, we can define

$$
\begin{equation*}
\overline{\mathcal{A}}^{c l}(x)=\left(\mathcal{A}^{c l}(x)\right)^{g(x)^{-1}}=g(x)^{-1}\left(\mathcal{A}^{c l}(x)-i d\right) g(x) \tag{D.2.10}
\end{equation*}
$$

as a gauge field that is regular on $M_{4}^{(\infty)}$, including $\mathrm{U}(1)$ part and time components.


Fig.D. 4 The manifold where the BPST solution is defined.

Now, let us give a time dependence to the collective coordinates and extend the gauge field on $M_{5}$. On $M_{5}^{(0)}=\mathbb{R} \times M_{4}^{(0)}$, we can use

$$
\begin{equation*}
\mathcal{A}(t, x)=\left(\mathcal{A}^{c l}\left(x ; X^{\alpha}(t)\right)+\Phi(t, x) d t\right)^{W(t)} \tag{D.2.11}
\end{equation*}
$$

On $M_{5}^{(\infty)}=\mathbb{R} \times M_{4}^{(\infty)}$, it is reasonable to define

$$
\begin{align*}
\overline{\mathcal{A}}(t, x) & =\left(\overline{\mathcal{A}}^{c l}\left(x ; X^{\alpha}(t)\right)+\bar{\Phi}(t, x) d t\right)^{W(t)}=\mathcal{A}(t, x)^{W(t) g(x ; X(t))^{-1} W(t)^{-1}}  \tag{D.2.12}\\
\bar{\Phi}(t, x) & =g(x ; X(t))^{-1}\left(\Phi(t, x)-i \partial_{0}\right) g(x ; X(t)) \\
& =-\dot{X}^{N}(t) \bar{A}_{N}^{c l}\left(x ; X^{\alpha}(t)\right)+\sum_{a=1}^{8} \chi^{a}(t) u^{a}(\xi) t_{a}  \tag{D.2.13}\\
\left(\mathcal{A}^{V_{1} V_{2}}\right. & \left.=\left(\mathcal{A}^{V_{2}}\right)^{V_{1}}\right) . \tag{D.2.14}
\end{align*}
$$

Let us now define a gauge field on the manifold $M_{6}$ described in Figure D.2. With

$$
\begin{array}{r}
\left.M_{6}=D_{2} \times M_{4}=M_{6}^{(0)}+M_{6}^{(\infty)}\left(M_{6}^{(0 / \infty)}=D_{2} \times M_{4}^{(0 / \infty)}\right)\right) \text {, we use } \\
\mathcal{A}(t, x, s)=\mathcal{A}_{0}(t, x, s) d t+\mathcal{A}_{M}(t, x, s) d x^{M}+\mathcal{A}_{s}(t, x, s) d s \tag{D.2.15}
\end{array}
$$

on $M_{6}^{(0)}$, as shown in (D.2.2). At $s=0$, (D.2.1) should return to the original CS term, so the gauge field should satisfy

$$
\begin{equation*}
\mathcal{A}(t, x, s=0)=\mathcal{A}(t, x) \tag{D.2.16}
\end{equation*}
$$

Also, since $s=1$ is the center of disk $D_{2}$,

$$
\begin{equation*}
\mathcal{O}(t, x, s=1)=t \text { indep., }\left.\quad \partial_{s} \mathcal{O}(t, x, s)\right|_{s=1}=0, \quad\left(\mathcal{O}=W, X^{\alpha}, \Phi, \Psi\right) \tag{D.2.17}
\end{equation*}
$$

should also be satisfied. Furthermore, we need to require

$$
\begin{equation*}
\mathcal{A}_{0}^{c l}(t, x, s=1)=0 \tag{D.2.18}
\end{equation*}
$$

for the time component. This is necessary so that the mass formula does not change form at the classical level and corresponds to $\left.\mathcal{A}_{0}^{c l}\right|_{s=1}=0$ in (D.2.3).

On $M_{6}^{(\infty)}$, we use the gauge field

$$
\begin{align*}
\overline{\mathcal{A}}(t, x, s) & =\left(\overline{\mathcal{A}}^{c l}\left(x, s ; X^{\alpha}(t, s)\right)+\bar{\Phi}(t, x, s) d t+\bar{\Psi}(t, x, s) d s\right)^{W(t, s)} \\
& =\mathcal{A}(t, x, s)^{W(t, s) g(x ; X(t, s))^{-1} W(t, s)^{-1}}  \tag{D.2.19}\\
\bar{\Phi}(t, x, s) & =g(x ; X(t, s))^{-1}\left(\Phi(t, x, s)-i \partial_{0}\right) g(x ; X(t, s))  \tag{D.2.20}\\
\bar{\Psi}(t, x, s) & =g(x ; X(t, s))^{-1}\left(\Psi(t, x, s)-i \partial_{s}\right) g(x ; X(t, s)) . \tag{D.2.21}
\end{align*}
$$

We require

$$
\begin{equation*}
\overline{\mathcal{A}}(t, x, s=0)=\overline{\mathcal{A}}(t, x), \quad \overline{\mathcal{A}}(t, x, s=1)=t \text { indep. } \tag{D.2.22}
\end{equation*}
$$

in the same way as for $\mathcal{A}(t, x, s)$. Also, since $\hat{A}_{0}^{c l}(t, x)$ and $A_{0}^{c l}(t, x)$ are, as already mentioned, invariant to the transformation of $g(x)$ and regular in the whole region, we can use solutions of the same form in the two patches. In order for this property to hold when extended over $M_{6}$,

$$
\begin{equation*}
\left[\mathcal{A}_{0}^{c l}(x, s), g(x)\right]=0 \tag{D.2.23}
\end{equation*}
$$

must be satisfied, which corresponds to (D.2.6). We have now defined a gauge field on $M_{6}$.

Now prepared, let's see that a constraint term does actually emerge from this CS term. Using

$$
\begin{align*}
& D \delta \mathcal{A}=d \delta \mathcal{A}+i(\mathcal{A} \delta \mathcal{A}+\delta \mathcal{A} \mathcal{A})  \tag{D.2.24}\\
& (\delta \mathcal{A})^{3}=(D \delta \mathcal{A})(\delta \mathcal{A})^{2}=D \mathcal{F}=0  \tag{D.2.25}\\
& D^{2} \delta \mathcal{A}=i[\mathcal{F}, \delta \mathcal{A}] \tag{D.2.26}
\end{align*}
$$

etc., with $\delta \mathcal{A}=\Phi d t+\Psi d s$, we have

$$
\begin{align*}
& \mathcal{F}(\mathcal{A}+\delta \mathcal{A})=\mathcal{F}(\mathcal{A})+D \delta \mathcal{A}+i(\delta \mathcal{A})^{2}  \tag{D.2.27}\\
& \operatorname{tr} \mathcal{F}(\mathcal{A}+\delta \mathcal{A})^{3}=\operatorname{tr} \mathcal{F}(\mathcal{A})^{3}+3 d \operatorname{tr}\left(\delta \mathcal{A} \mathcal{F}(\mathcal{A})^{2}+\delta \mathcal{A}(D \delta \mathcal{A}) \mathcal{F}(\mathcal{A})\right. \tag{D.2.28}
\end{align*}
$$

Note that $S_{\mathrm{CS}}^{\mathrm{new} 1}$ is gauge invariant, hence a constraint term arises like

$$
\begin{align*}
& S_{\mathrm{CS}}^{\mathrm{new}}\left[\mathcal{A}=\left(\mathcal{A}^{c l}+\Phi d t+\Psi d s\right)^{W}\right]-S_{\mathrm{CS}}^{\mathrm{new}}\left[\mathcal{A}^{c l}\right] \\
& =\frac{N_{c}}{24 \pi^{2}} \int_{M_{6}} 3 d \operatorname{tr}\left(\delta \mathcal{A}\left(\mathcal{F}^{c l}\right)^{2}+\delta \mathcal{A}\left(D^{c l} \delta \mathcal{A}\right) \mathcal{F}^{c l}\right) \\
& =\frac{N_{c}}{8 \pi^{2}} \int_{M_{5}} \operatorname{tr}\left(\Phi d t\left(F^{c l}\right)^{2}\right)=\frac{N_{c}}{2 \sqrt{3}} \int d t \chi^{8}(t)  \tag{D.2.29}\\
& \frac{N_{c}}{2 \sqrt{3}} \chi^{8}(t)=\frac{N_{c}}{\sqrt{3}} \operatorname{tr}\left(-i W(t)^{-1} \dot{W}(t) t_{8}\right) \tag{D.2.30}
\end{align*}
$$

where we used

$$
\begin{align*}
& \delta \mathcal{A}=\Phi d t  \tag{D.2.31}\\
& \delta \mathcal{A}\left(D^{c l} \delta \mathcal{A}\right)=0  \tag{D.2.32}\\
& \hat{F}_{M N}^{c l}=0 \tag{D.2.33}
\end{align*}
$$

etc. on $M_{5}$ at $S=0$.
Here, for getting the constraint term, we used Stokes' Theorem,

$$
\begin{align*}
& \frac{N_{c}}{24 \pi^{2}} \int_{M_{6}} 3 d \operatorname{tr}\left(\delta \mathcal{A}\left(\mathcal{F}^{c l}\right)^{2}+\delta \mathcal{A}\left(D^{c l} \delta \mathcal{A}\right) \mathcal{F}^{c l}\right) \\
& =\frac{N_{c}}{8 \pi^{2}} \int_{M_{5}} \operatorname{tr}\left(\delta \mathcal{A}\left(\mathcal{F}^{c l}\right)^{2}+\delta \mathcal{A}\left(D^{c l} \delta \mathcal{A}\right) \mathcal{F}^{c l}\right) \tag{D.2.34}
\end{align*}
$$

which can be transformed in such a way that $\operatorname{tr}\left(\delta \mathcal{A}\left(\mathcal{F}^{c l}\right)^{2}+\delta \mathcal{A}\left(D^{c l} \delta \mathcal{A}\right) \mathcal{F}^{c l}\right)$ is a gauge invariant quantity. Therefore, since $\omega_{5}$ is not gauge-invariant, a deformation like

$$
\begin{equation*}
\int_{M_{6}} \operatorname{tr} \mathcal{F}^{3}=\int_{M_{5}} \omega_{5}(\mathcal{A}) \tag{D.2.35}
\end{equation*}
$$

is incorrect. The correct transformation should be

$$
\begin{align*}
& \int_{M_{6}} \operatorname{tr}\left(\mathcal{F}^{3}-\left(\mathcal{F}^{c l}\right)^{3}\right)=\int_{M_{5}^{(0)}}\left(\omega_{5}(\mathcal{A})-\omega_{5}\left(\mathcal{A}^{c l}\right)\right)+\int_{M_{5}^{(\infty)}}\left(\omega_{5}(\overline{\mathcal{A}})-\omega_{5}\left(\overline{\mathcal{A}}^{c l}\right)\right) \\
& +\int_{D_{2} \times B}\left[\left(\omega_{5}(\mathcal{A})-\omega_{5}(\overline{\mathcal{A}})\right)-\left(\omega_{5}\left(\mathcal{A}^{c l}\right)-\omega_{5}\left(\overline{\mathcal{A}}^{c l}\right)\right)\right] \tag{D.2.36}
\end{align*}
$$

Please refer to Ref. [87] to see that a constraint term can still be obtained in this way.
Finally, I would like to comment on the problems with $S_{\mathrm{CS}}^{\mathrm{new} 1}$. First, since $\operatorname{tr} \mathcal{F}^{3}$ is a gauge invariant, the chiral anomaly is not reproduced from this CS term, which was well reproduced by the original CS term. In the Sakai-Sugimoto model, $Z \rightarrow \pm \infty$ is the boundary, as shown in Figure D.1. That is, $\partial M_{5}=M_{4}^{-\infty} \cup M_{4}^{+\infty}$. However, $\partial(\partial M)=0$ is satisfied for any manifold $M$ in general. If $\partial M_{6}=M_{5}$, then $\partial(\partial M)=0$ must hold, which is a contradiction. Also, the origin of the new introduced dimension has not been clear. To solve these problems, another New CS term was considered in Ref. [88]. In the following, this CS term will be explained.

## D. 3 New CS term 2

In this section, we use the anti-Hermitian $U\left(N_{f}\right)$ gauge field used in section D.1. The following discussion can be used not only for BPST instanton solutions.

To solve the problems described in the previous section, the following CS term was proposed;

$$
\begin{align*}
S_{\mathrm{CS}}^{\mathrm{new} 2}= & C\left(\int_{M_{5}^{-}} \omega_{5}\left(A_{-}\right)+\int_{M_{5}^{+}} \omega_{5}\left(A_{+}\right)\right. \\
& \left.+\frac{1}{10} \int_{N_{5}^{(0)}} \operatorname{tr}\left(\left(\tilde{h} d \tilde{h}^{-1}\right)^{5}\right)+\int_{M_{4}^{(0)}} a_{4}\left(d h^{-1} h, A_{-}\right)\right), \tag{D.3.1}
\end{align*}
$$

where $M_{5}^{-}, M_{5}^{+}, M_{4}^{(0)}$ is defined in Fig.D.1. $N_{5}^{(0)}$ were defined in Fig. D. 5 (This figure is only as an help for understanding, and the following figures are also not so much concerned with a rigorous). $N_{5}^{(0)}$ is a manifold such that it satisfies $\partial N_{5}^{(0)}=M_{4}^{(0)}$. We define $\tilde{h} \in U\left(N_{f}\right)$ on $N_{5}^{(0)}$ which satisfies $\left.\tilde{h}\right|_{\partial N_{5}^{(0)}}=h$. Since we are now using an anti-Hermitian gauge field, (D.1.24) is rewritten as

$$
\begin{align*}
\alpha_{4}(V, A) & =\frac{1}{2} \operatorname{tr}\left(V\left(A^{3}-A F-F A\right)+\frac{1}{2} V A V A+V^{3} A\right)  \tag{D.3.2}\\
& =-\frac{1}{2} \operatorname{tr}\left(V\left(A d A+d A A+A^{3}\right)-\frac{1}{2} V A V A-V^{3} A\right) . \tag{D.3.3}
\end{align*}
$$



Fig.D. 5 Manifolds on which $S_{\mathrm{CS}}^{\text {new2 }}$ are defined.

This CS term seems artificial but we can immediately find that it is determined quite uniquely from several physical requirements.

We now discuss the assumptions for defining this CS term. We need to assume the existence of $N_{5}^{(0)}$ and the field $\tilde{h} \in U\left(N_{f}\right)$ defined on it, as described above. This corresponds to the fact that in the discussion of $S_{\mathrm{CS}}^{\mathrm{new} 1}$, we assumed the existence of a new dimension $s$ and a gauge field $\mathcal{A}_{s}$ defined on it.

We will see that $S_{\mathrm{CS}}^{\text {new }}{ }^{2}$ is appropriate for the CS term we are looking for and discuss the meaning of each term in the equation (D.3.1). $S_{\mathrm{CS}}^{\mathrm{new} 2}$ satisfies the following properties.

1. When $h$ is topologically trivial (baryon number is 0 ), $S_{\mathrm{CS}}^{\text {new } 2}$ returns to the original CS term, (D.1.2).
2. Under a gauge transformation (D.1.16) satisfying $\left.g_{ \pm}\right|_{z \rightarrow \pm \infty} \rightarrow 1, S_{\mathrm{CS}}^{\mathrm{new} 2}$ is invariant (shift of $2 \pi \mathbb{Z}$ ).
3. If we identify $\hat{A}_{ \pm}=\left.A_{ \pm}\right|_{z \rightarrow \pm \infty}$ and $\hat{g}_{ \pm}=e^{-\hat{\Lambda}_{ \pm}}=\left.g_{ \pm}\right|_{z \rightarrow \pm \infty}$, it reproduces the QCD chiral anomaly (D.1.5).
4. If a manifold $M_{6}$ (Fig. D.6) exists such that $M_{5}$ has no boundary and satisfies $\left(M_{4}^{( \pm \infty)}=\emptyset\right), \partial M_{6}=M_{5}, M_{6}=M_{6}^{+} \cup M_{6}^{-}, M_{6}^{+} \cap M_{6}^{-}=N_{5}^{(0)} \times(-\epsilon, \epsilon)$, and $\partial M_{6}^{ \pm}=M_{5}^{ \pm} \cup\left( \pm N_{5}^{(0)}\right)$, then $S_{\mathrm{CS}}^{\text {new1 }}$ becomes (D.2.1).


Fig.D. 6 The manifold M6 on which $S_{\mathrm{CS}}^{\text {new }}{ }^{\text {in }}$ is defined.

The following explanation shows that the CS term that satisfies these physically required properties is determined quite uniquely to be (D.3.1).

Let us look at these properties of $S_{\mathrm{CS}}^{\text {new } 2}$ one by one.
First consider the property 1 . When $h$ is topologically trivial, that is, when $h$ can be transformed to $h=1$ by continuous transformation, we can define $\tilde{h} \in U\left(N_{f}\right)$ on $M_{5}^{-}$that satisfies $\tilde{h}=h$ on $M_{5}^{-} \cup M_{5}^{+}$and $\left.\tilde{h}\right|_{z \rightarrow-\infty} \rightarrow 1$ on the boundary. Using this
$\tilde{h}$, we see that we can define a globally well-defined 1-form $A$ over $M_{5}$ as

$$
A=\left\{\begin{array}{ll}
A_{-}^{\tilde{h}}, & \left(\text { on } M_{5}^{-}\right)  \tag{D.3.4}\\
A_{+}, & \left(\text {on } M_{5}^{+}\right)
\end{array} .\right.
$$

Now if we define $N_{5}^{(0)}=M_{5}^{-} \cup N_{5}^{-\infty}\left(\partial N_{5}^{-\infty}=M_{4}^{-\infty}\right.$, see also Fig. D. 7 for details $)$, we find that with $\left.\tilde{h}\right|_{N_{5}^{(-\infty)}}=1, \tilde{h}$ is a function on $N_{5}^{(0)}$ that returns to the original


Fig.D. 7 The manifolds for which property 1 holds.

CS term, like

$$
\begin{align*}
S_{\mathrm{CS}}^{\mathrm{nem} 2}= & C\left(\int_{M_{5}^{-}} \omega_{5}\left(A_{-}\right)+\int_{M_{5}^{+}} \omega_{5}\left(A_{-}\right)\right. \\
& \left.+\int_{M_{5}^{-}}\left[\frac{1}{10} \operatorname{tr}\left(\left(\tilde{h} d \tilde{h}^{-1}\right)^{5}\right)+d \alpha_{4}\left(d \tilde{h}^{-1} \tilde{h}, A_{-}\right)\right]\right) \\
= & C\left(\int_{M_{5}^{-}} \omega_{5}\left(A_{-}^{\tilde{h}}\right)+\int_{M_{5}^{+}} \omega_{5}\left(A_{+}\right)\right) \\
= & C \int_{M_{5}} \omega_{5}(A) . \tag{D.3.5}
\end{align*}
$$

Here, we used the formula

$$
\begin{equation*}
\omega_{5}\left(A^{g}\right)=\omega_{5}(A)+\frac{1}{10} \operatorname{tr}\left(\left(g d g^{-1}\right)^{5}\right)+d \alpha_{4}\left(d g^{-1} g, A\right), \tag{D.3.6}
\end{equation*}
$$

which corresponds to the (D.1.22) formula when using an anti-Hermitian gauge field, and the fact that the fourth term of (D.3.1) can be written as

$$
\begin{align*}
\int_{M_{4}^{(0)}} \alpha_{4}\left(d h^{-1} h, A_{-}\right) & =\int_{N_{5}^{(0)}} d \alpha_{4}=\int_{M_{5}^{-}} d \alpha_{4}+\int_{N_{5}^{(-\infty)}} d \alpha_{4}\left(\left.d h^{-1} h\right|_{z \rightarrow-\infty}, A_{-}\right) \\
& =\int_{M_{5}^{-}} d \alpha_{4}\left(d h^{-1} h, A_{-}\right) \tag{D.3.7}
\end{align*}
$$

in the present case.
Next consider the property 2. Under the gauge transformation,

$$
\begin{equation*}
A_{ \pm} \rightarrow A_{ \pm}^{g_{ \pm}}=g_{ \pm} A_{ \pm} g_{ \pm}^{-1}+g_{ \pm} d g_{ \pm}^{-1}, \quad h \rightarrow g_{+} h g_{-}^{-1}, \quad\left(\left.g_{ \pm}\right|_{z \rightarrow \pm \infty} \rightarrow 1\right) \tag{D.3.8}
\end{equation*}
$$

$S_{\mathrm{CS}}^{\mathrm{new} 2}$ can be written as

$$
\begin{align*}
S_{\mathrm{CS}}^{\mathrm{new} 2} \rightarrow & C\left(\int_{M_{5}^{-}} \omega_{5}\left(A_{-}^{g_{-}}\right)+\int_{M_{5}^{+}} \omega_{5}\left(A_{+}^{g_{+}}\right)\right. \\
& \left.+\frac{1}{10} \int_{N_{5}^{(0)}} \operatorname{tr}\left(\left(\tilde{h^{\prime}} d{\tilde{h^{\prime}}}^{-1}\right)^{5}\right)+\int_{M_{4}^{(0)}} \alpha_{4}\left(d{\tilde{h^{\prime}}}^{-1} \tilde{h^{\prime}}, A_{-}^{g_{-}}\right)\right), \tag{D.3.9}
\end{align*}
$$

where $h^{\prime}=g_{+} h g_{-}^{-1}$ and $\tilde{h}^{\prime}$ are functions that take values in $U\left(N_{f}\right)$ on $M_{5}^{-} \cap M_{5}^{+}$ and $N_{5}^{(0)}$ respectively, which satisfy $\left.\tilde{h}^{\prime}\right|_{\partial N_{5}^{(0)}}=\left.h^{\prime}\right|_{z=0}$. At the boundary, $\left.g_{ \pm}\right|_{z=0}$ is topologically trivial, because of $\left.g_{ \pm}\right|_{z \rightarrow \pm \infty} \rightarrow 1$. In such a case, we can define a function $\tilde{g}_{ \pm}$such that $\left.\tilde{g}_{ \pm}\right|_{\partial N_{5}^{(0)}}=\left.g_{ \pm}\right|_{z=0}$ is satisfied on $N_{5}^{(0)}$ and write $\tilde{h}^{\prime}=\tilde{g}_{+} \tilde{h} \tilde{g}_{-}^{-1}$.

Using formula

$$
\begin{align*}
\alpha_{4}(V, \pm V)= & 0  \tag{D.3.10}\\
\alpha_{4}\left(d g g^{-1}, A^{g}\right)= & -\alpha_{4}\left(d g^{-1} g, A\right)  \tag{D.3.11}\\
\alpha_{4}\left(d(g h)(g h)^{-1} A^{g}\right)= & \alpha_{4}\left(g(H-G) g^{-1}, A^{g}\right) \\
= & \alpha_{4}(H, A)-\alpha_{4}(G, A) \\
& -\frac{1}{2} \operatorname{tr}\left(G^{3} H+G H^{3}-\frac{1}{2} G H G H\right) \\
& +\frac{1}{2} d \operatorname{tr}((H-G)(A G-G A))  \tag{D.3.12}\\
\alpha_{4}\left(d(g h)^{-1}(g h), A\right)= & \alpha_{4}\left(d h^{-1} h, A\right)+\alpha_{4}\left(G, A^{h}\right) \\
& +\frac{1}{2} \operatorname{tr}\left(G^{3} H+G H^{3}-\frac{1}{2} G H G H\right) \\
& -\frac{1}{2} d \operatorname{tr}\left((H-G)\left(A^{h} G-G A^{h}\right)\right)  \tag{D.3.13}\\
\operatorname{tr}\left(\left(U^{-1} d U\right)^{5}\right)= & -\operatorname{tr}\left(G^{5}\right)+\operatorname{tr}\left(H^{5}\right) \\
& +5 d \operatorname{tr}\left(G^{3} H+G H^{3}-\frac{1}{2} G H G H\right)  \tag{D.3.14}\\
& \left(G=d g^{-1} g, \quad H=d h h^{-1}, \quad U=g h\right)
\end{align*}
$$

and (D.1.22), etc., $S_{\mathrm{CS}}^{\text {new } 2}$ can be gauge transformed as follows,

$$
\begin{align*}
S_{\mathrm{CS}}^{\text {new } 2} \rightarrow & C\left(\int_{M_{5}^{-}} \omega_{5}\left(A_{-}\right)+\int_{M_{5}^{+}} \omega_{5}\left(A_{+}\right)\right. \\
& \left.+\frac{1}{10} \int_{N_{5}^{(0)}} \operatorname{tr}\left(\left(\tilde{h} d \tilde{h}^{-1}\right)^{5}\right)+\int_{M_{4}^{(0)}} \alpha_{4}\left(d h^{-1} h, A_{-}\right)\right) \\
& +\frac{C}{10}\left(\int_{M_{5}^{+}} \operatorname{tr}\left(G_{+}^{5}\right)+\int_{N_{5}^{(0)}} \operatorname{tr}\left(\tilde{G}_{+}^{5}\right)\right) \\
& +\frac{C}{10}\left(\int_{M_{5}^{-}} \operatorname{tr}\left(G_{-}^{5}\right)+\int_{N_{5}^{(0)}} \operatorname{tr}\left(\tilde{G}_{-}^{5}\right)\right) \tag{D.3.15}
\end{align*}
$$

with $G_{ \pm}=d g_{ \pm}^{-1} g_{ \pm}$and $\tilde{G}_{ \pm}=d \tilde{g}_{ \pm}^{-1} \tilde{g}_{ \pm}$. The first and second lines of this equation are $S_{\mathrm{CS}}^{\mathrm{new} 2}$ (D.3.1), and the third and fourth lines take the value $2 \pi \mathbb{Z}$. Thus, we can see that the third and fourth terms in (D.3.1) were introduced to just cancel out the changes in the first and second terms by this gauge transformation. We can also see that property 1 , which reduces to the original CS term when $h$ is trivial, is also ensured by the third and fourth terms.

Next, let us consider the property 3. Under the infinitesimal gauge transformation $\hat{g}_{ \pm} \simeq 1-\Lambda_{ \pm}$, from the first and second terms of $S_{\mathrm{CS}}^{\mathrm{new} 2}$ (D.3.1), as shown in (D.1.5),
the QCD chiral anomaly emerges. The third and fourth terms of (D.3.1) also change with this gauge transformation. However, in the vicinity of $z=0$ where these terms exist, the gauge transformation $g_{ \pm}$we are now considering can be regarded as trivial. Therefore, as explained in property 2 , the change of this two terms is equal to $2 \pi \mathbb{Z}$. From the above, the chiral anomaly of QCD is reproduced. It can be seen that the form of the first and second terms in (D.3.1) are required to produce the chiral anomaly.

Finally, let us look at the property 4 . When $M_{5}$ has no boundary and there exists a manifold $M_{6}$ such that Fig. D.6, we find that $\partial M_{6}^{ \pm}=M_{5}^{ \pm} \cup\left( \pm N_{5}^{(0)}\right)$, then using Stokes' theorem, $S_{\mathrm{CS}}^{\text {new1 }}$ is transformed to

$$
\begin{align*}
S_{\mathrm{CS}}^{\mathrm{new} 1}= & C\left(\int_{M_{6}^{-}} d \omega_{5}\left(A_{-}\right)+\int_{M_{6}^{+}} d \omega_{5}\left(A_{+}\right)\right) \\
= & C\left(\int_{M_{5}^{-}} \omega_{5}\left(A_{-}\right)+\int_{M_{5}^{+}} \omega_{5}\left(A_{+}\right)\right. \\
& \left.+\int_{N_{5}^{(0)}}\left(\omega_{5}\left(A_{+}\right)-\omega_{5}\left(A_{-}\right)\right)\right) . \tag{D.3.16}
\end{align*}
$$

Since $A_{+}=A_{-}^{\tilde{h}}$ on $M_{6}^{-} \cap M_{6}^{+}=N_{5}^{(0)} \times(-\epsilon,+\epsilon)$, and using (D.1.22), we find

$$
\begin{align*}
& \int_{N_{5}^{(0)}}\left(\omega_{5}\left(A_{+}\right)-\omega_{5}\left(A_{-}\right)\right) \\
& =\int_{N_{5}^{(0)}} \frac{1}{10} \operatorname{tr}\left(\left(\tilde{h} d \tilde{h}^{-1}\right)^{5}\right)+\int_{\partial N_{5}^{(0)}} \alpha_{4}\left(d \tilde{h}^{-1} \tilde{h}, A_{-}\right), \tag{D.3.17}
\end{align*}
$$

so in such a case, $S_{\mathrm{CS}}^{\text {new } 2}$ is equivalent to $S_{\mathrm{CS}}^{\text {new1 }}$. Again, we understand the importance of the third and fourth terms in (D.3.1). It should be emphasized that the property 4 suggests that $S_{\mathrm{CS}}^{\text {new } 2}$ has the potential to correctly lead to a constraint term. As we will explain later, we find that $S_{\mathrm{CS}}^{\text {new } 2}$ involves $S_{\mathrm{CS}}^{\text {new } 1}$, not only in the current special case, so this CS term leads to the constraint term correctly, as we had expected.

From the above explanation, it is understood that our desired CS term is quite uniquely determined in the form $S_{\mathrm{CS}}^{\text {new2 }}$ (D.3.1).

We show some alternative expressions for $S_{\mathrm{CS}}^{\text {new2 }}$ (D.3.1). From one of these expressions, we can conclude that $S_{\mathrm{CS}}^{\mathrm{new}}{ }^{2}$ leads to a constraint term. First, let us define a new, globally well-defined gauge field $A$ that can take non-zero baryon numbers. Such
a gauge field can be defined as

$$
\begin{align*}
& A=A_{ \pm}^{h_{ \pm}}, \quad\left(\text { on } M_{5}^{ \pm}\right)  \tag{D.3.18}\\
& h_{+} h h_{-}^{-1}=1, \quad A_{+}^{h_{+}}=A_{-}^{h_{-}}, \quad\left(\text { on } M_{5}^{-} \cap M_{5}^{+}\right) \tag{D.3.19}
\end{align*}
$$

The $A$ at the boundary is not exactly equal to the external field $\hat{A}_{ \pm}$and becomes

$$
\begin{equation*}
\left.A\right|_{z \rightarrow \pm \infty}=\hat{A}_{ \pm}^{\hat{h}_{ \pm}}, \quad\left(\hat{h}_{ \pm}=\left.h_{ \pm}\right|_{z \rightarrow \pm \infty}\right) . \tag{D.3.20}
\end{equation*}
$$

The field configuration of a global gauge field defined in this way should be specified by $\left(A, \hat{h}_{ \pm}\right)$. That is, we need to physically distinguish between $\left(A, \hat{h}_{ \pm}\right)$and $\left(A,{\hat{h^{\prime}}}_{ \pm}\right)$. When the external field $\hat{A}_{ \pm}$is zero, the baryon number is defined to be

$$
\begin{equation*}
N_{B}=-\frac{1}{24 \pi^{2}} \int_{S^{3}}\left(\operatorname{tr}\left(\left(\hat{h}_{+} d \hat{h}_{+}^{-1}\right)^{3}\right)-\operatorname{tr}\left(\left(\hat{h}_{-} d \hat{h}_{-}^{-1}\right)^{3}\right)\right) \tag{D.3.21}
\end{equation*}
$$

with $\left.A\right|_{z \rightarrow \pm \infty}=\hat{h}_{ \pm} d \hat{h}_{ \pm}^{-1}$. If $\hat{h}_{ \pm}$is topologically nontrivial, it gives a finite baryon number.

If we now consider a gauge transformation like

$$
\begin{equation*}
A \rightarrow A^{g},\left.\quad \hat{h}_{ \pm} \rightarrow\left(g \hat{h}_{ \pm}\right)\right|_{z \rightarrow \pm \infty}, \tag{D.3.22}
\end{equation*}
$$

we see that this gauge transformation does not act on the external field $\hat{A}_{ \pm}$, i.e.,

$$
\begin{equation*}
\hat{A}_{ \pm} \rightarrow \hat{A}_{ \pm}, \quad\left(\operatorname{under}\left(A, \hat{h}_{ \pm}\right) \rightarrow\left(A^{g}, g \hat{h}_{ \pm}\right)\right) . \tag{D.3.23}
\end{equation*}
$$

For the chiral transformation, by defining $\left(\hat{g}_{-}, \hat{g}_{+}\right) \in U\left(N_{f}\right)_{L} \times U\left(N_{f}\right)_{R}$ as

$$
\begin{equation*}
\hat{g}_{ \pm}=\left.\left(\hat{h}_{ \pm}^{-1} g \hat{h}_{ \pm}\right)\right|_{z \rightarrow \pm \infty} \tag{D.3.24}
\end{equation*}
$$

and considering the gauge transformation

$$
\begin{equation*}
A \rightarrow A^{g}, \quad \hat{h}_{ \pm} \rightarrow \hat{h}_{ \pm} \tag{D.3.25}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\hat{A}_{ \pm} \rightarrow \hat{A}_{ \pm}^{\hat{g}_{ \pm}}, \quad\left(\text { under }(A, \hat{h}) \rightarrow\left(A^{g}, \hat{h}\right)\right) \tag{D.3.26}
\end{equation*}
$$

Following the same calculation as when we showed the property 2, (D.3.1) is rewritten in the form

$$
\begin{align*}
S_{\mathrm{CS}}^{\mathrm{new} 2}= & C\left(\int_{M_{5}} \omega_{5}(A)+\int_{N_{5}^{(+\infty)}} \frac{1}{10} \operatorname{tr}\left(\left(h_{+}^{-1} d h_{+}\right)^{5}\right)+\int_{M_{4}^{(+\infty)}} \alpha_{4}\left(d \hat{h}_{+} \hat{h}_{+}^{-1}, A\right)\right. \\
& \left.-\int_{N_{5}^{(-\infty)}} \frac{1}{10} \operatorname{tr}\left(\left(h_{-}^{-1} d h_{-}\right)^{5}\right)-\int_{M_{4}^{(-\infty)}} \alpha_{4}\left(d \hat{h}_{-} \hat{h}_{-}^{-1}, A\right)\right), \tag{D.3.27}
\end{align*}
$$

using the globally well-defined gauge field $A$ defined by (D.3.18). Here, $N_{5}^{( \pm \infty)}$ is a five-dimensional manifold satisfying $\partial N_{5}^{( \pm \infty)}=M_{5}^{( \pm \infty)}$ and $h_{ \pm}$is a function which takes the value of $U\left(N_{f}\right)$ on $N_{5}^{( \pm \infty)}$ satisfying $\left.h_{ \pm}\right|_{\partial N_{5}^{( \pm \infty)}}=\hat{h}_{ \pm}$. Moreover, using (D.3.11), it can be transformed to

$$
\begin{align*}
S_{\mathrm{CS}}^{\mathrm{new} 2}= & C\left(\int_{M_{5}} \omega_{5}(A)+\int_{N_{5}^{(+\infty)}} \frac{1}{10} \operatorname{tr}\left(\left(h_{+}^{-1} d h_{+}\right)^{5}\right)-\int_{M_{4}^{(+\infty)}} \alpha_{4}\left(d \hat{h}_{+}^{-1} \hat{h}_{+}, \hat{A}_{+}\right)\right. \\
& \left.-\int_{N_{5}^{(-\infty)}} \frac{1}{10} \operatorname{tr}\left(\left(h_{-}^{-1} d h_{-}\right)^{5}\right)+\int_{M_{4}^{(-\infty)}} \alpha_{4}\left(d \hat{h}_{-}^{-1} \hat{h}_{-}, A_{-}\right)\right) . \tag{D.3.28}
\end{align*}
$$

From this expression, we see that $S_{\mathrm{CS}}^{\mathrm{new} 2}$ is equivalent to the original CS term (D.1.2) when $\hat{A}_{ \pm}=0$ with $N_{f}=2$.

Furthermore, we define the manifold $N_{5}$ as

$$
\begin{align*}
& N_{5}=N_{5}^{(+\infty)} \cup\left(-N_{5}^{(-\infty)}\right) \\
& \partial N_{5}=\partial M_{5}=M_{4}^{(+\infty)} \cup\left(-M_{4}^{(-\infty)}\right) \tag{D.3.29}
\end{align*}
$$

and the function $h$ of $U\left(N_{f}\right)$ on $N_{5}$ as

$$
\begin{equation*}
\hat{h}_{ \pm}=\left.h\right|_{M_{4}^{( \pm \infty)}} \tag{D.3.30}
\end{equation*}
$$

to get a more simplified form

$$
\begin{align*}
S_{\mathrm{CS}}^{\mathrm{new} 2} & =C\left(\int_{M_{5}} \omega_{5}(A)+\int_{N_{5}} \frac{1}{10} \operatorname{tr}\left(\left(h^{-1} d h\right)^{5}\right)+\int_{\partial M_{5}} \alpha_{4}\left(d h h^{-1}, A\right)\right) \\
& =C\left(\int_{M_{5}} \omega_{5}(A)+\int_{N_{5}} \frac{1}{10} \operatorname{tr}\left(\left(h^{-1} d h\right)^{5}\right)+\int_{\partial M_{5}} \alpha_{4}\left(d h^{-1} h, \hat{A}\right)\right) \tag{D.3.31}
\end{align*}
$$

where $\hat{A}$ is represented by

$$
\begin{equation*}
\hat{A}_{ \pm}=\left.\hat{A}\right|_{M_{4}^{( \pm \infty)}} \tag{D.3.32}
\end{equation*}
$$

and the (D.3.19) formula is represented by

$$
\begin{equation*}
\left.A\right|_{\partial M_{5}}=\hat{A}^{h} . \tag{D.3.33}
\end{equation*}
$$

The gauge transformation (D.3.22), which does not act on the boundary, is

$$
\begin{equation*}
A \rightarrow A^{g}, \quad h \rightarrow g h, \quad \hat{A} \rightarrow \hat{A} . \tag{D.3.34}
\end{equation*}
$$

The chiral transformation (D.3.25) is represented as

$$
\begin{align*}
& A \rightarrow A^{g}, \quad h \rightarrow h, \quad \hat{A} \rightarrow \hat{A}^{\hat{g}}  \tag{D.3.35}\\
& \hat{g}=\left.\left(h^{-1} g h\right)\right|_{\partial M_{5}}, \quad \hat{g}_{ \pm}=\left.\hat{g}\right|_{M_{4}^{( \pm \infty)}} . \tag{D.3.36}
\end{align*}
$$

It is easy to see that the properties 2 and 3 are satisfied, respectively.
We can now solve the problem that $S_{\mathrm{CS}}^{\text {new }}{ }^{1}$ poses, while correctly realizing the intention of Ref. [87]. Define the manifold $M_{6}$ as such that it satisfies

$$
\begin{equation*}
\partial M_{6}=M_{5} \cup\left(-N_{5}\right) \tag{D.3.37}
\end{equation*}
$$

(see Fig. D.8). Since $M_{5} \cup\left(-N_{5}\right)$ has no boundary, such a manifold $M_{6}$ is possible.


Fig.D. $8 \quad M_{6}$ in $S_{\mathrm{CS}}^{\text {new }}\left(N_{5}^{-\infty}\right.$ and $N_{5}^{+\infty}$ are compactified)

Also, if we focus only on $M_{5}$, this manifold itself can have a boundary, so a manifold like (D.1.1) is possible. From the above, we find

$$
\begin{equation*}
\int_{M_{6}} \operatorname{tr}\left(F^{3}\right)=\int_{M_{5}} \omega_{5}(A)-\int_{N_{5}} \omega_{5}(A), \tag{D.3.38}
\end{equation*}
$$

and if we define the external field on $N_{5}$ as $\hat{A}=A^{h^{-1}}$ and note that $\partial N_{5}=\partial M_{5}$, we find

$$
\begin{equation*}
\int_{N_{5}} \omega_{5}(\hat{A})=\int_{N_{5}}\left(\omega_{5}(A)+\frac{1}{10} \operatorname{tr}\left(\left(h^{-1} d h\right)^{5}\right)\right)+\int_{\partial N_{5}} \alpha_{4}\left(d h h^{-1}, A\right), \tag{D.3.39}
\end{equation*}
$$

so we obtain a new expression for

$$
\begin{equation*}
S_{\mathrm{CS}}^{\mathrm{new} 2}=C\left(\int_{M_{6}} \operatorname{tr}\left(F^{3}\right)+\int_{N_{5}} \omega_{5}(\hat{A})\right) \tag{D.3.40}
\end{equation*}
$$

with a more explicit connection to $S_{\mathrm{CS}}^{\mathrm{new} 1}$. From this, we observe that from the first term of (D.3.40), we derive a constraint term. The chiral anomaly is also correctly derived, as explained using another expression.

## Appendix E

## The wave function of the $\mathrm{SU}(2)$ rotation $W(t)$

## E. $1 \quad W(t)$

The $\mathrm{SU}(2)$ rotation $W(t)$ is written by

$$
\begin{equation*}
W=a_{4}(t)+i a_{a}(t) \tau^{a} \tag{E.1.1}
\end{equation*}
$$

where, the group manifold $\mathrm{SU}(2)$ is parameterized by

$$
\begin{align*}
a_{4} & =\cos \theta_{0},  \tag{E.1.2}\\
a_{3} & =\sin \theta_{0} \cos \theta_{1},  \tag{E.1.3}\\
a_{2} & =\sin \theta_{0} \sin \theta_{1} \cos \theta_{2},  \tag{E.1.4}\\
a_{1} & =\sin \theta_{0} \sin \theta_{1} \sin \theta_{2},  \tag{E.1.5}\\
d \Omega_{3} & =\sin ^{2} \theta_{0} \sin \theta_{1} d \theta_{0} d \theta_{1} d \theta_{2}, \tag{E.1.6}
\end{align*}
$$

The spin and isospin are expressed as follows;

$$
\begin{align*}
& J_{i}=M_{0} \rho^{2} \operatorname{tr}\left(-i W^{-1} \dot{W} t_{i}\right)  \tag{E.1.7}\\
& I_{a}=M_{0} \rho^{2} \operatorname{tr}\left(i \dot{W} W^{-1} t_{a}\right)=-W J_{i} t_{i} W^{-1} \tag{E.1.8}
\end{align*}
$$

We use the canonical momentum

$$
\begin{equation*}
\Pi_{I}=2 M_{0} \dot{y}_{I}=-i \frac{\partial}{\partial y_{I}}, \tag{E.1.9}
\end{equation*}
$$

then the spin and isospin operator are rewritten by

$$
\begin{array}{r}
I_{a}=\frac{i}{2}\left(a_{4} \frac{\partial}{\partial a_{a}}-a_{a} \frac{\partial}{\partial a_{4}}-\epsilon_{a b c} a_{b} \frac{\partial}{\partial a_{c}}\right) \\
J_{a}=\frac{i}{2}\left(-a_{4} \frac{\partial}{\partial a_{a}}+a_{a} \frac{\partial}{\partial a_{4}}-\epsilon_{a b c} a_{b} \frac{\partial}{\partial a_{c}}\right), \tag{E.1.11}
\end{array}
$$

where $y_{I}=\rho a_{I}$.

## E. 2 Wave function for $W(t)$

Here, the wave function of $W(t)$ is written, for example

$$
\begin{align*}
& \left|l=1, I_{3}=J_{3}=l / 2\right\rangle=\pi^{-1}\left(a_{1}+i a_{2}\right),  \tag{E.2.1}\\
& \left|l=3, I_{3}=J_{3}=l / 2\right\rangle=\frac{\sqrt{2}}{\pi}\left(a_{1}+i a_{2}\right)^{3}, \tag{E.2.2}
\end{align*}
$$

where the normalization constants were determined as follows,

$$
\begin{align*}
\int d \Omega_{3} \pi^{-2}\left(a_{1}-i a_{2}\right)\left(a_{1}+i a_{2}\right) & =\int d \Omega_{3} \pi^{-2}\left(a_{1}^{2}+a_{2}^{2}\right) \\
& =\int d \Omega_{3} \pi^{-2}\left(\sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right)=1  \tag{E.2.3}\\
\int d \Omega_{3} \frac{2}{\pi^{2}}\left(a_{1}-i a_{2}\right)^{3}\left(a_{1}+a_{2}\right)^{3} & =\int d \Omega_{3} \frac{2}{\pi^{2}}\left(a_{1}^{2}+a_{2}^{2}\right)^{3} \\
& =\int d \Omega_{3} \frac{2}{\pi^{2}}\left(\sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right)^{3}=1 \tag{E.2.4}
\end{align*}
$$

With ladder operator

$$
\begin{align*}
& I_{-}=I_{1}-i I_{2}, \quad I_{-}=I_{1}+i I_{2}  \tag{E.2.5}\\
& J_{-}=J_{1}-i J_{2}, \quad J_{-}=J_{1}+i J_{2}, \tag{E.2.6}
\end{align*}
$$

we obtain several baryon states

$$
\begin{align*}
& \left|l=1, I_{3}=\frac{1}{2}, J_{3}=-\frac{1}{2}\right\rangle=J_{-}\left(a_{1}+i a_{2}\right) \\
& =\left[\frac{i}{2}\left(-a_{4} \frac{\partial}{\partial a_{1}}+a_{1} \frac{\partial}{\partial a_{4}}-a_{2} \frac{\partial}{\partial a_{3}}+a_{3} \frac{\partial}{\partial a_{2}}\right)\right. \\
& \left.+\frac{1}{2}\left(-a_{4} \frac{\partial}{\partial a_{2}}+a_{2} \frac{\partial}{\partial a_{4}}+a_{1} \frac{\partial}{\partial a_{3}}-a_{3} \frac{\partial}{\partial a_{1}}\right)\right]\left(a_{1}+i a_{2}\right) \\
& =-i \pi^{-1}\left(a_{4}-i a_{3}\right) \\
& \left|l=1, I_{3}=-\frac{1}{2}, J_{3}=\frac{1}{2}\right\rangle=I_{-}\left|l=1, I_{3}=\frac{1}{2}, J_{3}=\frac{1}{2}\right\rangle=i \pi^{-1}\left(a_{4}+i a_{3}\right)  \tag{E.2.7}\\
& \left|l=1, I_{3}=-\frac{1}{2}, J_{3}=-\frac{1}{2}\right\rangle=J_{-}\left|l=1, I_{3}=\frac{1}{2}, J_{3}=\frac{1}{2}\right\rangle=-\pi^{-1}\left(a_{1}-i a_{2}\right)  \tag{E.2.8}\\
& \left|l=3, I_{3}=\frac{3}{2}, J_{3}=\frac{1}{2}\right\rangle=J_{-}\left|l=3, I_{3}=\frac{3}{2}, J_{3}=\frac{3}{2}\right\rangle=-\frac{\sqrt{6}}{\pi} i\left(a_{1}+i a_{2}\right)^{2}\left(a_{4}-i a_{3}\right)  \tag{E.2.9}\\
& \left|l=3, I_{3}=\frac{1}{2}, J_{3}=\frac{3}{2}\right\rangle=I_{-}\left|l=3, I_{3}=\frac{1}{2}, J_{3}=\frac{3}{2}\right\rangle=\frac{\sqrt{6}}{\pi} i\left(a_{1}+i a_{2}\right)^{2}\left(a_{4}+i a_{3}\right) \\
& \left|l=3, I_{3}=\frac{1}{2}, J_{3}=\frac{1}{2}\right\rangle=J_{-} I_{-}\left|l=3, I_{3}=\frac{3}{2}, J_{3}=\frac{3}{2}\right\rangle  \tag{E.2.10}\\
& =\frac{\sqrt{2}}{\pi}\left(a_{1}+i a_{2}\right)\left(2 a_{3}^{2}+2 a_{4}^{2}-a_{1}^{2}-a_{2}^{2}\right) \tag{E.2.11}
\end{align*}
$$

## E. 3 Some expectation values

We show the calculations of some expectation values as follows.

$$
\begin{equation*}
\operatorname{tr}\left(W \tau^{3} W^{-1} \tau^{3}\right)=4 a_{4}^{2}+4 a_{3}^{2}-2 \tag{E.3.1}
\end{equation*}
$$

■ $\langle N| \operatorname{tr}\left(W \tau^{3} W^{-1} \tau^{3}\right)|N\rangle$

$$
\begin{align*}
& \left\langle l=1, I_{3}=J_{3}=l / 2\right| \operatorname{tr}\left(W \tau^{3} W^{-1} \tau^{3}\right)\left|l=1, I_{3}=J_{3}=l / 2\right\rangle \\
& =\int d \Omega_{3} \pi^{-2}\left(a_{1}-i a_{2}\right)\left(4 a_{4}^{2}+4 a_{3}^{2}-2\right)\left(a_{1}+i a_{2}\right)=\int d \Omega_{3} \pi^{-2} \sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\left(2-4 \sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right) \\
& =-\frac{2}{3} \tag{E.3.2}
\end{align*}
$$

■ $\langle\Delta| \operatorname{tr}\left(W \tau^{3} W^{-1} \tau^{3}\right)|N\rangle$

$$
\begin{align*}
& \left\langle l=1, I_{3}=J_{3}=l / 2\right| \operatorname{tr}\left(W \tau^{3} W^{-1} \tau^{3}\right)\left|l=3, I_{3}=J_{3}=l / 2\right\rangle \\
& =\int d \Omega_{3} \pi^{-1}\left(a_{1}-i a_{2}\right)\left(4 a_{4}^{2}+4 a_{3}^{2}-2\right) \frac{\sqrt{2}}{\pi}\left(a_{1}+i a_{2}\right)\left(2 a_{3}^{2}+2 a_{4}^{2}-a_{1}^{2}-a_{2}^{2}\right) \\
& =\int d \Omega_{3} \pi^{-2} \sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\left(2-4 \sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right)\left(2-3 \sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right) \\
& =\frac{2 \sqrt{2}}{3} \tag{E.3.3}
\end{align*}
$$

$$
\begin{align*}
& \operatorname{tr}\left(W \frac{\tau^{2}}{2} W^{-1} \frac{\tau^{3}}{2}\right)=\operatorname{tr}\left[\left(a_{4}+i a_{a} \tau^{a}\right) \frac{\tau^{2}}{2}\left(a_{4}-i a_{b} \tau^{b}\right) \frac{\tau^{3}}{2}\right]=a_{2} a_{3}-a_{1} a_{4}  \tag{E.3.4}\\
& \operatorname{tr}\left(W \frac{\tau^{1}}{2} W^{-1} \frac{\tau^{3}}{2}\right)=\operatorname{tr}\left[\left(a_{4}+i a_{a} \tau^{a}\right) \frac{\tau^{1}}{2}\left(a_{4}-i a_{b} \tau^{b}\right) \frac{\tau^{3}}{2}\right]=a_{1} a_{3}+a_{2} a_{4} \tag{E.3.5}
\end{align*}
$$

- $\left\langle\Delta^{+}, \frac{3}{2}\right|\left[\operatorname{tr}\left(W \tau^{2} W^{-1} \tau^{3}\right)-i \operatorname{tr}\left(W \tau^{1} W^{-1} \tau^{3}\right)\right]|N\rangle$

$$
\begin{align*}
& \left\langle l=3, I_{3}=3 / 2, J_{3}=1 / 2\right|\left[\operatorname{tr}\left(W \tau^{2} W^{-1} \tau^{3}\right)-i \operatorname{tr}\left(W \tau^{1} W^{-1} \tau^{3}\right)\right]\left|l=1, I_{3}=J_{3}=l / 2\right\rangle \\
& =\frac{\sqrt{6}}{\pi^{2}} i \int d \Omega_{3}\left(a_{1}^{2}+a_{2}^{2}\right)^{2}\left(a_{3}^{2}+a_{4}^{2}\right)=\frac{\sqrt{6}}{\pi^{2}} i \int d \Omega_{3} \sin ^{4} \theta_{0} \sin ^{4} \theta_{1}\left(1-\sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right) \\
& =i \frac{1}{\sqrt{6}} \tag{E.3.6}
\end{align*}
$$

- $\left\langle\Delta^{+}, \frac{1}{2}\right|\left[\operatorname{tr}\left(W \tau^{2} W^{-1} \tau^{3}\right)-i \operatorname{tr}\left(W \tau^{1} W^{-1} \tau^{3}\right)\right]|N\rangle$

$$
\begin{align*}
& \left\langle l=3, I_{3}=1 / 2, J_{3}=1 / 2\right| \operatorname{tr}\left(W \tau^{3} W^{-1} \tau^{3}\right)\left|l=1, I_{3}=1 / 2, J_{3}=-1 / 2\right\rangle \\
& =i \frac{\sqrt{2}}{\pi^{2}} \int d \Omega_{3}\left(a_{1}^{2}+a_{2}^{2}\right)\left(a 2_{3}+a_{4}^{2}\right)\left(2 a_{3}^{2}+2 a_{4}^{2}-a_{1}^{2}-a_{2}^{2}\right) \\
& =i \frac{\sqrt{2}}{\pi^{2}} \int d \Omega_{3} \sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\left(1-\sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right)\left(2-3 \sin ^{2} \theta_{0} \sin ^{2} \theta_{1}\right) \\
& =i \frac{\sqrt{2}}{6} \tag{E.3.7}
\end{align*}
$$
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[^0]:    *1 The symmetry of vector fields was outlined in Fig. 2.4, but in the case of gauge fields, the restriction is weakened, as will be explained later

[^1]:    *2 If we consider on $S / R$, we can only perform gauge transformations independent of $y^{\omega}$.

[^2]:    *3 The Chern-Simon term is defined properly in an odd dimensional space-time. Here following Ref. [87] we call the CS term for $\int \operatorname{tr} \mathcal{F}^{3}$.

