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Abstract

This dissertation focuses on the leaning-based manipulation of retrieving an

object from a cluttered environment. Robotics are crucial for the automation

of various tasks, such as transportation, assembly, and pick-and-place. How-

ever, it is difficult for robots to accurately locate and manipulate a specific object

within a box containing multiple objects in various orientations and configura-

tions. Therefore, it is necessary for the robot to predict how objects will behave

and plan actions accordingly to safely extract objects from a pile without hav-

ing them fall or scatter. The proposed methods in this dissertation allow for

a general-purpose manipulator equipped with a standard gripper to carefully

and successfully manipulate objects in a physical scene.

This dissertation presents the following contributions. First, we studied the

problem of picking an object from clutter and proposed an action planning

model based on a convolutional neural network, focusing on playing the game

“Yamakuzush” as a case study. The objective is to select the correct piece from a

random pile of Shogi pieces. Second, we proposed a bimanual manipulation ap-

proach based on collapse predictions for shelf picking and insertion tasks. Our

proposed learning-based predictor (the collapse predictor) can detect the risk of

collapsing shelves when the robot extracts the target object. Furthermore, we

presented a method for shelf replenishment for bimanual manipulation based
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on object arrangements and the collapse predictor. Finally, we assumed support

relations among objects in a cluttered environment to analyze cluttered scenes.

We designed a multi-stage motion planner based on the support relations to

enable the robot to tackle the picking task without causing objects to collapse.

Therefore, I believe that empirically acquired intuitive analysis is essential for

human behavior in everyday life and aim to construct an algorithm for selecting

appropriate robot actions by closely observing the target objects.
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Chapter 1

Introduction

1.1 Background and Motivation

Humans unconsciously grasp and use tools. For example, in everyday life, we

might pull a cookbook from a bookshelf, pick food from a refrigerator, or take

a plate from a cupboard. In manufacturing, workers might take a certain part

from a container filled with parts and sort them for supply. In a warehouse,

workers might pick goods for delivery from a warehouse shelf. Conversely,

manipulating an object in a cluttered environment, such as a container or shelf,

is a fundamental task. In recent years, automation through machinery has been

considered a method to replace or assist human labor. Robotic manipulation

has the potential to perform pick-and-place tasks [1, 2].

Robot manipulators have several advantages over human workers. They can

repeat a sequential series of tasks with high speed and precision and can han-

dle monotonous tasks for long periods of time. Robot manipulation has been

actively discussed in recent decades as a method to address issues, such as la-

bor shortages, cost reduction, and productivity improvement. Furthermore, in

modern manipulation, robots are used not only for mechanical and repetitive

tasks but also for flexible tasks that require them to work autonomously in var-

ious situations [3, 4, 5, 6]. One advantage of using automated manipulation in a

cluttered environment is that it eliminates the need for a workforce and special-

ized machinery for rearranging work pieces, significantly improving productiv-

ity.
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However, it is more difficult to handle objects that are randomly placed in boxes

or on shelves than those that are aligned. It causes them to be entangled and col-

lide among objects if the aim is only to extract the desired product, resulting in

objects falling from the shelves or scattering the workspace. In such cases, the

robot must pick up the fallen items and return them to their original positions,

which may result in damage and other losses of tools, products, and house-

hold commodities, which should be avoided in practical use. Therefore, to pick

any object correctly in such environments, a robotic system should solve sev-

eral challenges, such as scene analyses that include physical phenomena, object

identification from a dense container, and motion planning to avoid damaging

the object.

This dissertation focuses on learning object manipulation, particularly robotic

manipulation, in general environments. Machine learning has changed the

world in the last few years with its breakthrough innovations. In robotics, re-

cent robotic systems have addressed learning-based methods to complete a task,

developing integrated systems in various fields [7] (e.g., grasp planning, gar-

ment folding tasks, and automation based on probabilistic action planning) [8].

However, it is difficult for robots and other machinery in data-driven learn-

ing models to flexibly interpret various physical scenes with the same accuracy

as humans without any preconditions attached and to determine the next ac-

tion. Therefore, it is crucial to develop robotic action plans that can analyze the

workspace and determine appropriate manipulations based on the situation to

solve practical problems in cluttered environments.

This dissertation presents robotic action planning to extract the desired objects

from a pile in the correct manner or order to avoid scattering the objects. There-
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fore, the main research topics are twofold. First, deep neural networks improve

observation and extraction in cluttered environments by focusing on the object

arrangement or physical phenomena. Second, robotic action planning is pro-

posed to safely extract an object (to avoid collapsing/falling) based on scene

analyses.

1.2 Objectives

The objectives of this dissertation are as follows:

1. To develop a learning-based method for extracting and manipulating ob-

jects from cluttered environments. We focus specifically on extracting a

desired object without causing stacked objects to scatter or fall. The aim

is to create an algorithm that can be used to safely manipulate an object

in a cluttered environment using a robotic manipulator and to apply it in

real-world scenarios.

2. To integrate scene analysis and action planning to correctly manipulate

an object within clutter. We focus on the states of objects within cluttered

environments, such as detecting object poses, arrangements, and physical

relationships between objects. Furthermore, we predict the outcome of an

action to avoid the risk of potential failure based on a captured image and

to enable the selection of the appropriate action.
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1.3 Dissertation Outline

The outline of this dissertation is as follows:

Chapter 3 focuses on the Yamakuzushi board game, in which you must extract

a Shogi piece (called a Japanese chess piece) with only one finger while keeping

the pile from collapsing. Furthermore, we emphasized that human operators

can choose an object from a pile of pieces. We also used a convolutional neu-

ral network (ConvNet) to detect the appropriate objects, which can be extracted

without collisions, from a stack of Shogi pieces, enabling the robot to safely ex-

tract a piece. We obtained a basic insight into the effectiveness of learning-based

models in solving the problem of manipulation in cluttered environments.

In Chapter 4, we proposed a learning-based collapse prediction that can safely

extract a single object while supporting other objects. The proposed method

is designed to enable the bimanual manipulator to tackle object-picking tasks

from a cluttered shelf. Finally, a bimanual manipulator is used to evaluate the

robustness of the proposed method for safe object retrieval in real-world exper-

iments.

Chapter 5 discusses a bimanual manipulation planner to address the problem

of placing a product on a shelf, such as shelf replenishment. We proposed an

action plan to determine the best next action from corrections or replenishment

based on the object arrangements. Furthermore, we used a collapse predictor to

predict the object collapse with ConvNet while avoiding the object collapse and

manipulating an object. Finally, we discussed the proposed method to place an

object on a real-world shelf full of boxes.
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In Chapter 6, a multi-step object extraction strategy is proposed to safely re-

move the stacked objects. Furthermore, the support relations of the objects in

the clutter were expressed graphically. In this chapter, the inference of support

relations and the object extraction order were evaluated based on the accuracy

of the scene analysis. The proposed method is shown to enable the manipulator

to pick objects more safely compared to the method in previous chapters.

Chapter 7 summarizes the achievements of the methods proposed in this dis-

sertation.
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Chapter 2

Literature Review

Robotic manipulation in cluttered environments has recently received increased

attention owing to the use of various robots in the logistics and retail domains.

The review of the related works particularly focuses on three aspects: manipu-

lation in cluttered environments, deep learning for grasping and picking, and

physical relations between objects.

2.1 Manipulation in Cluttered Environments

A picking strategy must be created for a robot to pick objects. The robot’s pick-

ing strategy depends on the (1) hardware of the robot’s hand, (2) shape, (3) ap-

plication, and (4) placement of the objects to be picked by the robot. However, it

is difficult to apply existing methods because target objects have various shapes

and sizes and are placed randomly in a container. For example, the Amazon

Picking Challenge (later known as the Amazon Robotic Challenge) is a robotics

competition that solves a domain challenge in real-world scenes and encour-

ages autonomous robotic manipulations in cluttered environments [9,10,11,12].

Several researchers address robotic object manipulation [13, 14, 15, 16] and vi-

sual recognition [17, 18] in cluttered environments. In this chapter, we mainly

discuss analytical manipulation methods without the deep learning discussed

below.

Many proposals have performed bin-piking [19,20,21,22], shelf/container pick-

ing [23, 24, 25, 26], and toy games related to object manipulation in cluttered

environments [27, 28, 29, 30, 31]. Temtsin et al. [32] ranked each object using a
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measure based on the geometrical relationships of objects and extracted an ob-

ject with a high rank. Mojtahedzadeh et al. [24] and Wu et al. [33] proposed

methods to learn the motion of robots in stacked or scattered environments.

Few researchers have achieved clutter manipulation using a partially observ-

able Markov decision process (POMDP) [15, 16, 31, 34, 35, 36]. Furthermore, Ei-

denberger et al. proposed a POMDP-based method for determining the optimal

sensor location [15, 16]. Kim et al. proposed a method for the effective grasping

of posture selection from a known database while using POMDPs to plan the

observations [35]. Hsiao et al. [36] used this framework to search from the state

of contact with the external environment and work on grasp action planning.

Furthermore, Nagata et al. [37] defined the grasp patterns as being linked to the

surfaces of target objects, with a focus on the object shapes/gripper, and pro-

posed a dexterous strategy for sliding a top object or tilting an aligned object

from a complex environment to extract the target object. Domae et al. com-

puted the grasp configurations of robotic grippers based only on 2D images to

prevent a gripper from colliding with obstacles [21]. Other approaches assumed

that objects were placed side by side on a shelf and relocated to pick the target

object. Dogar et al. [38] pushed obstacles to reach a target in cluttered environ-

ments. Lee et al. [25] and Nam et al. [26] relocated obstacles to retrieve a target

object from clutter. Huang et al. planned a sequence of pick-and-place actions

to search for the occluded target [39]. However, if objects are piled on a shelf,

an object cannot easily be pushed and slid.

In Chapter 3, we use POMDPs to enhance the efficiency of picking from ran-

domly stacked objects for both observation and manipulation action plan-

ning. Furthermore, the human manipulation characteristics are learned to select

which object to manipulate based on ConvNets. The improving observation and
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manipulation actions are selected around the manipulated object to increase the

success rate of object picking.

2.2 Deep Learning for Grasping and Picking

The deep learning-based method has been extensively researched, and recent

research has also contributed to the development of high-precision bin pick-

ing [40, 41, 42, 43, 44]. These methods use deep neural networks to detect the

best grasp pose or point from visual information and perform high-level pick-

ing tasks in various scenarios. Levine et al. proposed an end-to-end approach

by using a deep neural network trained by real-world experiments [45]. Mahler

et al. built a large-scale dataset, Dex-Net, which is simulated in various 3D

models, and predicted the grasp poses based on a convolutional neural network

(ConvNet) [42]. Zeng et al. developed a system for specific target retrieval by

pick-and-place with multiple ConvNets to address a wide range of object cat-

egories in cluttered environments [18]. Matsumura et al. adapted ConvNet to

predict object entanglement [46]. The picking systems adopted in [18, 47] used

a learning-based grasp detection and action decision model to handle the dif-

ficulty involved in picking a specific target from a complex scene. Harada et

al. constructed a discriminator to determine the success or failure of picking

objects from the pile using a random forest [48, 49]. Recent studies involving

shelf replenishment tasks include refs. [50, 51]. The first proposed method for

planning manipulation tasks is executed using reactive control. The second pro-

posed knowledge-based autonomous object manipulation method uses implicit

failure recovery. These approaches have improved dexterity but do not solve

the problem of manipulating objects while avoiding neighboring objects from

16



collapsing.

Humans can predict the outcome of an action and manipulate objects to pre-

vent task failures or product damage. Similarly, previous approaches in robotics

have evaluated each desired action with scene understanding to ensure safe and

reliable results [13,32]. However, recent studies have been performed to assume

future object states using learning models [52]. Janner et al. [53] presented a

framework for learning object-oriented representations for physical scene un-

derstanding from image observations to predict the object state transition per

time lapse. Magassouba et al. [54] predicted the risk of collision from an RGB-D

image before the placement of an object. By contrast, Chapter 6 considers the

support relationships among stacked objects and presents a multi-step extrac-

tion plan to extract the target object. Our method provides a safe extraction

process that prevents the fall of neighboring objects.

2.3 Physical Relations Among Objects

Object detection is an integral component of shelf manipulation. Learning-

based object detection has been widely investigated in robotics [55], and

its accuracy tends to be related to successful robotic manipulations. Gold-

man et al. [56] provided a network architecture for identifying each object in

a dense display. Asaoka et al. [57] proposed a method that groups organized

objects in an image and identifies the arrangement pattern of each group. How-

ever, these methods assume that the objects are properly stored on a shelf. In

Chapter 5, this study categorizes them into disorganized and organized objects,

considering that objects on the shelf are cluttered.
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Although the grasp detection algorithms for robotic grasping have achieved sig-

nificant progress, some of these methods assume the grasp of a single-isolated

object. Furthermore, a robot should sufficiently understand the cluster to inter-

pret various properties included in an image in a cluttered environment. These

properties include the geometrical, spatial [58,59,60,61], and linguistic [62] rela-

tions among objects. Zhang et al. proposed a visual manipulation relationship

network to address the grasping order of vertically stacked objects [63, 64] and

considered the visual relation of object overlapping. Recently, datasets such

as the visual manipulation relationship dataset [63] and the relational grasp

dataset [65] have been proposed to build inference models for such relation-

ships. However, these relationships only show the geometrical relationships

among objects and cannot be extended to a more general situation of clutter.

The support relations among objects have been obtained by analyzing geo-

metric and spatial relationships [24, 66, 67, 68, 69]. Panda et al. extracted

the geometrical properties of objects from images and assumed support rela-

tions [66, 67]. Mojtahedzadeh et al. [24] estimated the physical interactions be-

tween objects using 3D visual perception and machine learning. Kartmann et

al. extracted physically plausible support relations using primitive shapes [68].

Grotz et al. [69] extracted physically plausible support relations between ob-

jects from point clouds to predict the action effects of picking approaches that

consider support relations. Paus et al. [70] assumed the relations in probabilis-

tic representation, including uncertainty in shapes and poses. In support of

relation detection, the related works use the simple primitive, which requires

preprocessing and pose estimations to approximately predict the scene and re-

stricts real-world use. Conversely, Chapter 6 only uses depth images to predict

the object collapse and to assume the support relations among objects without
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depending on the shapes and numbers of objects.
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Chapter 3

Robotic Action/Observation Planning for Playing Yamakuzushi based on

Human Motion

3.1 Introduction

In our daily lives, we quickly pick an item from a pile. For example, we look for

a book and take it from a shelf, and when shopping, we pick fresh vegetables

from a container. However, a robot must detect overlapping objects and ma-

nipulate them with the correct strategy to perform similar actions. Therefore,

picking is essential to solving the problem of manipulating objects in a pile as

humans select the appropriate object.

Manipulating objects in cluttered environments makes it difficult to estimate the

object’s pose and state because of the occlusion. A human can generally select

and retrieve an object while avoiding collisions with other objects. However,

a robot must select the appropriate action under 3D recognition from multi-

ple viewpoints. In our study, we address the task of manipulating objects in

a cluttered environment by a robotic manipulator for a picking game known

as “Yamakuzushi,” (Figure 3.1). In this game, the player extracts a Shogi piece

from a pile by sliding the pieces with a single finger. Yamakuzushi is suitable as

a benchmark for manipulating objects in a stack because it includes many tasks,

such as accurate object recognition and manipulating objects without objects

collapsing.

In this chapter, we propose a two-step method for selecting objects based on

human operations and planned observation. We implement a robot system in-
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Figure 3.1: Yamakuzshi game. Sliding out a piece of shogi (Japanese chess) from
a board with only one finger.

tegrated with our proposed method for robotic experiments. First, a convo-

lutional neural network (ConvNet) is used to select target objects from depth

images to determine the objects that should be safely removed from a pile. Fur-

thermore, the environment of the selected object is observed, and actions for

manipulation are planned. The problem is formulated as a partially observable

Markov decision process (POMDP) to plan actions, ensure sufficient observa-

tions, and retrieve the target object.

3.2 Overview

There are two major steps in the proposed system. Figure 3.2 illustrates the ex-

perimental setup. One arm of the robot is equipped with a 3D depth sensor [71]

for observation, and the other arm is equipped with a tool to retrieve a Shogi
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Finger tool

Depth sensor

Board

Figure 3.2: Experimental setup. We use a robotic bimanual manipulator, Nex-
tage [72]. One arm of the robot is equipped with a 3D depth sensor [71] for
observation, and the other arm is equipped with a tool.

piece (Figure 3.6) from a pile. The overall system framework is shown in Fig-

ure 3.3.

We focus on the fact that humans intuitively judge which objects they can easily

retrieve from a pile based on their experience. Therefore, the robot first selects

an object to manipulate from a pile using ConvNet that predicts an object that

can be safely retrieved from randomly stacked objects. Furthermore, we formu-

late robotic action planning as POMDP. Additionally, the viewpoint is selected

to minimize occlusions, and a robot can correctly estimate the poses of an ob-

ject from iterative observations. When the robot accurately estimates an object’s

pose, it retrieves the object by sliding it out of the board. The following sections

describe the details of two-step motion planning.
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Figure 3.3: Our proposed system for the Yamakuzushi game.

3.3 Target Object Detection

A method for selecting objects by ConvNet that finds the appropriate target ob-

ject from a depth image is described. Furthermore, we first describe the dataset

used for training and then explain the network architecture.

3.3.1 Network architecture

This study uses learning-based predictions to select the object to be manipulated

for this action. To predict whether or not we are able to retrieve an object from a
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pile, the architecture of ConvNet is shown in Figure 3.4, which consists of four

convolutional layers (Conv. 1-4) and two fully connected layers with 1024 nodes

(Fully conn. 5 and Fully conn. 6). Each layer uses the rectified linear unit (ReLU)

function to avoid the loss of gradient points.

f (x) = max(x, 0) (3.1)

The softmax function is used to convert the outputs to probabilities. For classi-

fication, py1 (success) and py2 = 1 − py1 (failure) are described by the following

softmax functions.

pyi =
exp(yi)∑2
j=1 exp(y j)

(3.2)

The input is a 227 × 227 depth image. The output is a binary vector indicating

success or failure. In this study, the input depth image is created by cropping

and rotating the scene image. Our architecture is built under the condition that

the sliding is always upwards. Note that we collect datasets based on human

manipulation characteristics, as described later in Section 3.3.2. Further, this

study is aimed toward a model that can predict the probability of success in

sliding a target object without collisions with surrounding objects.

To detect the optimum target object, we use a raster scan with a fixed size and

orientation of a rectangular window. In raster scanning, 100 rectangular boxes

are allocated equally to 10 locations in the image, horizontally and vertically,

and eight candidates for sliding orientations; for example, we have 800 (8× 10×

10) candidates in the depth images. Among these candidate actions, the one

with the highest probability in our ConvNet is selected. The rectangular area

that includes this candidate is the target area for the search and verification of

operations, as described in later sections.
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Figure 3.4: The architecture of our convolutional neural network.

3.3.2 Dataset

The dataset used for training is a stacked object depth image generated by the

physical simulator environment [46], which comprises a CAD model of a Shogi

piece. We manually annotate the possible operations on the in-depth images.

To avoid bias in the training data, we generate the failures of operations by

selecting objects and sliding orientations that humans would not select. If an

object is adjacent to another object, we expect it to fail because adjacent objects

tend to fall over. We set success to 1 and failure to 0. An example of annotating

a depth image is shown in Figure 3.5.
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(b) Success

(a) Failure

Figure 3.5: The depth images labeled as success or failure sliding motion.

3.3.3 Target Detection

3.4 Action Selection

Action planning for observation and manipulation in the vicinity of the manip-

ulation target selected in the previous section is described. It is difficult to plan

the subsequent actions accurately because of disturbances such as occlusions

caused by overlapping objects and noise. Therefore, we use the POMDP frame-

work [34, 73] to plan actions under uncertainty. This framework represents the

state of the environment as a belief distribution for uncertain observations and

selects actions that maximize rewards. POMDP is formulated in state s, action

a, and reward r, and actions are planned probabilistically to maximize future

reward. Kim et al. [35] and Eindenberger et al. [15] defined the observation

model from the database. In this study, we define a state s as a pose of the target
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object and an observation model as the accuracy of pose estimations. We set

an evaluation function V with the estimated state s and reward r, which is an

index for the effectiveness of the manipulation and observation. These evalua-

tion functions allow for planning the observation and operation within a single

framework. We select the best action as follows:

a = arg max
a∈A

V(a) (3.3)

Here, A denotes the entire action, including manipulation and observation. In

the next section, w explain the method of state estimation based on POMDP.

3.4.1 State Formulation

In this study, the object poses are discretely defined as states to select the next

action under uncertainty. We assume four basic states based on the shape of a

Shogi piece (Figure 3.6), as shown in Figures 3.7 (a)-(d). The basic states (a, b, c)

assume that a Shogi piece is in contact with a plane. The other basic state (d) is

the one wherein the piece is leaning against another piece with an inclination of

45◦, which represents an intermediate state. We further add states by a rotation

of 45◦ around the axis perpendicular to the center of gravity of the basic state

(Figure 3.8). Specifically, 8 states are generated for each basic posture, and 32

states are defined as the entire state space S in this experiment. In this paper, the

states are defined as S := {s1, s2, ..., s32}.

In POMDP, the probability distribution of a state after it has been observed is

called a belief b. The belief b is given as a probability distribution over the state

space S , where b(s) denotes the probability that s ∈ S exists. The initial state is

set uniformly for all b(si) = 1
32 (i = 1, 2, ..., 32). The belief state is updated when
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Figure 3.6: Object used in the experiment.

(a) (b) (c) (d)

Figure 3.7: Basic object states

a new observation oa is obtained by shifting the viewpoint a. The update is

performed using the weight coefficient ω(s). The belief update from b(s) to b′(s)

is expressed as follows:

b′(s) = ω(os, oa)b(s) (3.4)

The weighting factor ω(os, oa), which represents the goodness of fit with state s,

is defined as

ωa(s) = 1 −min{
e(os, oa)

eth
, 1} (3.5)

Here, oa is the point cloud data obtained by the action a, and os is the point cloud

data when the operation target is assumed to be in the state s. Further, e(os, oa) is
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x

y

Figure 3.8: Object poses for one basic state

an error function that indicates the average Euclidean distance between the cor-

responding point clouds of oa and os, wherein we calculate the correspondence

between the point clouds with the iterative closest point (ICP) algorithm [74,75].

eth is a threshold for omitting beliefs that do not match because of low point

cloud agreement. Furthermore POMDP generally has the problem of high com-

putational cost. Therefore, rigorous pose estimation is performed only during

robot motion generation. We represent the state of the Shogi pieces discretely in

the action planning framework.

3.4.2 Action selection

In this study, we set an evaluation of observation based on the sliding operation

as the index of the manipulation. As shown in Figure 3.9, we assume that a

sliding operation continues until a Shogi piece is removed from the board. The
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(a) Move above 
the target

(b) Press 
the target down

(c) Slide the target 
out the board

Figure 3.9: Scene of sliding the target. (a) The robot’s arm moves above the
target, (b) presses the target with the finger tool, and (c) slides the target out the
board.

reward R(s, a) for a sliding operation a for a state s is set as follows:

R(s′, a) =


r (s′ ∈ S slide)

0 (otherwise)
(3.6)

where S slide ⊂ S is the set of withdrawable states and r > 0 is the arbitrarily

given reward. The evaluation function for the sliding operation is determined

by the expected value of the reward function R(s′, a) as follows:

V(a′) =
∑
s′∈S

b(s′)R(s′, a′) (3.7)

Here, action a represents the manipulation of the robot. To generate actions,

we estimate object poses (see Section 3.4.4) based on the point clouds of both

the target object and surrounding objects. To avoid contact with surrounding

objects, we select an orientation from 0◦, 45◦, 90◦, ..., 270◦, 315◦. To plan the path

of sliding the target object, we use the single-query bi-directional lazy-collision

checking (SBL) probabilistic roadmap planner [76] to avoid interference with

other objects.
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… …

Candidates of

viewpoint

Figure 3.10: Candidates of viewpoint and view pose. We set the depth sensor
towards the center of the board.

3.4.3 Estimate Uncertainty

The observation is to select the best viewpoint among the candidates to reduce

uncertainty. We first define a set of sensor pose candidates using [49]. Let us

assume an n-faced regular polyhedron whose geometrical center is located at

the center of the box’s bottom surface (Figure 3.10). We set the candidates to

define the center of any regular polyhedron, orienting the viewpoints placed

in the searching area. We also assume that a line passes through the geometri-

cal center and orthogonally intersects the face of the polyhedron, with a set of

points along the line at regular intervals. We assume that the sensor faces the

geometrical center at each point. The following conditions are imposed on the

sensor pose candidates. (1) The sensor is located in the searching area. (2) The

path to the point is reachable. (3) No collision occurs with the links of the robot.

The amount of uncertainty in the point clouds is defined by the probability mass
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of the belief b, as follows:

M(oa) =
∑
s′∈S

b(s′) (3.8)

Here, oa denotes the point clouds obtained after the observation a. The beliefs

that do not match the point cloud are reduced by the weight calculation. If

the sum of the beliefs, M(oa), is small, the state representation is not considered

uncertain. The robot can reduce uncertainty when we select the best viewpoint

from several candidates. The action a′ to a viewpoint can update the amount of

uncertainty as follows:

M(oa′) =
∑
s′∈S

ω(os′ , oa′)b(s′) (3.9)

We define the effect of the observed action a′ using a decreased amount of un-

certainty as follows:

V1(a′) = M(oa) − M(oa′) (3.10)

The equation represents the decreased amount of uncertainty when executing

the next best observation oa′ , which is used as the recognition accuracy for the

observed action a′ toward the target object. Furthermore, it is crucial to observe

the surrounding objects without occlusion. We set an evaluation for visibility

to reduce the occlusion in the workspace. First, to evaluate the occlusion, the

workspace is represented by a grid and divided into multiple cells with refer-

ence to [49, 77]. We first mark “Occupied” to the cells using point clouds ob-

tained from the previous observation, including the point cloud. We also mark

“Occluded” to the visible grid cells which are not marked as “Occupied.” For

each observed action a′, the number of cells labeled “Occluded” is nocc, and the

visibility is evaluated by the following index:

V2(a′) =
nocc

Ngrid
(3.11)
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where Ngrid is the total number of cells. The formula allows us to select the

viewpoint that provides the largest area of point clouds.

The above indicators are integrated for each action a′, and each viewpoint was

evaluated as follows:

V(a′) = αV1(a′) + βV2(a′) (3.12)

The action a′ is for observation, and the parameter α and β are the weights,

respectively, for the uncertainty and the visibility evaluation. In this study, α =

0.9 and β = 0.1 are set to give priority to improving uncertainty.

3.4.4 Pose Estimation

We use the point cloud obtained by a depth sensor to recognize the object pose.

After the point clouds are obtained, the object pose is estimated by using a

method by using a known CAD model. First, the point clouds are segmented

into each object by using the locally convex connected patches (LCCP) algo-

rithm [78]. Second, the pose of an object is estimated based on a clustered view-

point feature histogram (CVFH) and camera roll histogram (CRH) features [79].

The CVFH is the feature of point clouds from a certain viewpoint. The pose is

finally estimated using the CRH features because the camera roll angle is not

uniquely determined. After performing a rough alignment with the CVFH and

CRH feature values, it repeatedly executes ICP [74, 75] and improves the esti-

mated pose. Each of these recognition methods were implemented using the

point cloud library [80].
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3.5 Experiments

In this section, we execute experiments on a real robot to verify the effectiveness

of the proposed method. The action planning flowchart of the proposed method

is shown in Figure 3.11. The experimental conditions are set as follows.

• At the beginning of the game, nine Shogi pieces are placed in a pile, where

all the pieces are randomly stacked each time.

• Only one finger, which is the tool at the end of the right arm, is used to

remove a Shogi piece from a pile. The operation is limited to pushing and

sliding the target object.

• If the piece is removed without other pieces collapsing the other pieces,

the action is considered successful; otherwise, it is considered a failure.

We use a Shogi piece made of ABS resin, weighing approximately 9 g, with a

shape of approximately 52.0 mm× 52.5 mm× 15.5 mm, which is created by a 3D

printer (Figure 3.6).

Our experiment aims to remove all pieces, and as many pieces as possible, con-

sidering the performance under the rules of Yamakuzushi. First, we verify the

estimation of the success rate of the starting point and orientation of sliding an

object by ConvNet. Thereafter, we perform robotic experiments to verify the

effectiveness of the proposed method in the real-world environment, including

target selection based on the learning results and action planning using POMDP.
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3.5.1 Evaluating the Detection Model

ConvNet was trained using depth images generated by a simulator environ-

ment and a dataset based on human annotations. The depth images are dis-

jointed states generated by a simulation environment [46] built using a CAD

model of a Shogi piece. The depth images are grayscale and indicate the height

(Figure 3.5). The human visually annotates these images with the position and

orientation of the piece retrieval (Figure 3.5).

The dataset consists of 12, 000 depth images, of which 6, 000 are images for suc-

cessful object retrievals and 6, 000 are images for failed object retrievals. Specif-

ically, 90% of the images (10, 800) are used to train ConvNet, and the remaining

10% is used to validate the trained ConvNet.

The results of the sliding object, for example, starting point and orientation, for

the 10 depth images of the validation data using the orientation of sliding opera-

tions constructed by the trained ConvNet are shown in Figure 3.12. Considering

that the outputs are similar to the human intuition, we consider the following

three scenes as a success: (1) when the piece is not placed on top of other pieces,

(2) when other pieces do not cover the piece, and (3) when the piece is not in Fig-

ure 3.7 (a), (b), or (d), but its wide side contacts the board as shown in Figure 3.7

(c).

3.5.2 Robotic Experiments

Figure 3.13 shows an example of the robot playing Yamakuzushi. It shows 10

frames extracted from the video, and each motion is selected by the proposed
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method. The robot removed three pieces in the example shown in Figure 3.13.

In Figure 3.13 (a), all the objects are observed from the board, and our ConvNet

detects the target object. In (b), a sliding operation is performed by the finger

tool. In (c), the other target object is detected and again observed. In (d), our

system is observed from another viewpoint based on our action plan, and (e)

shows the sliding operation based on the second observation. Further, (f) shows

that the target object is detected again by observing from other viewpoints; (g)-

(i) shows iterative observations by selected viewpoints; and (j) shows that the

action is finally selected and executed.

Figure 3.14 shows the point cloud obtained for each observation. Each observa-

tion shows the results of object pose estimation using features based on the CAD

model of the Shogi piece. The frame shown in the figure is the region that in-

cludes the target and its surroundings. First, the sliding operation was selected

by the target object selected in Figure 3.14 (a) and the point cloud at that time

(Figure 3.14 (b)). In this case, the target object has no contact with the surround-

ing objects. Furthermore, in the case of the target object selected in Figure 3.14

(c) and the point cloud at this time (Figure 3.14 (d)), the result of the observa-

tion includes a large occlusion. Additionally, the state is insufficient because

other pieces hide the target object. Therefore, the sliding operation was not ex-

ecuted, and instead, the observation was performed, as shown in Figure 3.14

(e). Furthermore, the third target object is detected in Figure 3.14 (f). However,

the point cloud at that time (Figure 3.14 (g)) did not select the sliding operation.

Because the reward r for the manipulation is small, the sliding operation is not

selected if the observation is not sufficient.

To evaluate the object retrieval, we executed Yamakuzushi with 10 randomly
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placed Shogi pieces and counted the total number of trials and the number of

pieces retrieved. The results are shown in Figure 3.15. The number of pieces

removed ranged from 0 to 3 at each scene. In total, one or more pieces were

successfully removed in 12 of 15 trials. Three pieces were removed in the exper-

iment, and the average number of pieces retrieved in each trial was 1.47. The

success rate of retrieval in each sliding operation was 59.5%, indicating that the

robot selected an appropriate target object among multiple pieces.

Conversely, the unsuccessful retrievals were caused by the occlusion of multi-

ple overlapping objects. Furthermore, the object pose estimation needs active

searching action, e.g., pushing other surrounding objects, to improve the suc-

cess rate of Yamakuzushi. In these tasks, the robot failed to retrieve the target

object because of the initial placement of the object. Therefore, the robot needs

the strategy of retrieving an object, not only sliding operations.

We also compared the success rate with and without ConvNet. The results are

shown in Figure 3.15. In the case without ConvNet, we randomly selected the

targeted piece with the smallest occlusion to verify the effect of using ConvNet,

for example, considering human intuition. Furthermore, we expect the action

plans for observation and sliding operation to be similar. In the case of object

selection based on random observations, eight of the 15 trials failed to retrieve

the object. This is a low success rate compared to our method, which success-

fully extracted one or more in 12 of 15 trials. The reason is that the target object

was inappropriate, and the robot could not find the target object during itera-

tive observations. These results suggest that object selection using the proposed

ConvNet based on human behavior effectively improves the success rate for

robotic manipulations.
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3.6 Summary

In this chapter, I propose a method for observing and manipulating objects in

a Yamakuzushi game as a typical example of human manipulation of objects

in a pile-up. First, the manipulation target was determined using a ConvNet

learned from human manipulation characteristics and depth images of the ob-

ject. Thereafter, I proposed an action planning method for selecting appropriate

actions for both observation and manipulation by setting the state of the ma-

nipulated object with respect to its posture and uncertainty. Furthermore, I con-

ducted the Yamakuzushi game using a robot to verify the effectiveness of the

proposed method.

For future work, I plan to adapt the robot to several manipulations to utilize

it in various human tasks, in addition to the extraction as in the Yamakuzushi

game. In addition, it was not possible to consider the effects of, for example,

other objects that were completely undetectable because other objects covered

them, and also because this study relied on the results of prior posture esti-

mation for object contact. I can consider discriminating success or failure for

images acquired from multiple angles to accurately determine from learning

how to remove objects so that the pile can be maintained while focusing on the

Yamakuzushi game. Therefore, improving the success rate of manipulation by

the robot, including the above factors, is a future challenge. In addition, I used

human behavior as a norm in this study and focused on objects that correspond

to human intuition to conduct strict observation and manipulation action plan-

ning. However, quantitative analysis and verification of whether the character-

istics of human behavior and intuitive judgments are acquired through learning

and whether sufficiently valid choices are obtained is a future issue.
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Figure 3.11: Flow chart of our proposed system.
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: > 99%

: 80~98%

: 50~79%

Figure 3.12: Detection results of the sliding motion in the proposed method.
Some lines are for the robot’s sliding motion. The red lines indicate a success
rate of more than 99%, the yellow lines indicate a success rate of 80%-98%, and
the gray lines indicate a success rate of 50%-79%. Some dots are the candidates
of the starting point for sliding.

(a) Observe (fixed pose) (b) Slide the 1st target (c) Observe (fixed pose) 

(g) Observe

(d) Observe

(f) Observe (fixed pose) (h) Observe (i) Observe

(e) Slide the 2nd target

(j) Slide the 3rd target

Figure 3.13: Experimental scene for the Yamakuzushi game.
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Figure 3.14: Detection and recognition results for sequential measurements of
each target.
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Chapter 4

Bimanual Shelf Picking Planner Based on Collapse Prediction

4.1 Introduction

In logistics warehouses, we often have to extract a single object that is wedged

between other objects on a shelf, which is potentially dangerous for heavy ob-

jects to fall and injure human workers. In this case, when a robot tries to extract

one of the objects, it has to consider the positional relationship of overlapping

objects and manipulate them accordingly. So far, various approaches have been

proposed to extract an object from a shelf. In [23, 25, 26], different methods are

proposed but require a series of rearrangement operations. In other cases, ex-

traction and support relations are analyzed between pairs of objects from 3D

visual perception [24].　However, in all previous approaches, a robot extracts

the target object after rearranging its neighboring objects.

Humans, however, extract an object from a shelf while supporting other neigh-

boring objects as shown in Figure 4.1 (a). Based on this observation, we propose

a bimanual manipulation planner to extract a target object from a shelf while

supporting the other object as shown in Figure 4.1 (b). To extract an object from

a pile without any collapse, we need to determine which of the target’s neigh-

boring object the robot has to support. We propose a learning-based approach

to extracting the target object from the pile while supporting the other objects.

A network model based on a Fully Convolutional Network (FCN) [81] has been

designed to predict the pile state while extracting the target object with a pixel-

wise collapse probability map. The inputs of the network are a depth image

of the shelf content and two binary masks corresponding to the two objects
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Extraction

Support

(a)

(b) Extraction

Support

Figure 4.1: Extracting the target object while supporting others: (a) a human is
extracting a book from the shelf while supporting the neighboring books, (b)
robotic bimanual manipulation for safely extracting an object from the shelf.

selected for extraction and support. The output of the network model is a la-

beled image predicting the collapsing region while the target object is extracted.

Given this output, the robot can select the proper object to support by defin-

ing the ratio of the predicted collapsing region as the safety index to the shelf

picking. In addition, to generate a large number of training data of depth im-

ages, related binary masks, and label images, we use a physics simulation of the

piled objects and of the extraction/support action. We experimentally verify

the effectiveness of our proposed method by using a real dual-arm manipula-

tor. We show that the robot can safely extract the target object from a shelf with

a success rate larger than 80%. By using our proposed method, we do not need

to rearrange the objects placed on a shelf to extract the target object and so we
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Output : Label Image

Extract

Input 1  : Depth Image

Input 2 : Extraction Mask

Input 3 : Support Mask

Point Cloud

Training

Policy Execution

Physics
Simulator

Appropriate Manipulation

Support
All Conv 3x3

VGG16 (Transfer Learning)

All Conv  3x3

All Conv 3x3

Argmin 

…

Action Candidates
(Depth image and two masks) Policy

Collapse Prediction
Network

: Collapsing region

: Object to be extracted 

: Object to be supported

 : Background

Class

Generate

Figure 4.2: Schematic overview of the proposed manipulation policy based on
Fully Convolutional Network (FCN). The inputs are a depth image and two bi-
nary masks. The model encodes the depth image with the VGG-16 network and
two masks with a five-layer network, and concatenates these three networks.
We focus on the collapsing region, C (highlighted in red), in the output of the
network. The method uses the argmin of rC (ratio of C in the image), to return
the appropriate action. The size of the depth image and its related two masks
are 256 × 256.

increase the picking efficiency.

Our main contributions are:

• A Fully Convolutional Network to infer the pixel-wise probability map of

the collapsing region while extracting a selected object from a shelf (Sub-

section 4.2.2).

• A physics simulation that generates the necessary training data for the

FCN (Subsection 4.2.1).

• A robotic system able to extract a target object from a pile, on a shelf, with-

out rearranging its surrounding objects.
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4.2 Shelf Picking Method Implementation

We propose a bimanual manipulation method to extract a target object from a

pile while supporting the other object. In order to first verify the effectiveness

of our new approach, we assume that the robot achieves the task by pulling a

box-shaped object out horizontally. Assuming a situation in which the insertion

of fingers between objects is difficult for the robot, one arm is mounted with a

suction gripper to extract the target object. The other arm has a rod-shaped end-

effector to support other objects as seen in Figure 4.1. We use a depth sensor to

provide a 3D point cloud captured from the robot point of view in front of the

shelf containing the pile of objects.

Figure 4.2 illustrates the flow of our overall architecture. The user selects the

object to extract, and then a FCN is used to predict which objects will be affected

during the extraction (I.e., collapsing region).

In the following subsections, the different steps are explained in detail.

4.2.1 Physics Simulator for Data Generation

In this subsection, we describe the setup of the physics simulation system used

for data generation.

Scene Generation

We generate a randomly stacked state of objects in the simulator. In this study,

we use PhysX [82], a physics simulator, to configure and simulate the environ-
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H30mm×W95mm×D120mm
H40mm×W130mm×D80mm

H27mm×W85mm×D160mm
H20mm×W100mm×D100mm

Figure 4.3: Types of objects used in the simulations. The left actual boxes. The
right side shows the 3D models used in the simulator.

ment.

Our simulator is designed with the following settings. We consider a situation

where many product boxes are on a shelf, thus we set the simulation parameter

referred to their actual movements. For both, objects and the shelf in our envi-

ronment, we empirically set the coefficient of static to be 0.9, dynamic friction

to be 0.8, the coefficient of restitution to 0.1, and the density to 1.0 kg/m3, respec-

tively. We perform the shelf picking simulation by placing six objects from a set

of objects. As the number of objects on a shelf increases, the extraction gener-

ally becomes more difficult. In our study, we fix the number of the objects to

be six, which can generate the successful cases empirically in about 50% even if

the target object for extraction/support is randomly selected. Moreover, for the

after-mentioned verification, we prepared two sets of objects: One type of object

(H 20 mm×W 100 mm× D 100 mm), and four objects of various sizes (H 27–40

mm×W 85–130 mm× D 80–160 mm), illustrated in Figure 4.3 for the detail. We

generate the dataset with either of the sets according to the conditions.
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Label ImageDepth Image

Collapsing region

Ground truth

Extract

Support

1. Create a pile scene

Extraction Mask Support Mask

2. Select two objects 
to extract/support

3.          
    

: Collapsing region

: Object to be extracted 

: Object to be supported

 : Background

Pull the selected target and 
record all objects that move during the extraction

Figure 4.4: Dataset generation procedure with physics simulator. The upper
row shows a scene of a simulation while the lower row shows the images of
ground truth generated from the simulated scene.

Data generation and Simulation Procedure

Figure 4.4 shows the simulation process. First, a pile of objects is created in the

simulated environment. Second, the pair of target/support objects are selected

randomly, and the corresponding extraction/support masks are generated. The

target object is extracted horizontally toward the virtual observer (robot). The

supported object remains fixed in the environment and is not affected by in-

terference or gravity; its pose does not change. Finally, in case there are some

changes in the other objects’ pose (other than the target object), we label these

objects as the collapsing region. In one simulation, we obtain the tuple consist-

ing of three images as input data (depth, extraction mask, support mask) and

one labeled image as output data, as shown in Figure 4.4.
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4.2.2 Collapse Prediction Network

This subsection describes the neural network that predicts the objects affected

by the target object extraction and so most likely to fall or collapse. Similar to

the fully convolutional network (FCN) used in [81], our model classifies each

pixel belonging to the collapsing region.

Ground Truth

The input data consist of a depth image (256×256) and two binary masks (256×

256). One mask is an object to extract, and the other mask for the object to

support. The output data is a labeled image that represents the classifications

of each pixel of the image (256 × 256). We define four classes: Object to be

extracted E, Object to be supported S , Collapsing region S , and Background

region B, as shown in Figure 4.4. The collapsing region C expresses the region

of objects which move or fall from the shelf while extracting the target object.

These input/output data are automatically generated from the simulator.

Network Architecture

Our network model consists of an encoder for extracting the feature value of

the input and a decoder for producing the segmented image at its original res-

olution. Figure 4.2 illustrates the network architecture. First, the encoder part

consists of three networks. The model generates the feature maps for a depth

image with the VGG-16 network [83] pre-trained by ImageNet [84] and for two

masks, each with five convolution layer network. These three outputs are then
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concatenated into one feature map. Next, the decoder part with five convolu-

tion layers up-sample the feature maps to the original resolution with deconvo-

lution. Moreover, our network uses the skip architecture by referring to prior

examples [81, 85], which combines the feature maps of the lower layers with

those of the upper layers to recover the general location information while pre-

serving the local information.

4.2.3 Manipulation Planning

This section describes the manipulation procedure to perform the extraction by

applying the trained network. The robot acquires point clouds from a depth

sensor installed in front of the shelf and generates three input images from this

observation. One is a depth image converted from the point clouds to the depth

map. The other two images are mask images representing the object to be ex-

tracted and the object to be supported. The mask image, Mc, is a binary image

from each cluster, ci (i = 0, 1, 2, ...,N − 1) of point clouds, which is classified

by object segmentation based on the region growing method [86] and the bi-

narization. Figure 4.5 shows the process. In the actual experiments, the robot

end-effectors approach each object toward the center of gravity in these masks.

We set action candidates A according to two situations: (1) One situation is that

the robot chooses the safest pair of extraction/support objects (for example, to

empty a shelf). In this case, we define action candidates A by preparing all the

combinations of two different targets of the extraction/support action. (2) The

other is that we need to extract a predetermined target object. In this case, we

define action candidates A by choosing each object to support the specific target.
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Next, we define the safety index to select the best action from all the candidates.

The output shows the region, RE, RS , RC, and RB, that indicates the regions of

four different classes (E, S , C, and B). If RC is large, it will increase the risk of

collapse. Based on this assumption, we can define the following risk index:

rc (a) =
area(Ra

C)
area(Ra

E ∪ Ra
S ∪ Ra

C ∪ Ra
B)

(4.1)

Ra
E, Ra

S , Ra
C, and Ra

B denote the regions in the output of an action candidate a

for two selected objects. area(·) indicates the area of the region. Our algorithm

selects the input data that is the smallest for index rc based on Eq. (4.1) and

determines the best action, a, of all the action candidates to be manipulated by

the robot.

a = arg min
a′∈A

rc (a′) (4.2)

If the robot’s motion is out of the control range, we eliminate it from the candi-

dates and select the next best move.

4.3 Experiments

4.3.1 Training Settings

In our experiments, we acquired 15,000 pairs of input and output images from

the simulator. From these datasets, we used 90% as training data and 10% as

validation data. We augmented our training dataset through left-right inversion

and utilized the network using 30,000 pairs. We set the initial learning rate to

0.0001 up to 30 epochs and 0.00001 from 30 epochs onward. The batch size was
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Figure 4.5: Process of generating candidates with the segmentation method.

1, and we use Adam method [87] as the optimizer. The number of epochs during

training was 50, and each epoch required 27,000 iterations. In our training, we

used the NVIDIA RTX 2060 super (8 GB VRAM).

4.3.2 Experimental Setup

To verify the effectiveness of the proposed method, we conducted experiments

using an actual robot under several conditions. Figure 4.6 shows the experi-

mental environment used in the verification. We use the MOTOMAN-SDA5F

(Yaskawa Electric Corp.) [88], a bimanual robot with 7 degrees-of-freedom robot

arms, which has a suction gripper and a plastic rod-shaped end effector (the

bar’s length is 20 cm) at the tip of each arm of the robot. The YCAM3D-10L
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Figure 4.6: Experimental setup.
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Figure 4.7: Objects used to evaluate the generalization of the proposed method:
(a) experiments for objects of the same size, and experiments for objects of vari-
ous sizes, and (c) experiments for new objects (not used in simulations).

(YOODS Co., Ltd.) [89], a 3D depth sensor, is installed on the bimanual robot,

facing the shelf.

4.3.3 Results

To evaluate the performance by using the actual robot, we consider two scenar-

ios.
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(d)

Figure 4.8: Visualization results from the proposed network model: (a)-(d) Out-
puts of extraction for a target object while supporting different objects. The red
area on the images shows the predicted collapse region (RC). The green region
shows the object to be extracted correspond to RE, and the blue region shows
the object to be supported correspond to RS .

Choosing the safest pair of extraction/support object

We verify the performance of our prediction network through experiments that

the robot always chooses the safest action. In our real-world experiments, we

used the target objects as shown in Figure 4.7 (a), (b), which are the same size as

the models used in our simulations (Figure 4.3). Moreover, in order to evaluate

the generalization capability, we separately prepared new objects (Figure 4.7

(c)). We used the following conditions in experiments:
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(a) (b)

(c) (d)

Figure 4.9: Description of target manipulation with the proposed method: (a)-
(d) a series of scenes in one task.

Table 4.1: Experimental result

Same-size Various-size New 
various-size Same-size

Proposed model (5 objects) (5 objects) (5 objects) (10 objects)
Trained with 
same-size objects 18/20 16/20 15/20 16/20 65/80 [81.3%]
Trained with
various-size objects 17/20 17/20 17/20 13/20 64/80 [80.0%]

Objects used in experiments

Total

• 5 objects of the same size, as shown in Figure 4.7 (a).

• 5 objects of various sizes, as shown in Figure 4.7 (b).

• 5 new objects of various sizes (not used in the simulator), as shown in

Figure 4.7 (c).

• 10 objects of the same size, as shown in Figure 4.7 (a).

Furthermore, we prepared two network models trained with different datasets
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generated from the simulations with objects of the same size or various sizes.

With each trained model, we conducted 20 trials in every four patterns by

changing the size or number of objects. If the robot removes only one object

from the shelf, we regard it as a success; otherwise, we consider it a failure.

As shown in Table 4.1, we conducted robotic experiments under the above-

mentioned conditions. The robot achieved a high success rate across all con-

ditions, and the overall extraction success rate was 81.3% (65/80) for the model

trained with objects of the same size and 80% (64/80) for the model trained with

the dataset of various sizes.

Extracting a predetermined target object

We assume that a specific target object is needed in a practical situation. The

user chooses one object to extract from a shelf in advance, and in that case, our

policy determines which object to support correctly.

In this case, the output of our network is shown in Figure 4.8 (a)–(d). The robot

selects the best action from the output; i.e. where region RC (highlighted in

red) is small shown as Figure 4.8 (a). Figure 4.9 shows the experimental set-

up. When the correct action is selected, the robot first presses the support object

with the stick from its right-hand and then pulls out the target object with its

left-hand suction gripper. Based on the results, we confirmed that the robot

selected combinations of objects are less likely to collapse and so execute the

safest manipulation.

Moreover, we conducted 20 trials in that case. At each trial, the object to be

extracted is not changed. It should be noted that we trained the network with
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the dataset generated in the simulations using various-size objects (Figure 4.3)

in this verification. In 20 trials of the experiment under this condition, the robot

can extract a single target object without collapse with a success rate of 85%

(17/20). These results confirm that our network works well for those conditions.

4.4 Evaluation

In this section, the performance concerning two points is evaluated. (1) We set

a benchmark of the prediction performance based on segmentation metrics and

compare our proposed network under different conditions, (2) we acquire the

success rate, representing the percentage of the completion when extracting a

single target object without collapse by using the real robot.

4.4.1 Prediction Performance

We confirm that the network can correctly predict the collapsing regions with

ground-truth data, as shown in Table 4.2. To evaluate the performance of the

collapse prediction, we focus only on the collapsing region C in this study. Our

metrics include precision, recall, and IoU calculated in pixels between the pre-

dicted and ground-truth data. We calculate the average values on metrics with

a hundred ground-truth data and compare two networks trained with different

training datasets. Moreover, to verify a generalization of the performance, we

prepare the ground truth in two different patterns: target objects of the same

size or various sizes. We empirically set the threshold of classification for each

pixel to 0.4.
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Table 4.2: Trained Model Evaluation.

Proposed Model Ground-truth Avg. IoU Avg. Recall Avg. Precision

Same-size target 0.339 0.511 0.437
Various-size target 0.438 0.641 0.530
Same-size target 0.359 0.438 0.576
Various-size target 0.452 0.511 0.697

Network performance

Trained with 
same-size objects

Trained with
various-size objects

As shown in Table 4.2, even when we use networks with different training

datasets, there is no significant difference on each metric to the same ground-

truth. This result indicates that the size of the object has little effect on learning.

In contrast, when we use the network trained with the objects of various sizes,

IoU and precision increase in both ground-truth data. By using our method,

the collapsing region tends to become a shape similar to the object model. It

is assumed that the network trained with objects of the same size is relatively

sensitive to shape differences. Therefore, training with objects of various sizes

works well for correctly predicting the region.

4.4.2 Real-world Manipulation

As shown in Table 4.1, the robot extracted successfully up to 81.3% (65/80) for

the same object dataset and 80% (64/80) for the dataset of objects of different

sizes. The success rate of each object is not significantly affected in different

datasets. Similarly, there is no difference in the success rate when the objects are

the same (Figure 4.7 (a)) and when the size of the objects is randomized (Fig-

ure 4.7 (b)). The success rates of 75% (15/20) and 85% (17/20) were confirmed

in the experiments with objects of new various sizes (Figure 4.7 (c)), indicating
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that there was no overfitting of our learning results.

In extracting a predetermined target object, our method achieved a high success

rate of 85%, indicating that our method can work well in logistics warehouse

conditions. The success rate is almost equal to other experimental results.

In failed cases, the robot executed incorrect actions, such as supporting an ob-

ject unrelated to extracting a target. Therefore, it is necessary to reconstruct the

dataset or evaluate each action on each successful trial so that the robot avoids

selecting an uncertain action. Besides, our method cannot extract the specific

target when more than two objects directly overlap the target by one-shot ma-

nipulation. As shown in Table 4.1, the success rate decreased with ten objects

of the same size. For example, if an object is not simply put on another object,

the robot needs to support more than two objects. In our method, however,

the robot can only support one object, causing a low success rate. In our future

work, we will address this issue.

4.4.3 Discussion

We proposed a learning-based approach that predicts and minimizes the risk

of collapse while extracting a target object and supporting another. The con-

ventional learning-based approaches [63,64] predict the support relationship as

Section 2 mentioned. However, considering a complex pile, it　becomes more

difficult to determine the support object by its geometry shape and/or physical

interaction. In contrast, our proposed method can directly predict whether the

selected action is proper or not without checking the complex scene structure.

However, in order to realize the new method, we focused only on box-shaped
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objects for the sake of prototyping. Our future work will be extended to more

complex-shaped objects which are used in daily life.

4.5 Summary

This chapter described a shelf picking method for safely extracting a single ob-

ject from a shelf while supporting another object. By using the proposed net-

work model that predicts the objects that would collapse, a bimanual robot was

able to extract the object without objects falling.

In the future, I plan to make improvements to support actions and the simulator.

In particular, I will analyze the trial result of each simulation by adding actions

to support and extract in appropriate way different types of objects.

60



Chapter 5

Shelf Replenishment Based on Object Arrangement Detection and Collapse

Prediction for Bimanual Manipulation

5.1 Introduction

Shelf replenishment in warehouses and retail stores is a particularly challeng-

ing example of dexterous robotic tasks. Recently, the use of robots in retail has

rapidly increased. However, presently, most practical situations require humans

to handle shelf-related tasks, owing to their flexibility and reliability, despite

the recent progress in vision processing, manipulations, and the development

of functional grippers [1, 5, 23, 42, 63].

The replenishment process is divided into two cases. In the first case, a space

is found in which the object to be inserted fits, and the object is placed there.

In the second case, no space is available, and objects already on the shelf must

be moved to create space to place the new object. In the latter case, the manipu-

lation of the objects on the shelf to create an insertion space must be performed

carefully to avoid tipping over or damaging the objects already on the shelf.

Appropriate manipulation strategies are required in both cases.

In our previous work [90], we proposed the learning-based evaluator to pre-

dict the risk of collapse of a shelf, based on both the desired object extraction

and object evaluation supporting the successful extraction. The neural network

explicitly learns the relationship between objects (extract/support) and evalu-

ates whether a collapse would occur. The extracting action with the minimum

risk of collapse was selected; however, manipulations necessary for shelf re-
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plenishment were not suggested. The present study automates replenishment

by improving our previous collapse prediction network and proposes a new

action plan while minimizing changes to the state of objects on the shelf. More-

over, our method supports the use of bimanual arms to create an insertion space

while considering the safety of the shelf content.

In this study, a novel approach for automating the replenishment of disorga-

nized shelves with a bimanual robot is presented (Figure 5.1). First, we classi-

fied the objects in organized/disorganized displays using a general object de-

tection method. This allowed us to treat these categorized objects explicitly. Our

deep neural network infers the neighboring object’s behavior from a depth im-

age when removing a specified manipulation target; that is, the network can

predict which objects fall from a shelf. The deep neural network was trained on

a dataset generated using a simulator. The proposed inference-based strategy

provides an appropriate decision and course of action on whether to create an

insertion space while considering the safety of the shelf content. Compared to

our previous work, we improved our collapse prediction estimator to be applied

to a shelf replenishment task, allowing the robot to estimate the risk of single-

arm manipulation without supporting the other objects. We considered the re-

plenishment task through single-arm/bimanual manipulation to cover various

practical cases.

The main contributions of this study can be summarized as follows.

• We classify objects in organized/disorganized displays to understand the

shelf display as a whole, which reduces the complexity of inter-object re-

lationship analysis and allows the manipulation of a group of objects as a

unit instead of single objects.
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Gripper
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Figure 5.1: Bimanual robotic shelf replenishment. We present a robotic shelf
replenisher with bimanual manipulation, which fills the shelf with an object.
Our method allows for the slight rearrangement of the shelf to create space for
replenishment without damaging the shelf or the other objects. Given the state
of the shelf, bimanual or single-arm operation is appropriately selected to plan
the action.

• Our method enables novel action planning with a bimanual robot for shelf

replenishment by predicting the occurrence of an object collapsing via a

neural network. In particular, our method can consider any state of the

shelf, and select the best action for each state, including single-arm or bi-

manual manipulation.

The remainder of this chapter is organized as follows. Section 5.2 explains the
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proposed shelf-replenishment algorithm. Section 5.3 describes the experiments

and network benchmark used to evaluate our architecture. Section 5.4 provides

a discussion. Finally, Section 4.5 concludes the paper.

5.2 Materials and Methods

Figure 5.2 illustrates the flow of our architecture. We present an approach for

automating replenishment using vision-based detection and bimanual manip-

ulation. First, the scene is analyzed to classify objects into object arrangement

patterns, i.e., stacked, shelved, and disorganized. Second, a collapse prediction

network is used to predict the safety of different actions. Third, the proposed

strategy selects a bimanual action plan from a list of potential safe actions to

organize the shelf, if necessary, and place the object on the shelf.

5.2.1 Objects Arrangement Classification

The first step of our framework regards classifying the object arrangement. We

used YOLOv3 (You Only Look Once, version 3) [91], a real-time object detection

algorithm that identifies specific objects in a picture, to classify clusters of objects

into object arrangement patterns.

As shown in Figure 5.3, the arrangements of objects are defined as one of the

following four classes: stacked Ch, shelved Cv, disorganized right Cr, and dis-

organized left Cl. Ch and Cv denote horizontally and vertically arranged pat-

terns, respectively, and Cr and Cl are disorganized patterns that lean to the right

and left, respectively. In the case of a single object, it will be classified as Cv.
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Figure 5.2: Overview of our bimanual robotic replenishment pipeline, which
consists of (1) shelf scene classification into organized/disorganized arrange-
ment using YOLOv3 [91], and (2) action planning based on a collapse prediction
network that predicts the probabilities of collapse from a shelf in the form of a
heatmap. The depth image is captured from the 3D vision sensor and then fed to
YOLOv3 to classify the shelf scene into organized/disorganized arrangements
(top left). The flowchart on the right shows the action planning to replenish
an object based on the classification results. Each action is evaluated with the
collapse prediction network (bottom-left) to avoid the objects from collapsing
during bimanual manipulation.

YOLOv3 also generates a bounding box of the cluster. We define bounding box

Bi (i = 1, . . . ,N) as follows (N is the number of the generated Bi):

Bi = (xi, yi,wi, hi) (5.1)

where (xi, yi) denotes a center position, and wi, hi denotes width and height, re-

spectively. To apply YOLOv3 for our object arrangement pattern classification,

we used the weighted model pretrained on ImageNet [84] and pretrained the

model with real depth images. A depth sensor acquired the depth image with

256-step grayscale, which showed 5–10 rectangular objects on a shelf. Here,

we do not use RGB images but depth images with the assumption that the ob-

ject’s textures are unnecessary for classifying the object arrangement patterns.

To distinguish the disorganized pattern as either Cr or Cl, our training process

does not use data augmentation by randomly flipping the images. We used 500

65



Shelved Stacked Disorganized Disorganized 

Figure 5.3: Detection results of object arrangement category using YOLOv3 clas-
sification. As shown in these images, each object arrangement is categorized
into four classes: stacked Ch, shelved Cv, disorganized right Cr, and disorga-
nized left Cl.

images to train the model, and annotations were performed manually. The con-

fidence score was empirically set to 0.30, and the threshold of the intersection

over union (IoU), which is the accuracy of the individual identification of the

bounding box, was set to 0.45. The training at 100 epochs took 1 h on a sys-

tem running Ubuntu 16.04 with an Intel Core i7-9700F CPU clocked at 3.00 GHz

and a single NVIDIA GeForce RTX 2060 SUPER graphics card with CUDA 10.

The results are presented in Figure 5.3.

5.2.2 Collapse Map

We propose a collapse prediction network that can manipulate an object without

the collapse of neighboring objects. The network outputs a heatmap that shows

the pixel-wise collapse probabilities, that is, the collapse map. In this section,

we first describe the architecture of our network model and then introduce the

data collection and training settings applied to generate our model.
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Network Architecture

In our previous study [90], we proposed an approach for shelf picking to assess

whether extracting an object is possible based on a collapse prediction network.

However, the use of the network is limited to a specific bimanual action to ex-

tract a target object while supporting an adjacent object; thus, we can only hold

the adjacent object so as not to move based on the result of the collapse pre-

diction. In the present study, we improve the collapse prediction network to

directly determine the potential of an object falling from a shelf when remov-

ing the specified object with a single arm. This enables us to plan a sequential

approach for replenishment based on the collapse probability.

The network is comprised of an encoder and decoder. The input data were a

depth image of the shelf scene and a target mask image (binary image) of the

specified object, in which the region representing the target object was set to

1 and the other regions were set to 0. The encoder network has two pipelines,

as shown in Figure 5.4. One network extracts features from a depth image based

on the convolutional layer of VGG-16 [83]. The other has five convolutional

layers to compress the binary mask image. The outputs of the two pipelines

are concatenated and fed into the decoder network. Finally, the computed col-

lapse map is upsampled to match the size of the input depth image. The first

branch has a skip architecture to improve the semantic segmentation perfor-

mance. The input image was 256 × 256 grayscale and normalized in advance.

Similarly, the mask image size was 256 × 256.
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Figure 5.4: Network architecture. The collapse map network receives both a
depth scene and a binary mask of a target object as the input. The output of the
collapse map network is a heatmap, which shows the probability of position
changes, e.g., an object turning over or falling down.

Dataset

For dataset generation, we used a maximum of 10 rectangular objects of various

sizes in PhysX [82]. As shown in Figure 5.5, five to nine objects were first ran-

domly sampled, which were initially positioned in an organized arrangement

pattern as either Ch and Cv. Half of these objects were then assigned random

poses to generate a disorganized arrangement. Subsequently, a target object was

randomly selected and removed from the shelf. We then checked the positions

of all objects, except for the target object, after the target object was removed

from the shelf and the other objects reached a stable state. The objects that move

during this operation constitute a collapse mask (binary image), in which the re-

gions representing those objects were set to 1 and the other regions were set to 0

as shown in Figure 5.5. If the change of the objects’ center position exceeds the

threshold, we judge the objects to be moved. Note that we empirically set the

threshold to 6.4 mm. To train our network on a pixel basis, we collected a depth

image, target mask, and collapse mask, where the images were rendered from

the recorded results. The depth image shows the initial arrangement before the

selected target object is removed. The target mask shows the selected target ob-
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Figure 5.5: Dataset generation procedure. In our method, nine novel objects are
used from five types of objects. First, the initial objects are stacked randomly in
vertical or horizontal status. Next, the target object is removed, and the simu-
lator monitors the movement of the other objects. Finally, the moving objects
are marked as the collapse region, and one dataset is generated through a single
simulation (bottom of the figure: depth scene image, target mask, and collapse
mask).

ject, and the collapse mask shows the objects that moved after the selected target

object was removed. Finally, we empirically set the simulation parameters ac-

cording to their actual movements as follows: we set the coefficient of static to

0.9, dynamic friction to 0.8, the coefficient of restitution to 0.1, and the density

to 1.0 kg/m3.

Implementation details

We built a dataset of 22,400 training images generated from the simulator de-

scribed in Section 5.2.2 and trained the collapse map network. To eliminate the

discrepancies between the real and synthetic depth images, noise was randomly

added to the generated depth images.

69



We used a batch size of 32 (700 iterations) and the Adam optimizer [87] with

a learning rate of 1.0 × 10−4. The other Adam hyperparameters were set as the

default values of β1 = 0.9 and β2 = 0.999. The training at 50 epochs took 8 h

on a system running Ubuntu 16.04 with an Intel Core i7-9700F CPU clocked at

3.00 GHz, and a single NVIDIA GeForce RTX 2060 SUPER graphics card with

CUDA 10. The network achieved a processing time of 0.02 s or less to generate

one collapse map.

5.2.3 Shelf Replenishment

Shelf replenishment requires action planning to place an object along the ar-

rangement. However, moving an object in a densely stacked scene, i.e., a shelf,

involves the risk of dropping the other object because safe manipulation on a

shelf is complicated, especially considering the dynamics. To solve the prob-

lem, we formulate the robotic action as the manipulation within the limit of

the bounding box based on the arrangement classification. Here, the collapse

map can detect the risk of handling the object inside the bounding box. If there

is no risk, we can provide the replenishment strategy without considering the

strict dynamics.

As shown in Figure 5.3, the shelf scene is represented by bounding boxes Bi and

classes. To find sufficient space to replenish an object, we define three placement

candidates as rectangles on the top, left, and right of each target bounding box

Bi in case the class is a stacked Ch or shelved Cv. Here, let Btop
i , Ble f t

i , and Bright
i

denote the bounding box of the placement candidates to be placed on the shelf.

Btop
i denotes the area where an object can be stacked on Ch, which we describe
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as
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Bright
i and Bi

le f t denote the areas where an object can be placed on the right and

left sides of Cv, respectively, which we describe as
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where w′ and h′ are the height and width of the area to secure space, respectively,

and g is the thickness of the fingers of the gripper. Each arrangement has the

potential to place an object on Btop
i , Ble f t

i , and Bright
i unless the bounding box is

outside the shelf. Note that the object is known, which fits in the secure area

(the size of w′ × h′), and each candidate is excluded when it exceeds the limit of

the working space. In the present study, the size of the inside of the working

space (the shelf) is W330 × D280 × H330 mm.

As shown in Figure 5.2, based on the predicted collapse map for a target object

and the prediction for each action, we assume three manipulations for replen-

ishment.

Simple Replenishment

Firstly, we check that there is sufficient space in the candidate area (Btop
i , Ble f t

i ,

or Bright
i ) to place an object on the shelf. Note that the size of the object placed

on the shelf is known. When this condition is satisfied (i.e., there is no object

inside the candidate area), the robot places the object at the center position of

the candidate area.
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Bimanual Replenishment

Secondly, when objects occupy all candidates, the objects must first be removed

from the candidates. In the present study, we define this action as the support-

ing action in this study. Let Bs denote the arrangement overlapping the can-

didate (Btop
i , Ble f t

i , or Bright
i ). On the collapse map targeted at the bounding box

Bs, an area with a probability equal to or higher than the predefined probabil-

ity threshold is defined as the collapse region Rs. If IoU(B j,Rs) < th ( j , s, i),

the objects in B j should be stable after moving Bs; that is, Bs is movable. IoU(·)

denotes a function that outputs the IoU, and th is a threshold value. The sup-

porting action is defined as moving Bs horizontally to create space in a cluttered

scene. The starting point pstart and goal point pgoal are defined as follows:

pstart = (xs, ys) (5.5)

where (xs, ys) is the center position, and xs and ys denote the coordinates. Then,

we then define the goal point subject to the target position as follows:

pgoal =



(xs +
w′
2 +

ws
2 + g, ys) if Bs on Bright

i

(xs −
w′
2 −

ws
2 − g, ys) if Bs on Ble f t

i

(xs, ys −
h′
2 −

hs
2 − g) if Bs on Btop

i

(5.6)

where g denotes the margin of the gripper fingers in the experiment. Fig-

ure 5.6 shows the bimanual replenishment process. When the class of Bs is

either Cr or Cl, the objects in Bs are rotated, aligned with the organized arrange-

ment, and moved to the goal point with one robotic arm. While holding them

for safety, the object is then placed in the placement candidate with the other

robotic arm.
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Figure 5.6: Example executions of bimanual replenishment: (a.1–a.4) Replenish-
ment for a shelved scene. The robot moves the disorganized object to the right
or left to place an object aligned with the shelved objects. (b.1–b.4) Replenish-
ment for a stacked scene. The robot lifts the disorganized object to place an
object on the stacked objects.

Bimanual Rearrangement

Finally, in case there is no candidate that satisfies the requirements, we repeat-

edly consider the rearrangement. If IoU(Bi,Rs) ≥ th (i , s) for all candidates,

then supporting the objects in Bi increases the collapse risk. We select the ar-

rangement Bi{i = 1, . . . ,N}) that has the highest overlapping rate to the collapse

region Rs.

k = arg min
i∈1,...,N

|IoU(Bi,Rs)| (5.7)

Here, we generate the collapse map targeted at the bounding box Bk and calcu-

late the collapse region Rk. As mentioned above, If IoU(B j,Rk) < th ( j , s, i, k),

Bk is movable. The supporting action is defined as moving Bk horizontally to

avoid object collapse. The starting point pstart,† and goal point pgoal,† are defined
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Figure 5.7: Bimanual arrangement example: (a.1–a.5) When more than two ob-
jects obstruct the replenishment, we need to move them with multi-step actions.
The robot moves the objects one by one to make space to place an object.

as follows:

pstart,† = (xk, yk) (5.8)

pgoal,† =


(xs −

ws
2 −

wk
2 − g, yk) if xk < xs

(xs +
ws
2 +

wk
2 + g, yk) if xk ≥ xs

(5.9)

When the obstacle for the supporting action is moved, it is possible to safely

move Bs (Figure 5.7). If Bk is not movable, supporting it is also required. How-

ever, the bimanual robot cannot place the object while holding two or more

objects. In the present study, we excluded such cases from consideration.

5.3 Experiments and Results

In this section, we report the implementation details, experimental results,

and the benchmark of the collapse network for evaluating the performance of

our proposed method.
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5.3.1 Predicting the Collapse Map

Figure 5.8 shows the collapse maps results with the validation data. We report

the pixel accuracy to quantify the classifications and calculate these metrics as

follows:

Pixel Accuracy =
TP + TN

TP + TN + FP + FN
, (5.10)

IoU =
TP

TP + FP + FN
. (5.11)

where TP, TN, FP, and FN denote the numbers of true positives, true negatives,

false positives, and false negatives, respectively, counted on a pixel basis. In our

evaluations, we assume that a pixel is classified as a collapse region when the

probability is higher than 0.5.

We validated our prediction model using 1000 simulated images created from

the simulator. Compared to our previous baseline model (based on FCN-

8s [81]), we achieved a pixel accuracy and IoU score of 0.982 and 0.668, respec-

tively, as shown in Table 5.1. A comparison between the other parameters and

these results shows that the batch size parameter was chosen appropriately (Ta-

ble 5.1). Based on this result, we set the batch size to 32 and used the transfer

learning of VGG-16, which was pretrained with ImageNet. We further note that

our model infers that the object moves under physical dynamics; however, it

achieves similar or better IoU scores than those of related studies [92, 93].

5.3.2 Robotic Experiments

The efficiency of the proposed method was validated using real robotic exper-

iments. We used MOTOMAN-SDA5F from Yaskawa Electric Corp. for our ex-
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Figure 5.8: Collapse maps results: (a) Depth image showing the depth from a
viewpoint in grayscale. (b) Target mask that shows a targeted object (white).
(c) Collapse map generated from the collapse prediction network. (d) Ground
truth, which consists of collapse regions (red) and target object (green).

Table 5.1: Performance comparison between collapse predictions for each set-
ting.

Method PA * IoU **

FCN-8s-based 0.941 0.461
Ours (Batch size = 32) 0.982 0.668

Ours (Batch size = 16) 0.981 0.662
Ours (fine-tuned, Batch size = 16) 0.980 0.640
Ours (fine-tuned, Batch size = 32) 0.957 0.545

* Pixel Accuracy. ** Intersection Over Union.

periments [88]. The SDA5F has 15 degrees of freedom (DoFs): 7 DoFs per arm

and one DoF for the waist. The robot was programmed using Choreonoid [94]

and graspPlugin [95]. Two Robotiq gripper 2F-140 adaptive grippers [96] were

used, which were installed at the arms of the SDA5F. The 2F-140 adaptive grip-

76



per is an underactuated parallel gripper. We used a YCAM3D-10L from YOODS

Co. Ltd., Yamaguchi, Japan [89], which is a depth camera based on the phase

shift method. We obtained a depth image from YCAM3D-10L. We used a me-

dian filter to smooth the image for noise removal from the real data. Each orig-

inal image was resized to 256 × 256 pixels. We used 4–6 different rectangular

objects. The objects were presented to the robot on the shelf, and a similar scene

was maintained in the simulator.

We report the results of the experiments with a real robot in three typical sce-

narios: shelved, stacked, and random. The objects were randomly placed in

each scenario. Success was defined as the case in which the replenishment of an

object was completed. In a sequence of 100 experiments, 68 trials succeeded

in obtaining the entire result (68.0%). From the viewpoint of each arrange-

ment, the success rates were 57.5%, 84.0%, and 30.0% in the stacked, shelved,

and random scenes, respectively. Moreover, we evaluated the performance of

our collapse prediction. Our method without the collapse prediction showed

comparatively lower success rates. In particular, it performed poorly on rear-

rangements, which required moving objects inside the shelf, compared to the

case when using the collapse prediction. In a sequence of 25 experiments, only

11 trials achieved the entire result (44.0%), and the success rates were 50.0%,

60.0%, and 0.0% in the stacked, shelved, and random scenes, respectively. Ta-

ble 5.2 presents the corresponding statistics.

Figure 5.9 shows snapshots of the experiment, where the object was initially

placed vertically on the shelf. Figure 5.9 (a.1, b.1) show two scenes within the

experiment. The depth images shown in Figure 5.9 (a.2, b.2) were classified

by our fine-tuned YOLOv3. The steps of these experiments are depicted in Fig-
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Table 5.2: Robotic experiment results.

Stacked Shelved Random Total

Success
w/ Collapse Prediction

23/40
(57.5%)

42/50
(84.0%)

3/10
(30.0%) 68/100 (68.0%)

Success
w/o Collapse Prediction

5/10
(50.0%)

6/10
(60.0%)

0/5
(0.0%) 11/25 (44.0%)

ure 5.9 (a.3–a.8, b.3–b.8), where the candidate placement can be derived by plac-

ing the objects on the left or right according to the display identified as shelved.

An object leaning to the left (Figure 5.9 (a)) or to the right (Figure 5.9 (b)) is lo-

cated at the planned placement point. The object was grasped by the right-hand

gripper, rotated to align it, and moved to the right. We assumed the diagonal di-

rection of the bounding box to be the angle of inclination of the object under the

prior positional information (Cl/Cr). Additionally, snapshots of the experiment

in which the object was placed horizontally on the shelf are shown in Figure 5.9

(c,d). Figure 5.9 (c) shows how the obstructing object was grasped with one

hand, lifted, and placed on top of the other hand. In Figure 5.9 (d), the object

was placed on top of the objects on the shelf without the need to use the right

hand, as no other object was detected.

If the obstacle cannot be moved off the shelf with one hand, we can select the

multi-step motions to organize the objects with dual arms, as shown in Fig-

ure 5.10 (a.1–a.8, b.1–b.8). Using the collapse maps for each object, we se-

lected the supported and moved objects that could be securely manipulated

and well organized.
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Figure 5.9: Snapshots of the experiments: To align an object with the vertical
arrangement in (a.1, a.2, b.1, b.2), the robot horizontally moves the other objects
that occupy the space of the shelf, using the other arm, see (a.3–a.8, b.3–b.8). To
align an object with the horizontal arrangement in (c.1, c.2, d.1, d.2), the robot
lifts the other objects that occupy the space on the shelf using the other arm, see
(c.3–c.8, d.3–d.8)

(a.1) (a.2) (a.3) (a.4) (a.5) (a.6) (a.7) (a.8)

(b.1) (b.2) (b.3) (b.4) (b.5) (b.6) (b.7) (b.8)

Figure 5.10: Snapshots of the specific scenarios in (a.1, a.2, b.1, b.2), which re-
quire multi-step actions to replace an object and to make space for replenish-
ment in (a.3–a.8, b.3–b.8).

5.4 Discussion

This study analyzed an unknown shelf display to predict the risk of collapse

during a replenishment operation. This enables the robot to replenish a shelf

with an object by selecting a strategy based on the situation. Experiments on

two typical and complex arrangements confirmed that the bimanual action plan

replenished the object while dealing with disorganized arrangements.
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Our proposed method has practical relevance when considering the difficulty

of maintaining organized arrangements in retail and warehouses. When objects

were not organized, Lee et al. [25] and Nam et al. [26] conducted rearrange-

ment actions similar to ours and approached the target object, assuming that all

objects were on the same plane. By contrast, our proposed method can move

objects without collapse, even if the objects overlap with each other. In terms of

safety, Zhang et al. [63] and Panda et al. [66] acquired knowledge about the ge-

ometrical structure of a scene to individually detect the support relation. How-

ever, they refer only to the safety of operations on an object with no support, that

is, an object placed on the top. In contrast, our method quantitatively assesses

all objects on the shelf.

It should be noted that the success rate of our method for random scenes is

low (approximately 30%), as shown in Table 5.2. However, we conducted the

experiments under strict conditions without the object collapsing, as opposed

to [10, 37, 50, 57]. The previous studies, in fact, required the system on a case-

by-case basis for the object collapse. Compared with motion planning without

collapse predictions, our proposed method can perform successfully on a com-

plex scene using a bimanual robot. Despite its many advantages, there are some

limitations associated with the present study. First, we only evaluated the risk

of collapse in an instantaneous and static scene to determine the sequential ac-

tion for replenishment. Therefore, because it cannot handle the collisions and

the dynamics that may occur during object movement, the present study as-

sumes that the target object for manipulation is limited to within the bounding

box in order to avoid contact between the objects. In other words, this study had

minimum space requirements, which makes it difficult to achieve the necessary

conditions in narrow and dense shelf environments. In future, handling items
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requiring high dexterity will need the integration of reactive grasping control

and motion planning to perform such tasks, even with grippers with limited

dexterity, as shown in [50]. Second, our planner assumes that the robot has two

arms and that when one arm moves an object, the other arm supports an ob-

stacle. However, if there are too many disorganized objects, the support action

with only one arm is insufficient, and collapse cannot be avoided. Our frame-

work was limited to using only one support action. Accordingly, the mutual

support relations among the objects should be analyzed, and an action planner

developed based on a search algorithm to deal with many objects. Third, it is

difficult to avoid interference between arms in a confined environment. Both

arms tend to be close to each other, which makes the computation of inverse

kinematics difficult. Particularly, in this method, we do not consider the dynam-

ics and physical contact when considering the stability of learning the network

to predict the collapse. Therefore, to increase the success rate, we should use a

simulation to consider the robot arm and train the collapse prediction network

by considering external interference and self-interference.

We assume that replenishment is to place an object on a shelf so that it is aligned

with the typical arrangement in the warehouse or retail store. However, the dis-

play becomes disorganized as the objects move in or out of the shelf. The col-

lapse prediction network makes it possible to evaluate the risk of any manip-

ulation to replenish an object without collapse. Additionally, we solved the

difficulty of organizing the shelf using a simple algorithm based on collapse

predictions. However, because we must handle various objects in different envi-

ronments, further verification of our proposed method is necessary. We should

also examine whether it can be applied to other research fields. Thus, we in-

tend to develop a sequential prediction network that considers the dynamical
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transition of objects in order to apply our approach to other tasks with different

objects, for example, a policy to consider objects in an unstable pose or entan-

gled objects. Similarly, considering the other damage source of items is also

necessary for safe shelf manipulation, such as breaking an item with the robot

hand’s clamping force. Therefore, another interesting future study would be

to use the property of the gripper to learn the collapse and the graspability of

objects for further adaptability in realistic scenes [68, 97, 98].

5.5 Summary

This chapter presented a shelf replenishment system that selects the safest ac-

tion based on a collapse prediction estimator. The collapse prediction network

generates a probabilistic map from scene images and actions, making safe ma-

nipulation possible. In addition, the proposed method plans the best action

based on single-arm or bimanual manipulation, making it possible to deal with

complicated arrangements. In experiments using a real robot, I demonstrated

the efficiency of The method for shelf replenishment.

In future work, I plan to extend the implementation of both the network and

the data collection processes: (1) to further deal with any object shape and more

disorganized arrangements, such as in retail stores and kitchens; (2) to use the

robot properties in the simulations to estimate the physical contacts; and (3) to

develop a prediction network to help analyze the state of stacked objects.
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Chapter 6

Multi-step Object Extraction Planning from Clutter based on Support

Relations

6.1 Introduction

In a logistic warehouse, human workers usually pick and place products from

a shelf into a box for service delivery. To replace this logistic operation with a

robot, the robot must be able to search for the target product and safely extract

it from a shelf wherein many products are randomly placed. Thus far, although

several learning-based methods [1, 5] have designed the motions of robots for

picking objects from clutters, extracting the target object from a shelf imposes a

new challenge. When extracting the target object from the clutter on a shelf, a

robot needs to safely extract the object while preventing the fall of neighboring

objects. To address this issue, we proposed a single-step motion planning frame-

work for selecting and extracting target objects without collapsing the pile [90].

Figure 6.1 shows a scenario where our multi-step motion planner is effective.

Here, the robot extracts the target object, box 0, marked in white from the pile.

Boxes 1 and 2, however, are stacked on the target. The robot is expected to

remove these boxes and subsequently extract the target object. To this end, we

need information regarding where box 2 is supported by box 1 and box 1 by box

0.

In this study, the support relations of the objects in the clutter are expressed

graphically. For example, the support relations of the boxes shown in Figure 6.1

can be expressed by a hierarchically structured graph. To extract box 0 from
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Figure 6.1: Safe object extraction based on support relations. The support rela-
tions in the right upper are visualized in a collapse prediction graph. To extract
the target object marked in yellow, the robot extracts the object in a safe extrac-
tion order.

the clutter, the graph indicates that boxes 2, 1, and 0 should be extracted in this

order. This study proposes a novel multi-step object extraction planning from

clutters using graphs obtained by estimating the support relations of objects in

the clutter.

The proposed multi-step object extraction planning contains three major com-

ponents: (1) a collapse predictor (CP) that predicts the support relations be-

tween two objects from the clutter by using depth images, (2) a collapse predic-

tion graph (CPG) that consists of the support relations to ensure safe extraction,

and (3) a multi-step extraction planner based on the CPG. We infer support re-

lations using a CP that is based on a deep neural network proposed in [99].

The predictor can predict the movement of objects when extracting an object
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Figure 6.2: Proposed system overview. The collapse predictor (CP) outputs the
probability that other objects might fall. Support relations are estimated from
this result and graphically represented. Based on the collapse prediction graph
(CPG), the robot picks objects successively from the pile. In bimanual manip-
ulations, the robot directly extracts the target object by holding the supported
object if the target object is supporting only a single supported object.

and identify supported objects for different targeted objects using only depth

images. The CPG consists of inferred support relations and provides the best

extraction planning by searching for the target object via a recursive traversal

search. Additionally, to efficiently extract stacked objects, we propose a novel

bimanual extraction planning based on the CPG and validate typical scenes.

The rest of this chapter is organized as follows. Section 6.2 describes the pro-

posed method. In Section 6.3, we evaluate robotic experiments. In Section 6.4,

we discuss the limitations and possible future extension. Finally, we present our

conclusions and future work in Section 6.5.

6.2 Methodology

An overview of the multi-step extraction planning is illustrated in Figure 6.2.

The proposed framework consists of a CP, the inference of support relations,

and a safe extraction strategy. First, we begin with the details of the CP pro-
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posed in our previous study [99] (Section 6.2.1). Then, we infer support rela-

tions, which represent the physical relationship between two objects with the

CP, given a depth image captured from a shelf scene (Section 6.2.2). By concate-

nating all the support relations, we create a CPG to determine the object that

can be extracted from the pile. Herein, we generate a multi-step plan to extract

the target object (Section 6.2.3). Furthermore, we propose bimanual manipula-

tion based on the CPG for efficiently extracting the target object. The proposed

method is described in the following section.

6.2.1 Collapse Predictor

CP is a deep neural network based on the model proposed in [99] and is fur-

ther customized to infer support relations in cluttered environments. This sec-

tion describes the network architecture, data collection process, and training

details. Our method needs sufficient accurate predictions to infer physical rela-

tions among objects. Therefore, we extend the dataset and adjust the network

parameters to improve the accuracy compared with that of the previous studies.

The details are as follows.

Network Architecture

The neural network architecture includes two encoders and a decoder. The

scene encoder compresses the input of depth images (256 × 256) with a gray-

scale using the VGG-16 [83] (until the last convolutional block), pre-trained with

ImageNet [84]. The first ten convolutional layers are fixed in training to trans-

fer feature extraction. The target encoder converts target masks (256 × 256) into
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Figure 6.3: Architecture of the CP consists of two encoders that compress the
depth image (256 × 256) and target mask (256 × 256). These outputs are con-
catenated, and a decoder network generates a heatmap (256× 256), showing the
probability of an object falling. Finally, the support relation is inferred based on
the heatmap.

feature maps using five convolutional (Conv) layers, each followed by batch

normalization and rectified linear unit activation layers, respectively. The con-

volution layers comprised 16, 32, 32, 32, and 64 layers. The Conv layers output

latent codes (8 × 8 × 64). The decoder upsamples the latent code concatenated

with both outputs, the head of VGG-16 (8×8×512) and target encoder (8×8×64),

using five Conv layers and one Conv layer. The networks output a heatmap

(256 × 256), which shows the probability of falling objects in pixels. The archi-

tecture is shown in Figure 6.3.

Generating Training Dataset

In this section, we introduce the process for our collapse dataset generation.

A PhysX physics simulator [82] simulates object removal. First, we place the

objects in any of the following scenes: (a) shelved, (b) stacked, and (c) random

(see Figure 6.4). In the shelved scene, we arrange objects vertically at random
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(a) Shelved (b) Stacked (c) Random

Figure 6.4: Simulating the extraction of a box from a clutter. Each scene is gen-
erated by adjusting the object poses/positions (a, b) and random pose (c) and
dropping on the random points (c) on top of others (b) and horizontally (a).

intervals, i.e., bookshelves. In the stacked, we randomly place objects on each

object. In the random, we drop some objects at random poses and heights. At

each simulation, we use 5-10 objects in five types of rectangular objects. Then,

a target object is randomly selected and removed from the shelf. During data

generation, if the change in the object’s center position exceeds a threshold, the

objects are moved. We empirically set the threshold to 5.0mm, coefficient of static

friction to 0.9, coefficient of dynamic friction to 0.8, coefficient of restitution to

0.1, and density to 1.0kg/m3. Notably, the viewpoint is set to face the shelves,

implicitly assuming that the direction of gravity is downward.

We collect a depth image, target mask, and collapse-labeled image. The depth

image is a 256 × 256 grayscale height map showing an initial scene wherein

objects are placed. The target mask is a 256 × 256 binary image wherein all the

pixels are black, except that of a target object. The collapse-labeled image is also

a 256 × 256 binary image annotated in other objects after the target is removed.

For data collection, we executed all the simulations in 10,000-shelved, 10, 000-
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Table 6.1: Comparison with our previous work.

Model Pixel Acc. IoU Prec.
Previous work 0.984 0.559 0.734
Our method 0.985 0.578 0.740

stacked, and 30, 000 random scenes. The dataset of 50, 000 simulations is split

into training (90%) and validation (10%). As a test set, we prepared 1,000 simu-

lated data in random scenes.

Training Details

The batch size is 24, learning rate is 0.001, and total epoch is 100 with an early-

stopping with loss monitored. In this study, the training process stopped at 58

epochs. Moreover, the background occupies the heatmap within a wide range,

and the network estimates the risk of collapse that is lower than the real. Herein,

we used the focal loss from RetinaNet [100] as follows:

L(y) = −αy(1 − y)γ log(y), (6.1)

where y is the probability that the predicted labels are equal to the ground truth

∈ {1, 0}. αy ∈ [0.0, 1.0] is the focusing parameter for y. Intuitively, this scaling

factor decreases the contribution of easy examples, i.e., a black background. In

our training, α1 and α0 are set to 0.25 and 0.75, respectively, and γ is set to 2.0.

Table 6.1 compares the proposed model with that of the previous work. The im-

proved model achieves high pixel accuracy, Intersection over Union (IoU), and

precision values by using the focal loss. Therefore, we use a weighted model to

predict object collapse in later sections. Figure 6.5 illustrates the outputs of the

trained network.
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Figure 6.5: Outputs of the CP. From a set of both the depth images (top row)
and target masks (middle row), the proposed network outputs the heatmaps
(bottom row), which are the probabilistic color-scale ∈ [0.0, 1.0]. (a) The three
images on the left are simulated and (b) the three on the right are real scenes.

6.2.2 Inference of Support Relation

In this section, we infer support relations based on the CP. Support relations

have been defined in [24, 68, 69]. Summarily, given two objects X and Y , X sup-

ports Y is denoted as SUPP(X,Y). X is the supporting object, and Y is the sup-

ported object, i.e., if we remove X from the relation, Y falls. Herein, we focus on

the fact that the CP detects objects that fall after removing a target object. Based

on this definition, the CP is considered appropriate for detecting the relations

between supporting and supported objects.

The flow of inference is as follows. First, we divide point clouds captured with a

depth sensor into each object, which provides its target mask and object area RO.

Then, the CP outputs a probability map, a dense pixel-wise heatmap with val-

ues ranging from 0.0 to 1.0, as aforementioned. We calculate the area in the
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heatmap above a threshold value as the collapse area RC. If an object is in the

collapse area, we consider it a supported object for a target, i.e., a supporting

object. To detect supported objects, we use the IoU between the collapse area

and the area of each object: (RO∩RC)/(RO∪RC). If the IoU exceeds a certain value,

the two objects have a support relation. In a cluttered environment, removing

an object may cause several objects that are not in direct contact with the ob-

ject to fall. When using the CP, such indirect relations between objects should

be excluded. Each object is detected as a bounding box (BB), and we evaluate

adjacency scores with IoU based on object BBs that are larger than the original

ones. If an adjacency score exceeds a threshold, it is considered a pseudo-direct

contact.

Algorithm 1 Multi-step Object Extraction Planning

Input: all objects in clutter O and selected target ot

1: Im← Take depth image;
2: G ← Create Collapse Prediction Graph with Im and O;
3: while selected target ot is not extracted do
4: o← Select the extractable object from G;
5: g← Generate grasp pose for o;
6: Grasp object o in g;

// Detect the collapse during the object extraction
7: while true do
8: Im← Take depth image;
9: cp← Compute collapse score with Im and o

10: if cp > cpmax then
11: Release object o;
12: Exit the loop;
13: end if
14: Pull object o forward;
15: if object o has be extracted to a certain place then
16: Exit the loop;
17: end if
18: end while
19: Im← Take depth image;
20: G ← Renew Collapse Prediction Graph with Im;
21: end while=0
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6.2.3 Multi-step Object Extraction

We construct a CPG to determine the next best target that can be safely extracted

from the clutter. Given all the support relations, a tree is built with the target

object as the root. As shown in Figure 6.6 (a, b), we connect the support re-

lations and remove them except for those between adjacent targets, as above-

mentioned.

Our strategy exploits the CPG and safely removes other objects iteratively until

the target is extracted. The procedure is shown in Algorithm 1. Safe extraction

requires selecting a child node for a parent node to minimize the risk of collapse.

We explore the CPG by reverse level order traversal with reference to [66,67]. If

the objects are supported hierarchically, the leaf node, which is not supported

by any other object, can be safely extracted in the CPG. Therefore, leaf nodes are

extracted first. In a special scenario wherein the parent node has multiple child

nodes, we retain a relation between the child and parent nodes at the lowest

layer and ignore the other relations (see Figure 6.6 (c)). This is because if part

of the supported objects is ignored when picking an object at a lower node, a

collapse will occur.

Because this research does not consider dynamics during manipulations, an ob-

ject may fall because of unexpected contact or friction. Therefore, we divide

an action into several steps and ensure safety by predicting a collapse score cp

before each step. The score is calculated using the collapse area RC and manip-

ulated object area RO as follows:

cp =
area(RC ∩ RO)

area(RO)
(6.2)

area(·) indicates the area of R. If cp exceeds a threshold, we can re-determine
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Figure 6.6: Creating a CPG. (a) We connect support relations, create a CPG G on
a given object, and (b) remove relations except those between adjacent targets.
(c) In these scenarios, the relations connecting to parent nodes at higher child
nodes (white edges) are pruned to maintain crucial relations. The numbers in-
dicate the hierarchy based on the target object.

the extraction order to select the other removable object (see lines 8-13 in Algo-

rithm 1).

If support relations are detected on SUPP(X,Y) and SUPP(Y, X), i.e., supporting

each other, we select only the support relationship with the higher collapse score

and ignore the other. Then, we determine the extraction order. Notably, when

removing these supporting objects with a single arm, bimanual arms should be

used.

Bimanual manipulation is relevant for both efficient and safe extractions of clut-

ters. In this study, we consider a bimanual manipulation for picking objects

while supporting other objects. This technique can reduce action steps and pick

objects efficiently. First, we ensure that a robot can retrieve a target object while

ensuring sufficient support with the other arm.

Figure 6.7 illustrates the bimanual manipulation based on support relations. A

robot can perform a bimanual action when only one supported object is related

to the target (Figure 6.7 (d)). One arm grasps the object to prevent it from falling,
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Figure 6.7: Bimanual manipulations based on support relations. Given a CPG
(a), we can estimate support relations in contact with the target object marked
in white (b.2) and generate the extraction order (b.2). (c) We iteratively remove
objects using the extraction order until the target object supports only a single
object. (d) The target object marked in green can be safely extracted by fixing
the supported object marked in blue.

and the other extracts the target object. If two or more supported objects are

present (Figure 6.7 (b.1)), before retrieving the target object, the robot extracts

the supported objects to possibly satisfy the condition. The CPG for each sup-

ported object is constructed, as shown in (Figure 6.7 (b.2)). We select and extract

the object with the lowest leaf node from all the CPGs (Figure 6.7 (c)) to satisfy

the condition of the bimanual manipulation in a minimum step. For example,

in Figure 6.7 (a), at least six objects should be removed based on the CPG. In

contrast, when using bimanual manipulation, a robot can extract a target object

after removing only one object.
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6.3 Experiments

In this section, we evaluate the scene analysis from the estimation of support

relations and test robotic experiments in a real-world environment.

6.3.1 Extraction of Support Relations

We evaluate the estimation of the support relations with reference to [68]. The

depth images for several real scenes are captured with a YOODS YCAM3D-10L

in front of a shelf. We construct the CPG GHYP = (OHYP, EHYP) using the pro-

posed methods. O denotes objects in the scene, and E denotes a support rela-

tion. GGT = (OGT , EGT ) is generated as the ground truth and manually annotated

for the test. In this study, we focus only on the accuracy of the detections of the

support relations but ignore the case where OHYP does not correspond to OGT .

Herein, we evaluate our results in terms of precision and recall as follows:

Prec =
|EHYP

⋂
EGT |

|EHYP|
(6.3)

Rec =
|EHYP

⋂
EGT |

|EGT |
(6.4)

Table 6.2 shows precision and recall for 15 scenes. The results of the precision

and recall are similar in accuracy to those of the related work [68].

6.3.2 Real-world Robot Experiments

In all the experiments, we used Yaskawa Electric MOTOMAN-SDA5F (a biman-

ual robot with 15 degrees of freedom (DOFs): 7 DOFs in each arm and 1 DOF in
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Table 6.2: Precision and Recall of estimating support relations for all the tested
scene images

Scene S1 S2 S3 S4 S5 S6 S7 S8
Prec 0.833 1.000 1.000 0.571 0.750 0.750 0.857 1.000
Rec 1.000 0.667 1.000 1.000 0.750 0.750 1.000 1.000
Scene S9 S10 S11 S12 S13 S14 S15 Mean
Prec 0.750 0.800 1.000 1.000 1.000 0.700 1.000 0.867
Rec 0.750 1.000 1.000 1.000 1.000 1.000 1.000 0.928
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Figure 6.8: Selected evaluation scenes. We estimate the support relations (white
edges), except for those between adjacent objects, from the depth images on the
bottom row. We sample six cluttered scenes at the top row, where we manually
annotated the support relations (pink edges) as the ground truth.

the waist) [88]. The method is programmed using Choreonoid [94] and grasp-

Plugin [95]. The gripper is an adaptive gripper 2F-140 [96] from Robotiq and

installed in the arms of MOTOMAN-SDA5F. The YOODS YCAM3D-10L is used

in front of the shelf and can observe the inside [89]. The experimental environ-

ment is illustrated in Figure 6.9 (a). The system uses a Core i7-8550U CPU @

1.80 GHz with 16 G RAM and Python 2.7. The OS is Ubuntu 16.04.

We used 3-10 rectangular objects (Figure 6.9 (b)) and randomly stacked them on

the shelf. The robot detects objects by segmenting point clouds with the region

growing [86] and creates a grasp pose from the detected object area.
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Figure 6.9: (a) Experiment setup, including a MOTOMAN-SDA5F robot, Robo-
tiq 2F-140 grippers, and a YCAM3D-10L depth sensor. (b) Objects used for real-
world extraction experiments.

Experiments on a Single Arm

These experiments test object picking from a viewpoint whereby support rela-

tions are correctly detected. Figure 6.10 shows snapshots of the experiments

using a real robot; the upper images result from estimating the CPG and extrac-

tion order. We conducted 25 experiments using only one-handed manipulation

in the proposed algorithm (Algorithm 1). This algorithm performs well at pick-

ing a selected target object with a success rate of 80.0% (20/25), and the mean of

the steps is 2.3.
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Table 6.3: Real-world extraction performance of different approaches and con-
ditions

Method Number of objects Success rate
Single-step Extraction [90] 3-5 85.0% (51/60)
Single-step Extraction [90] 10 65.0% (13/20)

Multi-step Extraction 3-10 91.2 % (52/57)

(b) )c()a( (d)12
0 0

1
0

Figure 6.10: Real-world experiment using single arm. (Top) The proposed algo-
rithm estimates support relations from a depth image. A CPG (lined in pink) is
generated from these relations. (Bottom) The robot selects and extracts an object
from the extraction order at (a)-(d).

We compare the proposed method to a single-step method [90]. The single-step

method directly extracts the target object based only on initial collapse predic-

tions. The robot attempts to extract an object from 3–5 or 10 objects randomly

using the single-step method and an object from 3-10 objects using the proposed

method. The result is shown in Table 6.3. The success rate at each step is used

as the evaluation metric. The proposed method performed better than that in

our previous work in terms of the success rate and achieved better performance

regardless of the number of objects.

Experiments on Bimanual Arms

To validate bimanual manipulation, we conducted experiments with the biman-

ual arms of the MOTOMAN-SDA5F. Under the aforementioned condition in the
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(a) Scene (b) Collapse Prediction Graph (c.1) Support an object (c.2) Extract a target (c.3) Finish the task

Target object

Target object

Figure 6.11: Real-world experiments using bimanual manipulations. (a, b)
When a target object supports only a single object from the estimated CPG, (c.1)
the robot holds the supported object and (c.2,c.3) extracts the target object. (Top)
In stacked objects, the robot grasps an object on the target object. (Bottom) When
arranging objects horizontally, the robot grasps any object that leans on the tar-
get object.

first experiments, we determine an effective option using a supporting and ex-

tracting action simultaneously. Figure 6.11 shows snapshots of the experiments

to trigger the safe extraction order based on the proposed CPG. First, the robot

captures the scene and detects support relations. If the target supports only a

single supported object, the robot directly extracts the target object while sup-

porting the supported object. If other support relations are identified on the

target object, the robot removes an object following the extraction order using

the single-arm method.

In Figure 6.11, the upper part is a stacked scene experiment and the bottom part

is a shelved scene experiment. In the upper part, three objects are supported

by the target object, and in the bottom, two objects are supported by the target

object. In each scene, the robot immediately extracts the target object without

removing all the supported objects.
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6.4 Limitations and Possible Future Extension

Our study proposes a robotic manipulation system that can safely extract ob-

jects from a pile. The experimental results illustrate the importance of iden-

tifying support relations and adaptability to safe extraction in the real world.

Notably, conventional methods, such as those proposed by [68, 69], developed

the inference of support relations from the contact of approximate models and

used heuristics with human understanding to predict uncertain information.

These studies focused on scene analysis because their applications, which de-

tect a complex scene and real-world manipulation, were problematic. In our

study, we proposed a novel multi-step extraction plan and applied it to real-

world robotic experiments. Our method achieved more than a 90-% success

rate in retrieving selected objects by verifying the appropriate extraction order.

Our limitations are observed through physical experiments. First, learning ac-

curacy has a significant implication for safe manipulation. Missing important

support relations can cause damage to the object. One of the causes is that in-

ternal unobserved parameters such as friction, mass, density, and shape yield

unexpected results. To improve detection accuracy, we adjust the trained model

on known object shapes [101], a specific grasp condition [102]. Moreover, we

need inference based on higher-dimensional observation information, such as

point clouds, to accurately obtain support relations. Recently, a learning-based

model for point clouds has been investigated to extract shape features. Daniel-

czuk et al. [103] proposed a model architecture that examines the collision be-

tween point clouds. Chen et al. [104] designed an implicit estimation network

to extract a 3D affordance heatmap for each potential task. By using these mod-

els, we can accurately detect contact between objects based on observations. In
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the future, we will extend the inference model to 3D to develop a more robust

detection model of support relations.

Second, the arrangement between two arms is challenging. However, detection

using the CPG shows that the operation can be performed efficiently with ap-

propriate two-handed manipulation. However, both objects are assumed to be

in contact and extremely mutually close. Therefore, the left and right arms can

mutually interfere during robot manipulation, and the robot must plan the best

motion sequences considering the pose and placement of the two grippers. Re-

cent studies have focused on bimanual manipulation for various tasks. Chen et

al. [105, 106] constructed an assembly sequence evaluated with the graspablity,

safety, and assemblability of two manipulators. Avigal et al. [98] proposed the

BiMaMa-Net architecture for bimanual manipulation, which predicts two corre-

sponding gripper poses without any spatial constraint, to improve the biman-

ual folding for garments. In the future, we consider using a motion planning

method for bimanual manipulation to improve usability.

Thus, identifying support relations from the CP is essential for adaptability to

safely pick objects. Our CPG can guarantee a high level of safety in object pick-

ing by robots. In the future, we will incorporate lifting and repositioning objects

based on action-based physical reasoning. To this end, we will integrate avail-

able information, such as the shapes, textures, and masses of objects, to improve

the inference model.
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6.5 Summary

In this chapter, I proposed an approach for safe object extraction based on the es-

timation of support relations between objects. The experimental results showed

that a robot could estimate support relations based on collapse predictions with

high accuracy equivalent to those in conventional works and perform safe ex-

traction in real environments. I primarily considered the issue of safe extraction,

which should be removed to secure each object from the graph structure by pre-

dicting the support relations between supported and supporting objects. This

enabled the robot to choose the best next action from the limited observations.

Further, a novel bimanual manipulation to extract the selected target object di-

rectly and efficiently was proposed.

In future studies, I will learn object movement from time-series data using up-

dated simulation and integrate information on objects’ external properties to

predict the action’s outcome. Moreover, I will consider different sensor view-

points, which can be applied both on a shelf and in cluttered scenes, e.g., on a

table.

102



Chapter 7

Conclusions

Manipulation in cluttered environments is difficult because products in ware-

houses and retail stores must not be damaged by a collision or falling. In this

dissertation, we propose learning-based robotic manipulation for cluttered en-

vironments. We used a bimanual manipulator to address the problem. The

proposed method enables a manipulator in common environments, consisting

of a common robot gripper and a vision camera, and pick-and-place for the de-

sired target object from the stacked objects on the table or high-piled shelf. The

learning-based model enables the robot to safely manipulate the desired object

by predicting the collapsing object beforehand to prevent the failure of picking

and placing one target object, including an unexpected fall, clutter, and collision

between objects. Furthermore, I have proposed robot action plans with single

or bimanual arm operations to apply real-world tasks, from a toy problem to

logistic automation.

This dissertation consists of seven chapters. Chapter 1 is the introduction.

Chapter 2 analyzes the research topics related to our methods. Asides from

Chapter 7, the following are discussions from the main contents of four chap-

ters (Chapters 3, 4, 5, 6).

Chapter 3 examined the approach toward a cluttered environment through a toy

problem. I focused on “Yamakuzushi,” a Japanese board game that involves se-

lecting and sliding a Shogi piece from a randomly stacked pile, and proposed

a robotic action or observation planning method. The proposed method con-

tributes to action planning considering the uncertainty of pose estimations and

ConvNet that predicts the target object to enable the robot to slide a piece out of
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the board safely. Consequently, the robot can select the best subsequent behav-

ior based on the previous action.

Many objects are randomly stacked on shelves in a logistics warehouse. A robot

needs to safely extract one of the objects without other objects falling from the

shelf. The proposed framework enables safe object extraction in a real-world

environment. Furthermore, automated machinery is required to improve the

efficiency of logistics automation while avoiding heavy objects from falling and

injuring human workers. Additionally, Chater 4, introduces a novel bimanual

manipulation based on deep learning. I presented a strategy for extracting a

single object while supporting other objects, as well as a collapse prediction

that determined the safe object extraction.

In Chapter 5, I presented an approach for detecting and analyzing a shelf dis-

play to safely manipulate and organize its content with a robot, wherein the

bi-manual, dexterous manipulation capabilities of the robot are exploited to al-

low the task to be resolved without requiring to reorganize the entire shelf. The

study made a significant contribution because shelf replenishment is a challenge

that requires precise and careful handling of densely piled objects. Furthermore,

I proposed a novel approach for automating the replenishment of disorganized

shelves using a bimanual robot, building on the learning-based evaluator that

predicted the risk of collapse of a shelf without selecting an extraction action

according to the minimum risk of collapse. A safe replenishment process is ex-

tracted from a single depth image provided as an input network, where arrange-

ment patterns are identified and the likelihood of collapsing objects is predicted.

I demonstrated how the proposed algorithm, based on the improved collapse

prediction method, could arrange the shelf and place an object horizontally and
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vertically, aligned with the shelf arrangement. The performance was demon-

strated through experiments that involve randomized situations on a shelf with

a real bimanual robot.

In Chapter 6, I proposed a multi-step motion planner to stably extract an item

using the support relations of each object included in a clutter to address the

challenge of automating operations in a logistic warehouse. A robot must ex-

tract an item from the clutter on a shelf without causing the clutter to collapse.

I constructed a collapse prediction graph to obtain the appropriate order of ob-

ject extraction by estimating the support relation, finally leading to the targeted

item being extracted without causing collapse. Furthermore, I demonstrated

that a robot’s efficiency could be improved if it uses one arm to extract the tar-

get object while the other arm supports a neighboring object. This study made a

significant contribution because the experimental results indicate that the robot

could estimate support relations based on collapse predictions and perform safe

extraction in real environments. Additionally, this study primarily focused on

the issue of safe extraction, which allows the robot to choose the best next action

based on the limited observations.
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