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Abstract

People with communication apprehension have difficulties in daily life face-to-
face and online interactions. They tend to avoid interacting with humans directly and seek
other alternative ways of communication e.g., using technologies. Technologies like text,
audio, video, and avatar are examples of single-party conversation where some challenges
exist e.g., 1) reducing pressure of communication and giving own commitment of
communication to a representative, and 2) giving/directing pressure of communication to
other party and getting their commitment to conversation. However, dealing with such
challenges in single-party communication is very difficult. An alternative to the single-
party conversation is multi-party conversation. | studied the phenomenon of multi-party
conversation, involving two avatars and a visitor, which revealed that it is better at
capturing the attention of visitors alternatively; an intuition that leads our research. The
previous literature also provides some clues regarding the probable usefulness of multi-
party conversation in dealing with the aforementioned challenges. Therefore, considering
such expected usefulness of multi-party communication systems, | proposed its use for
operators, i.e., using two avatars to communicate with visitors: a multi-party conversation
scenario. By conducting a series of studies, | observed that using multi-party conversation
system(s) is better in 1) avoiding pressure of communication and getting commitment of
others, 2) avoiding the pressure of communication and giving own commitment of
communication to a representative, and 3) getting others commitment in communication
and giving pressure of communication. The conducted studies contribute to the literature
by adding knowledge regarding the usefulness of proposed methods in dealing with the

challenges of the single-party conversation system; as mentioned above.
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Chapter 1

Introduction

People with communication apprehension (CA) face difficulties in daily life
communication. Such difficulties are not only evident in daily life face-to-face (FtF)
interactions [1-4] but are also in online interactions too [5,6]. There are several factors
that are the cause of such difficulties. Commitment and pressure in communication are
two of them. The commitment to communication can be given to others by appointing an
alternative representative of oneself. On the other hand, commitment in communication
can be taken by approaching others via multiple representatives. Similarly, by adopting
the same methods i.e., appointing an alternative representative of oneself or approaching
to others via multiple representatives, pressure in communication can be avoided or
directed towards others. Instead of interacting with others FtF, people with CA prefer to

use alternative ways of interactions e.g., different technologies [7-11].

To handle factors of commitment and pressure in communication, computer
mediated communications (CMC), and robot avatar technologies are explored. CMC
basically refers to as “a process of human communication via computers, involving
people, situated in particular contexts, engaging in processes to shape media for a variety
of purposes,” [12]. It includes text-only, audio-only, and video technologies for
communication that can be either synchronous or asynchronous. Such technologies are
the example of single-party communication, which have different types of pros and cons
e.g., text-only technology helps in reducing the pressure of communication by lowering
the CA of the users [13-15] but it is very limited in directing pressure of communication

towards others because of providing very low social presence [16,17]. On the other hand,
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audio-only technology fails in reducing the pressure of communication of users [18,19];
as it has audio privacy concerns [20]. However, compared to text-only technology, it is
relatively batter in directing pressure of communication towards others because of
providing low social presence [16,21]. Similarly, video technology also fails in reducing
the pressure of communication of users [22—25]; as it has audio-visual privacy concerns
[26-28]. However, compared to text and audio technologies, it is relatively better in
directing pressure of communication towards others because of providing social presence
[29,30]. Despite of having different pros and cons, CMC technologies can’t provide
option of giving commitment; because of having no facility of offering alternative
representative(s) to users. However, commitment can be taken from others while using
CMC (in case of video only) because of having facility of presenting the user itself to
others. On the other hand, users can avoid pressure of communication when using the
robot technology; as they can give commitment to robot avatar. However, directing
pressure towards others, and getting their commitment is difficult. In short, CMC and
robot avatar technologies are examples of single party communication where handling of
conversational factors e.g., commitment and pressure for users is difficult; please see

figure 1.1 representing the research map with axes as conversational factors.

An alternative to single party communication is multi-party communication,
which involves more than two peers in conversation. Since multi-party communication
involves more than two peers, the attentional focus of each of the peer is expected to be
divided in between other peers of communication. To verify such an intuitional fact, a
multi-party communication scenario for people with CA was setup; where it was
confirmed that twin robot avatars can alternatively capture the user’s attention [31]. Such

a confirmation of intuitional fact was a motivation for us to start exploring the possible
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benefits of using multi-party communication scenario. Some benefits of using multi-party
communication are reported in previous literature, e.g., 1) it can be passive social in
nature, where a user with CA does not need to respond to each stimulus [32,33]; i.e.,
avoiding pressure of communication for own self and giving commitment to
communication via representations, 2) it provides ease to openly disagree with the
opinion(s) of other(s) [34]; i.e., avoiding pressure of communication from others, 3) it
provides opportunities of getting praise in front of others [35-37] ; i.e., directing pressure
of communication towards others and getting their commitment in communication, and
4) it increases chances of having robust communication with others [38—40]; i.e., getting
their commitment in communication. The confirmation of intuitional fact, and the inline
support from the previous literature provides sufficient motivation to explore the expected

benefits of multi-part communication for the users; commonly referred to as the operators.

Therefore, | propose the usage of multi-party communication system i.e., one
having multiple representatives for the operators. Such representatives of the operators
are referred to as their avatars. The proposal enables us to expand the axes of
conversational factors in research map; see figure 1.2. Assume a situation where an
operator is involved in an online discission with a visitor while using two avatars, see
figure 1.3. The operator can see the remote environment through the video stream
available on the monitor screen on his/her side, where a visitor and second avatar are
visible to him/her. The operator can control both avatars; one through his/her own live
stream and other through the tablet. Such a system enables operator to utter from either
of the avatars and conversate with the visitor. Consequently, the visitor also has two
options to direct his/her attention focus i.e., towards either of the avatar. Such a situation

is expected to provide support to the operator in controlling the conversational factors,
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I.e., commitment and pressure of communication. To reduce own commitment, and
pressure of communication, an operator can utter from the second avatar and shift the
attentional focus of visitor towards it. Similarly, to get the visitor’s commitment and direct
the conversational pressure towards him/her, an operator can alternatively utter from both
avatars. To verify such effects a series of studies are conducted. The detailed explanations

of each study are provided in the relevant chapters.

(Give) Commitment
A

Legends

Q- (Avoid)

‘ (Give)
studies
Pressure

Pressure

\ 4

(Get) Commitment

Figure 1.1: Research map; communicational factors and single-party communication

challenges
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Figure 1.3: proposal, double avatar system for the operator
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Chapter 2

Attentional behaviors and temporal delays of
children with ASD (visitors) in response to

different social cues of robotic agents.
Aim
The study is a(n) motivational/intuitional study which revealed the usefulness of
multi-party communication system concerning the division of the attentional focus of
visitor and motivates us to explore the advantages of multi-party communication system
for users of other end, i.e., the operators which is a core/major focus of our thesis. It is an

affective parameter to obtain the commitment from visitor towards either of robot agents

in communication.
Abstract

Chapter 02 discusses the attentional behaviors of people with a high level of
communication difficulties; while interacting with two robotic agents using three
different types of stimuli i.e., visual, speech, and motion. The attention appealing strength
of each type of stimuli was assessed by two indexes i.e., 1) latency in shifting attention
towards robotic agents producing stimuli, and 2) the number of attentions paid. The
speech stimulus showed significantly higher appealing strength for attention compared to
visual and motion stimuli in terms of low latency in shifting attention and number of
attentions paid. The study contributes to the literature in terms of impact of type of stimuli
on the attentional behavior of people with high level of communication difficulties while

interacting with two robotic agents.
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2.1 Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental disorder that influences
social skills of children/adolescents with ASD [41]. Verbal and non-verbal
communication difficulties are also included among such affected skills. To provide
effective curing for autism, its detection at earlier stage is required and several types of
strategies, mechanism, and indices are considered so far to achieve such goal [42—44].
Matrices to measure attentional and communicational skills for children/adolescent with
ASD can help psychologists in proposing remedy by assessing the quality of such skills.
Responses towards positioning, eye contact, waving, smiles, imitation, and calling out
their names are examples of such metrics [45]. Further, decreased visual attention to
dynamic stimuli is another matric to identify ASD [46]. Apart from matrices, some ASD
screening tools are also helpful e.g., Childhood Autism Rating Score (CARS) [47,48]
Autism Diagnostic Observation Schedule (ADOS) [49,50], and the Mullen Scales of

Early Learning (MSEL) [51,52].

Joint attention is a social skill; an ability of an individual to share the attention on
an object with another individual. And ASD affects such skills in children with ASD [53].
In clinical applications, the behavior of the human is influenced by the attention to and/or
from the robot [54]. Robots are helpful in increasing attentional skills in children with
ASD that eventually modulates their verbal initiations, frequency, and duration of eye
contact [55]. On the other hand, type of intervention provided by human caregiver can
affect the children with ASD differently [56]. In case of people with dementia, robots are
found effective in promoting positive behavior [57] and improving corresponding

indicators [58]; while improving the attention of patients with dementia [59]. Using the
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humans agent, improvement of weak joint attention of children with ASD is examined
[60]. If the human agent is trained, then joint attention between the humans agent and

ASD child can be increased [61].

Other than human agents, some technologies e.g., robotic agents [62], mobile
applications [63], and virtual reality [64] are used to improve the joint attention of the
ASD children. The appearance of the robotic agents is an important factor for children
with ASD [65]; where the robots with movable eyes have good consequences compare
to those who do not [66]. The problem of having weak joint attention is not limited to
static scenes but it also exists in dynamic scene [67]. It deteriorates the verbal
communication skills of ASD children [68]. The patterns of joint attention of ASD
children are unique [69], and such patterns are affected by the type of interacting partner
(robot/human) and type of stimuli (e.g., gaze orienting, pointing, vocal instructions, and
their combinations) being used [70,71]. A varying level of joint attention is observed in

children with ASD when interacting with a single robot agent [72].

Children with ASD have difficulties in orienting the attentional focus from one
location to another [73]. Such difficulties causes higher latencies in orienting behaviors
of ASD then the TD [74]. In case of interacting with two robotic partners, how such
orienting behaviors of ASD children change with respect to type of stimuli? Which
modalities are useful in gaining the attention quickly? And how quickly such attentions
can be captured while interacting with two robotic partners? Percentage accuracy and
duration of eye contact were used to answer the first question but in case of having single
interaction partner, i.e., the robot [72]. In case of having multiple robotic interaction

partners, such questions are yet required to be answered. So, this research studies the
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attentional behavior of children with ASD when two interactional partners are involved.
The attentional behavior is assessed by using two indexes; latency in orienting the

attention, and number of attentions paid.
2.2 Multi-party communication system

Two humanoid robots named NAO were used in the experiment which were
teleoperated by the researcher, see figure 2.1. Social stimulus module, attention latency
measurement module, and communication modules are run on each of the humanoid
robot. Social stimulus module controls the type of stimuli being run on each of the robot
while attention latency measurement module records the ASD children’s latency in
paying attention; where latency is measured by noticing the time difference i.e., the time
at which the stimulus is presented (tstimuius) and the time at which the attention is paid by
the ASD children (tatention). Communication module is used to establish real time

connections between the robots, and computer.

Intervention area Modules in NAO robots Researcher area
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Figure 2.1: Multi-party communication system to study the attentional behaviors
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2.3 Materials and method
2.3.1 Method

The participants were required to sit in front of the robotic partners and pay the
attention towards the robotic agent delivering the specified stimulus. During the
experiment, the log files recorded tstimuius aNd tatention. The experiment was conducted for
two months and each of the participant was required to attend a total of eight sessions;

I.e., one session per week.
2.3.2 Participants

A total of nine ASD children participated in the experiment (age=7.57 years);
including two females and seven males. The participants were diagnosed as the
individuals having minimal to no ASD symptoms using CARS scale. The study was

approved by ethical committee of partner university and autism resource centre.
2.3.3 Stimuli

Three types of social stimuli were used i.e., visual, speech, and motion. In case of
visual stimuli, the robot agents change the color of the eyes in cyclic manner. In speech
stimulus, robot agents greet by saying “Hello! nice to meet you”, and in motion stimulus,
it waves using the right arm. A total of 120 stimuli were provided in a session in which
each stimulus was presented forty times. | assumed that visual stimulus is least effective,
motion is most effective, and speech is moderately effective; whereby effectiveness, |
mean the attention appealing strength of a stimulus. The sequence of execution of stimuli

is presented in figure 2.2.
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Figure 2.2: The sequence of presenting the stimuli
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2.3.4 Procedure

The participants were brought to the experimental room by a therapist and asked

to sit in a chair present in front of the robot. The researcher teleoperated the robot agents

which were presenting stimuli in an alternative manner, see figure 2.3. The participants

were free to leave the experiment at any time; in case they feel uneasy.

g,
“

Child with ASD | |

(a)

. @l
L&

Hello! Nice to meet you.

b

o

.

Ny
24

J

Robot-1

' Robot-2
Child with ASD
(b)
Robot-1
Robot-2
Child with ASD

©

Figure 2.3: Multi-party communication system; (a) visual stimulus, (b) speech

stimulus, and (c) motion stimulus

2.3.5 Measurements

I used two indexes to explore the attentional behaviors of the children with ASD

i.e., the latency in paying attention towards a robotic partner presenting stimulus, and

number of accepted social stimuli.
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2.4 Results
2.4.1 Latency in shifting attention

Friedman test was conducted to identify the effect of type of social stimuli on the
latency of in orienting the attention towards the robotic partner presenting the stimulus.
There was a significant effect of type of stimulus on the latency of orienting the attention;
X?(2) = 9.55, p=0.008. The average latency values associated with visual, speech, and
motion stimulus are 3.44 seconds, 3.27 seconds, and 3.73 seconds respectively, see figure

2.4. The post hoc analyses with Bonferroni correction are presented in table I.

5.00

T % p<().01
450 1.S. % T p<0.10
Z °
Z 400 i L
£ %
g 3.50 X =
= X

3.00 l — —l-
250

[ Visual [J Speech [ Motion

Figure 2.4: Latency in shifting attention to robotic partner

Table I: Post hoc Wilcoxon signed rank tests for latency in shifting attention

Sr. Stimulus | Stimulus 11 Z-value | p-value | rvalue
(2 tailed)

1 visual (Mdn = 3.41) | speech (Mdn=3.05) | -1.244 | 0.214"% | -0.29

2 speech (Mdn = 3.05) | motion (Mdn=3.84) | —2.666 | 0.008™ | —0.62

3 visual (Mdn =3.41) | motion (Mdn =3.84) | —1.897 0.058" —0.45
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2.4.2  Number of accepted social stimulus.

Friedman test was conducted to identify the effect of type of social stimuli on the

number of accepted social stimuli from the robotic partner. There was a significant effect

of type of stimulus on the latency of orienting the attention; X?(2) = 9.56, p=0.008. The

average number of accepted stimulus values associated with visual, speech, and motion

stimulus are 11.10 times, 17.53 times, and 14.32 times respectively, see figure 2.5. The

post hoc analyses with Bonferroni correction are presented in table II.
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Figure 2.5: The number of accepted stimuli from robotic partners
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Table II: Post hoc Wilcoxon signed rank tests for number of accepted stimuli
Sr. Stimulus | Stimulus 11 Z- p-value | rvalue
value | (2tailed)
1 | visual (Mdn =10.75) speech (Mdn =17.63) | —2.547 | 0.011" —0.60
2 | speech (Mdn=17.63) | motion (Mdn =14.75) |-2.429 | 0.015" —0.57
3 | visual (Mdn=10.75) | motion (Mdn=14.75) |-2.192 | 0.028" | —0.52
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2.5 Discussion

In the current study | observed the effect of type of stimuli of robotic partners on
the latency in orienting the attention towards robotic partners, and on number of accepted
stimuli. In other words, | observed the attention appealing strength of stimuli of robotic
partners. These types of robotic stimuli were visual, speech, and motion and they were
presented in least-to-most (LTM) effective order. The results confirmed that attentional
behaviors of the children with ASD depends upon the type of the stimuli being used. The
speech stimulus is found most effect in terms of having lowest latency in capturing the

attention and higher number of acceptances compared to visual and motion stimuli.

The main reason of finding the effectiveness of speech stimulus is that ASD
children prefer to interact with speech generative devices in comparison to picture
exchange (motion), and manual signs (visual) modalities [75]. Such a reason indicates
their preference for speech stimulus based communication. The main reason of capturing
the attention slowly for motion stimulus could be the abnormal motion perception in ASD
children [76]. Similarly, the main cause of having least effectiveness for visual stimulus
could be the 1) the presence of sensory issues in children with ASD [77]; which makes
them sensitive towards stimuli other than visual, and 2) the unfamiliarity with visual

stimuli of the robot; as they are not being human like.

Although differences in the attentional behaviors of the ASD children concerning
the type of stimuli were observed. However, there are some limitations. The speech
stimulus used 100% volume, and visual stimulus used 100% intensity of LEDs. The
motion stimulus was completed in 5 seconds. Moreover, the order of the presentation of

stimuli remained same for all of subjects. The change in such parameters may bring the
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change in attention behaviors of the children with ASD. The concluded results are also
limited by small number of samples as its very difficult to get a huge number of sample
of children with ASD. It would be worthwhile to examine the effect of combined social

stimuli on the latency and orienting the attention for ASD children.
2.6 Conclusion and future work.

In current study, the attentional behaviors of ASD children in a multi-party
communication scenario were observed. The effect of type of stimuli on the attentional
behavior was confirmed. To assess the attentional behaviors, | observed the latencies in
orienting the attention towards a robotic agent and number of accepted stimuli. A total of
nine participants, including two females, and seven males, took part in the study. They
were diagnosed as ASD children with minimal to no symptoms of autism. The study lasts
for two months where each participant had to participate eight times; once per week.
Significant effects of type of stimuli were found on the latencies and number of accepted
stimuli. Post hoc analyses revealed that speech stimulus is the most effect one in capturing
the attention of the ASD children in terms of having lowest latency and highest number
of acceptances compared to visual and motion. The study contributes to the literature in

terms of showing the possible effect of adopting multi-party communication scenario.
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Chapter 3

Communication apprehension and eye contact
anxiety in video conference involving
teleoperated robot avatar: a subjective evaluation
study.

Aim

The study focusses on the avoiding the pressure of communication and getting the
commitment for operators; see figure 3.1. The pressure in the communication is avoided
by reducing the communication apprehension, and eye contact anxiety. While
commitment in communication is obtained by diverting the visitor’s attention towards

own self while explaining the reasons to him/her for choosing a particular yes/no option

as answer to his/her question.

(Give) Commitment
Passive social (no need to respond)[32-33] )— ——
N\

\
\
\
Legends \
ey N
‘ i (Avoid) (Give)
studies Pressure B - Pressure

Praise from
> multiple robots
“ | [35-37]

Study 2

» Get the commitment (by explaining
reasons for yes/no choice)

Robust conversation

Published in Frontiers in R&AI by multi-robots [38-40]

(Get) Commitment

Figure 3.1: study Il location of research map
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Abstract

Chapter 03 discusses whether using a teleoperated robot avatar in a video
conference can provide effective communication support to people with communication
apprehension (CA) and anxiety in eye contact (AEC); where the effectiveness of
communication support was assessed by CA, AEC, sense of being attending (SoBA) and
intention to use (ITU) indexes. Two imagination-based surveys were conducted where
recruited participants watched video stimuli with and without the proposed system. Later,
they were asked to imagine themselves as an interviewee (a character of video stimuli)
and rate their impressions. A significant decrease in expected CA and AEC was observed
in both experiments while a significant increase in SOBA was observed in the second
experiment. This study contributes to the literature in terms of the impact of using

teleoperated robot avatar on the CA and AEC of the individuals.
3.1 Introduction

Communication apprehension (CA) is “an individual’s fear or anxiety associated
with either real or anticipated communication with another person or persons” [78]. The
CA of an individual influences the quality of communication in face-to-face [2,4], and
online interactions [5,6]. Therefore, the effectiveness of communication is compromised
[11], and he/she is perceived as a less positive communication partner by others [10]. On
the other hand, an individual’s fear or feeling of discomfort while being stared at by others
is referred to as anxiety in eye contact (AEC) [79]. The major cause of the generation of
AEC in an individual is his/her social anxiety [80], which not only reduces the frequency
and duration of eye contact [81] but also influences face-to-face (FTF) [82,83] and online

communications [84].
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As an alternate to FTF interactions, few audio, and text-only technologies are
present e.g., cell phones, social websites, text messages [13], audio calls, voice, and
electronic mail [85], and computer mediate communications [86]. These technologies
have the potential to moderate the social anxiety of an individual [14] and preferences for
them as also been observed [87]. However, these technologies eliminate the eye contact
opportunities completely, hence making communication non-vivid only. Apart from this,
such technologies also reduce the social presence of their users [88,89], where the social
presence can be defined as the perception of an individual’s presence in a communication
event [90]. Reduced social presence causes failure in keeping the sense of being attending
(SoBA) of an individual; where SoBA can be defined as “the feeling of an individual
when he/she is listened to, given attention, focused, or questioned/answered by others in

conversations” [91].

Another famous alternative to FTF interactions is video conference technology
which not only reduces the CA and AEC of users [92-94] but also keeps their social
presence [29,30,95]. People prefer to use video technology because it provides verbal and
non-verbal information about the interactees e.g., details of attentional focus of remote
partner of communication [96], which contributes to mutual understanding among
interactees [97]. However, video conference also provides unnecessary eye contact
opportunities which generate anxieties [98], fear-relevant features [99], gaze avoidance
behaviors [100], and interrupted dialogues among partners of communication [101]. One
simple solution to reduce the AEC problem in a video conference is to instruct the
interlocutor to avert his/her gaze while interacting but the anxiety of participant cannot
be regulated by simply averting the gaze [102], however, averting gaze will reduce the

social presence [103], which is not the favorable tradeoff.
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Avatars are “an interactive and social representation of a user” [104] or
representation of a user in a given physical medium for experiencing the physical
environment [105]. Robot avatar assists in online communication situations, e.g.,
education [106,107], virtual tours [108], and family communications [109]. Physical
robot avatars can hide the identity of the users [110,111], which is expected to contribute
to the reduction of CA and AEC. Further, they also provide an enriched social presence
to their users [112,113] which is a key element to make communication successful.
Considering such advantages of physical robot avatars, if the robot avatar is placed beside
the interlocutor in a video conference, CA and AEC of the user will be reduced while
simultaneously increasing his/her SoBA. Reduction in AEC is expected because of the
diverted attentional focus of the interlocutor which will be towards the robot avatar
instead of the user of a robot. Similarly, a reduction in CA is expected because of the
availability of robots as an alternative communication channel. While, on the other hand,
an increase in SoBA is expected because of the existence of the robot avatar in the
direction of the attentional focus of the interlocutor, which is expected to be felt like an

avatar of him/herself by the user.

In this chapter, a robotic system integrated with video conferences is proposed to
support the people with CA and AEC in the conversation in telecommunication. Assume
a situation where an interlocutor and a robot avatar are present in front of each other. The
interlocutor is communicating through video conference with a user (i.e., a person with
CA and AEC) who can control the robot avatar present at the interlocutor’s side. In such
an arrangement of the system, the user has two ways to utter: i.e., utter by him/herself
through video conference or utter through robot avatar present in front of the interlocutor.

Therefore, the interlocutor will also be having two options for directing his/her attention;
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either towards the robot avatar or monitor screen showing the user’s profile. Such
situations are expected to reduce the CA and AEC of the user as he/she will have an
alternative medium of communication (robot avatar) alongside decreased pressure of
being focused by the interlocutor. In parallel, his/her SOBA is also expected to be kept
high because he/she is expected to feel the robot as an avatar of him/herself. To verify
such effects, two different video evaluation-based experiments were conducted where
recruited participants watched the video scenes of telecommunication with and without
the proposed system. after watching the video stimuli, they were asked to imagine
themselves as a user of robot avatar in the video stimuli and evaluate the expected feelings
of CA, AEC, and SoBA. In experiment I, the video of the proposed method was compared
with the one including ordinary online conversation, where the attentional focus of the
interlocutor is kept directed towards the profile of the user, to show the positive effect of
the proposed method in terms of expected feelings of CA and AEC. In experiment-I1, it
was compared with the one including ordinary online conversation, where the attentional
focus of the interlocutor is kept away from the profile of the user, to show the positive

effect of the proposed method in terms of expected feelings of SoBA.

3.2 Robotic video conferencing system for providing effective communication

support for people with CA and AEC.

The proposed robotic video conferencing system consists of a desktop computer,
a tablet, and a humanoid robot, see Fig 3.2. Using a desktop computer, an online
discussion session was arranged for the interviewer and interviewee physically present at
different locations; Room-1 and Room-2. The robot was present in front of the

interviewer in Room-1 which was controllable through a tablet present beside the
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interviewee in Room-2. The interviewee was able to see the environment of Room-1
through commercial software for an online video conference where the teleoperated robot
and the interviewer were present. The humanoid robot used was NAO, which is bipedal,
58 cm tall with 25 degrees of freedom, fully programmable, and capable of interacting
with people through visual, speech, and motion stimuli. Throughout the discussion
session, the robot remained in a standing position with idling movements; it gently keeps
moving its body to and for in a horizontal direction without changing the position of its
feet on the table. It also keeps on changing attentional focus between interviewer and
interviewee alternatively by turning its head. It looks on the camera on the monitor of
Room-1 which is perceived by the interviewee in Room-2 as it is looking at him/her. The
GUI on the tablet consists of four buttons: “yes”, “no”, “I do not know”, and “exit”. The
server-client architecture of the transmission control protocol (TCP) was used to
exchange the commends between the tablet and teleoperated robot. As soon as the button
on the table is pressed by the interviewee, the robot stops its idling movements, turns its
head to the camera of the monitor, nod twice, turns its head back to the interviewer, and
utter the corresponding answer. The possible utterances were “yes, I think I will go for
that”, “no, I think I will not go for that”, and “I do not know” corresponding to “yes”,
“no”, and “I do not know” buttons respectively. The “exit” button was for terminating the
discussion session, but it was not used in this experiment. During the discussion session
with the availability of such a system for the interviewee, the interviewer asked a yes/no
and in-depth question while focusing on the robot. The interviewee was required to
answer the yes/no question through the robot by pushing the button on the tablet, and in-
dept questions in his/her own voice. The yes/no question was deliberately asked first as

asking a yes/no question is expected to be an easier step for the interviewee to reveal
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his/her point of view, especially when it is difficult for him to answer concisely what

he/she is thinking.
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Figure 3.2: Robotic video conferencing system for providing effective communication

support to people with CA and AEC (Robotic condition).

3.3 Experiment |
3.3.1 Method

The impression for the conversation using the proposed system (hereafter Robot
condition (see Fig. 3.2)) from the interviewee’s point of view was compared to one
without it (hereafter Human condition (see Fig. 3.3)). In Human condition, the interviewer
kept directed towards the interviewee so that the interviewee perceives him/her directed
towards him/herself. In this experiment, instead of inviting the participants to experience

the system, an imagination-based survey was conducted where recruited participants were
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asked to watch the video stimuli corresponding to Robot and Human conditions and later
rate their impressions by considering themselves as an interviewee (a character of video
stimuli). Type of the condition (Human vs Robot was an independent variable while CA,

AEC, SoBA, and ITU were the dependent variables.

Interviewer (Mr. B) in Room-1 with direct gaze
___________________ L o d - AR

|
|

4

S~

Interviewee (Mr. A)

Room-2 (Interviewee side)

Figure 3.3: Traditional video conference system of Experiment I, (Human Condition)
3.3.2 Participants

A total of 200 participants (M=32.73, SD=8.96 years) were recruited from the
internet, including 158 males and 42 females, having no serious issues with CA, and AEC.
They were divided into two groups G1 and G2, depending on their day of birth (even=113,

0dd=87).

3.3.3 Apparatus
A web browser interface was used by the participants for watching the video

stimuli of both conditions and for answering the questionnaire too.
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3.3.4 Stimuli

In both conditions, conversations between experimenters related to topics of
earning unfair money and paying taxes were recorded. In Human condition, the ordinary
video conference system namely Zoom (Zoom video communications Inc. 2011) was
used, where the gaze of the interviewer was towards the monitor having web camera. In
such a situation, the interviewee in Room-2 would perceive the interviewer’s gaze was
directed to him (see figure 3.4 (A)). While, in Robot condition, the gaze of the interviewer
was directed at the robot throughout the conversation except when interviewer looked at
interviewee for inviting him to answer the in-depth questions (see figure 3.4 (B)). The
durations of the video stimuli were 38 seconds for Human condition and 51 seconds for
Robot condition respectively. The duration of video stimulus for Robot condition was
larger compared to Human condition because of robot’s delay to utter yes/no answers.
however, the sequence of the utterances in both video stimuli remained constant. The
interviewer asked a yes/no question followed by an in-depth question. The questions of

interviewer and corresponding answers of interviewee are given in appendix.

b
Interviewer (Mr. B)
<
s -

2

Interviewee (Mr. A)

Figure 3.4: Experiment- I : Human condition (A) and Robot condition (B).
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3.3.5 Manipulation check

In order to verify that whether the participants carefully watched and understood
the content of both video stimuli of both condition, two manipulation checks were
performed. The data of the participants who verified the criterion were used for further

analysis.

3.3.6 Procedure

The participants were required to complete an online survey form comprises six
parts. In Part-1, each participant was required to carefully read and agree to the content of
aweb-based informed consent. Later, each of them was required to provide some personal
details e.g., age, gender, and daily life Ca and AEC in parts Il and 111l respectively. The
information about daily life CA (M=16.85, SD=4.57) and AEC (M=44.18, SD=25.15)
was obtained to see the serious issues in participants; if any. The participants of the group
G1 watched the Human condition in Part-1V (see figure 3.4 A) and Robot condition in
Part-V (see figure 3.4 B). Immediately after watching stimulus for each condition, they
were required to imagine and rate their perceived CA, AEC, and SoBA. On the other hand,
the order was reversed for the participants of the group G2. Finally, the participants were
asked to tell about their preference for using Human and Robot conditions when their

interlocutor would be their boss, teacher, doctor, psychologist, or stranger.

3.3.7 Measurements

3.3.7.1 Expected communication apprehension

The responses of the participants to CA questionnaire were recorded three times
in web-based survey i.e., Parts Ill, IV, and V, using interpersonal sub-score of personal

report of communication apprehension-24 (PRCA-24) [114]. A 1-5 Likert-type point
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scale was used (strongly disagree, disagree, neither agree not disagree, agree, and strongly

agree).
3.3.7.2 Expected anxiety and making/avoiding eye contact

The responses of the participants to AEC questionnaire were recorded three times
in web-based survey i.e., Parts Ill, IV, and V, using gaze anxiety rating scale (GARS)
[80]. A 0-3 Likert type point scale was used (none, mild, moderate, and sever); where the

total score was obtained after summing the ratings.
3.3.7.3 Expected sense of being attended (SoBA)

A scale named SoBA that quantifies the feelings of an individual of being listened,
focused upon, or questioned/answered by others in conversation; see appendix. The
participants were asked to imagine their self as interviewer and rate how much SoBA they
were expected to have. It was recorded two times in a web-based survey i.e., Parts IV and
V, using a 1-5 Likert-type point scale. The internal consistency of the scale is reported in

the results section.
3.3.7.4 Intention to use the system

The participants evaluated their intention to use the video conferencing system in
Robot condition while responding to intention to use (ITU) questionnaire [115] at the end

of the web-survey i.e., Part VI. ITU questionnaire has 1-5 Likert-type point scale.
3.3.7.5 Preference to use the system

The participants provided their preference to use the video conference system in
Robot condition; where they considered the interlocutor their own boss, teacher, doctor,

psychologist, or the stranger. Such preference was recorded by simply asking about their
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degree of agreement in using robotic video conference system in each situation on a 1-5

Likert type point scale.

3.3.8 Results

3.3.8.1 Expected communication apprehension

The Wilcoxon signed rank test was conducted to identify the effect of the type of
the video conferencing system (Human vs Robot conditions) on the expected CA of the
participant. It showed that mean rank of the expected CA of the participant in Robot
condition (Mdn=16) was significantly less compared to mean rank of Human condition
(Mdn=17), (n=200, Z=3.71, p=2.08x10*, r=0.18), Figure 3.5. The reported p-values are

two tailed.

*p<0.05

(CA) score

°

Communication apprehension

Video teleconferencing condition

[0 Human Condition [J Robot Condition

Figure 3.5: Communication apprehension (CA) score.
3.3.8.2 Expected anxiety in eye contact

The Wilcoxon signed rank test was conducted to identify the effect of the type of
the video conferencing system (Human vs Robot conditions) on the expected AEC of the
participant. It showed that mean rank of the expected AEC of the participant in Robot
condition (Mdn=44) was significantly less compared to mean rank of Human condition

(Mdn=49), (n=200, Z=3.37, p=7.27x10*, r=0.17), Figure 3.6.
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Figure 3.6: Anxiety in eye contact (AEC) score
3.3.8.3 Expected sense of being attended

The Wilcoxon signed rank test was conducted to identify the effect of the type of
the video conferencing system (Human vs Robot conditions) on the expected SoBA of
the participant. It showed that mean rank of the expected SoBA of the participant in Robot
condition (Mdn=16.5) was not significantly different compared to mean rank of Human
condition (Mdn=17), (n=200, Z=0.44, p=0.65, r=0.022), figure 3.7. The internal

consistency of the SoBA scale was high (a=0.81).
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Figure 3.7: Sense of being attended (SoBA) score
3.3.8.4 Intention to use the system

The Wilcoxon signed rank test for single sample with hypothesized Mdn=3.0 (the
center of the scale) showed a significantly higher tendency of the participants to use the

Robot condition (Mdn=4.0), (n=200, Z=6.51, p=7.36x10", r=0.46).
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3.3.8.5 Preference to use the system

The Friedman’s test showed no significant effect of type of roles of interviewer
on the preference of the interviewee to use the Robot condition; y%(4, n=200) =9.44,

p=0.051.
3.4 Experiment 11
3.4.1 Method

In Experiment |, positive effect of the proposed system on the CA and AEC of
participants has been observed. Such positive effect could be caused by the averting gaze
pattern of the interviewer in Robot condition; but it was not controlled in Experiment I.
If averting gaze pattern of the interviewer is the possible cause of the reduction of CA
and AEC of the interviewee, then such a simple strategy would be sufficient for reducing
the CA and AEC of interviewee. However, reduction of the SOBA of the interviewee is a

drawback associated with the usage of such a simple strategy.

Experiment-11 was conducted with controlled direction of the gaze of the
interviewer to verify that the observed effect was actually because of the proposed system
(i.e., Robot condition) not because of the change in the direction of the gaze of the
interviewer. In the new Human (averted) condition, the direction of the gaze of the
interviewer was away from the monitor with web camera; to whom the interviewee
perceived as the interviewer was looking away from him/her (see Figure 3.8, 3.9 (A)).
The relative angle of the gaze of the interviewer was controlled in Human (averted) and

Robot conditions (see Figure 3.9 (B)).
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Figure 3.9: Experiment-11: Human condition (A) and Robot condition (B).

3.4.2 Participants

Another set of 200 participants (M=32.66, SD=9.29 years) was recruited from the
internet: including 148 males and 52 females, having no serious CA (M=17, SD=3.63),
and AEC (M=49.88, SD=24.23) issues. The participants were divided into groups G1 and
G2, concerning to their day of birth (even=128, odd=72).

3.4.3 Apparatus
The participants were required to use the web-browser interface for watching the

video stimuli of both conditions, and later they answered the questionnaires.
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3.4.4 Stimuli
The content of conversation remained same in-between conditions of Experiment-
I and 11, however not the gaze pattern. The time duration was 39 seconds and 51 seconds

for Human (averted) and Robot conditions, respectively.

3.4.5 Manipulation check
The manipulation checks used in Experiment-11 were same as that of Experiment-
I. The data of the participants, who passed the manipulation checks, were considered for

further analysis.

3.4.6 Procedure
The procedure for Experiment-11 was identical to that of Experiment-1. however,

the video stimulus used for Human (averted) condition was different.

3.4.7 Measurements

The measurements used in Experiment-11 were same as that of Experiment-1.

3.4.8 Results

3.4.8.1 Expected communication apprehension

The Wilcoxon signed rank test was conducted to identify the effect of the type of
the video conferencing system (Human (averted) vs Robot conditions) on the expected
CA of the participant. It showed that mean rank of the expected CA of the participant in
Robot condition (Mdn=17) was significantly less compared to mean rank of Human

(averted) condition (Mdn=17.5), (n=200, Z=3.38, p=7.2x10"*, r=0.17), Figure 3.10.
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Figure 3.10: Communication apprehension (CA) score.

3.4.8.2 Expected anxiety in eye contact

The Wilcoxon signed rank test was conducted to identify the effect of the type of

the video conferencing system (Human (averted) vs Robot conditions) on the expected

AEC of the participant. It showed that mean rank of the expected AEC of the participant

in Robot condition (Mdn=52) was significantly less compared to mean rank of Human

(averted) condition (Mdn=53), (n=200, Z=2.04, p=0.040, r=0.10), Figure 3.11.
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Figure 3.11: Anxiety in eye contact (AEC) score.

3.4.8.3 Expected sense of being attended

The Wilcoxon signed rank test was conducted to identify the effect of the type of

the video conferencing system (Human (averted) vs Robot conditions) on the expected

SoBA of the participant. It showed that mean rank of the expected SoBA of the participant

46



in Robot condition (Mdn=17) was significantly higher compared to mean rank of Human

(averted) condition (Mdn=16), (n=200, Z=2.39, p=0.016, r=0.12), Figure 3.12.
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Figure 3.12: Sense of being attended (SoBA) score.
3.4.8.4 Intention to use the system

The Wilcoxon signed rank test for single sample with hypothesized Mdn=3 (the
center of the scale) showed a significantly higher tendency of the participants to use the

Robot condition (Mdn=4.0), (n=200, Z=8.18, p=5.81x10"8, r=0.58).
3.4.8.5 Preference to use the system

The Friedman’s test showed a significant effect of type of roles of interviewer on
the preference of the interviewee to use the Robot condition; y?(4, n=200) =16.30,
p=0.003. Multiple Wilcoxon signed rank tests with Bonferroni correction revealed
participants’ significant preference for using the robot condition for communicating with
boss (Mdn=4.0, SE=0.070) over doctor (Mdn=4.0, SE=0.073) (n=200, Z=-2.249, p=0.025,
r=-0.11); teacher (Mdn=4.0, SE=0.081) over doctor (Mdn=4.0, SE=0.073) (n=200, Z=-
2.708, p=0.007, r=-0.14); and teacher (Mdn=4.0, SE=0.081) over stranger (Mdn=4.0,

SE=0.074) (n=200, Z=-2.220, p=0.026, r=-0.11).
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3.5 Discussion

Significant reduction in participants’ expected CA and AEC was observed in
Robot condition of Experiment-I. However, it was not clear that whether the utilization
of robot avatar or the averted gaze of the interviewer was actual cause of it. Experiment-
Il was conducted to verify such ambiguity where Robot condition was compared with
human (averted gaze) condition. The results of Experiment-1I clarified that usage of the
robot avatar was the main cause of reduction of CA and AEC of participants, not the mere
shift the attentional focus of interviewer. The mere shift of the attentional focus of
interviewer interferes with the social presence of interviewee as it reduced the SoBA of
the interviewee. Therefore, to provide communication support to interviewee by reducing

the anxieties while keeping the SoBA, use of robot avatar is suggested.

In socially anxious people, perception of direct gaze generates fear relevant
features [99]. In Robot condition of Experiment-11, the decrease in CA and AEC of
participants could be explained by the fact that interviewer’s attentional focus was
directed to a different agent (i.e., robot) causing reduction in fear-relevant features.
Conversely, shared gaze towards a specified area in a scene increases the engagement
among the participants in online interaction [116]. In Robot condition of Experiment-11,
both interviewer and interviewee had consistent opportunities to share theirs gazes in the
scene while focusing on robotic agent. Moreover, the events observed through avatars
are perceived as operator’s own experiences [117], so when participants watch the eye
contact between interviewer and their avatar, it would be perceived as their own direct
eye contact with interviewer without apprehension, causing increased engagement in

scene. Moreover, perception of averted gaze of interviewer activates interaction
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avoidance behaviors in observers [118]. However, the shared gaze and enhanced
experience of eye contact through avatar would contribute to increased SoBA of the

participants that further motivates them to actively communicate with interviewer.

There are some limitations of current study. The significant statistical differences
do not necessarily mean significant improvement. The effects were observed in pre-
recorded videos, so it’s not necessarily guaranteed to be reproduced in real-world. The
participants were asked to imagine themselves as interviewee of the video scene they
watched, so the results were their imagination-based evaluations. However, the degree to
which they could imagine themselves as the character in a scene was not controlled.
Moreover, the recruited participants were not having sever CA and AEC issues. Therefore,
to overcome the limitations, interactive experiments, with individuals having serious CA
and AEC issues, using proposed system are required to observe the actual potential of the
system in real world to draw more affirm conclusions. For the proposed system to be
effective for real world usage, it is necessary to be accepted by not only the interviewees
but also the interviewers as well: as interviewers would be the individuals who might
suffer because of the CA and AEC difficulties of interviewee in conversation. For
simplicity, | only focused on interviewee’s side, however, it is equally worthwhile to have
look into the possible expected effects at interviewer’s side as well. Moreover, | also
supposed that providing limited number of pre-defined yes/no answers is a supportive
way for interviewees having CA and AEC to immediately respond to interviewer’s
questions. However, existence of such feature simultaneously limits the freedom of
conversation. To provide conversation freedom to individuals with CA and AEC, it’s
worth examining to see the effect of the integration of automatic mechanism that helps

them by predicting the next probable word for the input sentences like chat bot [119],
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[120]. Apart from limitations, integration of the proposed system in the real world could
also be challenging. In the beginning, it would not be easy to find the suitable candidates
having issues of CA and AEC, and later to provide them proper training about how to use
the system: as | need to decide about which interaction modality should be used to
communicate with them for training. Further, at subsequent stages, it might be
challenging for many individuals with CA and AEC to endure the cost of the deployment,
and maintenance of the system along with several unforeseen technical and non-technical

issues for which they will be completely relaying on the providers of the service(s).
3.6 Conclusion and future work.

In this study, the usage of teleoperated robot avatar in a video conference is
proposed to provide communication support to people with CA and AEC. The recruited
participants watched the videos of an interview scene with and without proposed system.
and later provided their imagination-based evaluations while considering themselves as
an interviewee. in the proposed system the interviewee had two options to provide
answers: utterance by a robot avatar co-present with interviewer or utterance by self in
won voice. the proposed system i.e., video conference integrated with teleoperated robot
avatar was compared with two ordinary video conference systems: first where
interviewer’s gaze directed towards interviewee and second where interviewer’s gaze
diverted from interviewee. Positive effects of the proposed method were observed on the
expected CA, AEC, and social presence of the interviewee. Present study contributes to
literature in terms of examining the expected impact of using teleoperated robot avatar in
video conference to provide communication support to people with CA and AEC. In the

future, 1 will examine whether using a teleoperated robot avatar in video conference
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provides communication support to individuals with severe CA and AEC, with different

cultural and linguistic backgrounds.
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Chapter 4

Avatars-mediated video conference system for
mediating the stress and anxiety of response time
of a person with communication difficulties
Aim
The study focuses on avoiding the pressure of communication and giving
commitment to communication; see figure 4.1. The pressure in communication is avoided
by reducing the stress of managing response time in communication. While commitment

in communication is given by diverting responsibility towards the supporter agent instead

of the operator for replying late in communication.

> Give a commitment (supporter agent)
> Avoid the pressure of managing RT Studyt-ITT
Legends

. Submitted in Advanced Robotics
Previous
studies Rl A .
‘ our (Avoid) (Give)
studies Pressure i ” Pressure

Praise from
) multiple robots
< 1[35-37]

Robust conversation
by multi-robots [38-40]

(Get) Commitment

Figure 4.1: Study Il location of research map
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Abstract

Chapter 04 discusses whether using a supporter and avatar agents having
interactive responses adaptive to RT variations in a video conference can reduce the stress
of response time (RT) management of a person with a communication difficulty. The
reduction of stress of RT management was assessed by situational communication
apprehension measure (SCAM), fear of negative evaluation (FNE), SoBA, and ITU
indexes. Three experiments were conducted to examine the effect: two subjective
evaluation-based experiments and one interactive experiment. In the subjective
evaluation-based experiments, recruited participants watched video stimuli with and
without the proposed system. Later, they were asked to imagine themselves as an
interviewee (a character of video stimuli) and provide their responses accordingly. In
comparison to the video stimuli of the first subjective evaluation experiment, the video
stimuli used in the second subjective evaluation experiment are more brushed-up to

further tighten the experimental controls.

On the other hand, in the interactive experiment, recruited participants
experienced both systems of video stimuli. A significant decrease in imagined SCAM,
imagined FNE, and a significant increase in imagined SoBA and ITU was observed in
the imagination-based surveys. Similarly, a significant decrease in experienced SCAM,
experienced FNE, and a significant increase in experienced SOBA was observed in the
interactive experiment. This study contributes to the literature in terms of the impact of
using a teleoperated avatar and supporter agents having interactive responses adaptive to

RT variations of a person with communication difficulties.
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4.1 Introduction

People with communication difficulties have problems while communicating with
others not only in face-to-face (FTF) interactions [1-3] but also in online interactions too
[5,121,122]. Stress and anxiety in communication are among the causes of disrupted, and
delayed talks, inability to communicate problems, resulting in reduced effectiveness of
communication. The presence of stress and anxiety in person also generates failure in
managing response time (RT) in communication [123,124]; where RT is defined as the
total time required to a respondent to produce response for a given stimulus [125]. It is
the sum of times required for: 1) planning the response to questions or given choice, 2)
shifting turn for talk, and 3) executing the planned response [126]. It depends on several
other elements in a communication event, e.g., sequence and timings of turn-taking [127],
type and characteristic of question(s), and the topic of conversation [128-130]. On the
other hand, apprehension in communication is one of the difficulties; commonly known
as communication apprehension (CA) specifically defined as “an individual’s fear or
anxiety associated with either real or anticipated communication with another person or
persons” [114]. CA at a particular time in a specific situation is referred to as situational
communication apprehension. It tells how a person apprehended in a recent
communication event; quantified by situational communication apprehension measure
(SCAM) [131]. Presence of CA affects the effectiveness of communication [11]. The
anxiety, distress, or apprehension of an individual about his/her negative evaluation by
others is called fear of negative evaluation (FNE) [3], and it is positively correlated with

CA[132].
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To reduce the stress, anxiety, or apprehension of a person in communication,
different types of technologies have been examined so far; namely text-only, audio-only
and video (synchronous or asynchronous) technology. More specifically, such
technologies include online social websites, cell phones, text/instant messaging [13],
audio telephonic call, voice mail, electronic mail, and computer-mediated
communications (CMC) [133]; acting as communication channels. Individuals having
social anxiety and CA prefer using text, and audio technologies [13,87] that moderate not
only their social anxiety but also their CA as well [14,94]. Asynchronous video
technology also moderates the social anxiety and CA of individuals [92,93,134]; where
asynchronous video technology is a type of video technology that provides one-way
offline interaction opportunities to users. On the other hand, synchronous video
technology lacks in moderating social anxiety and CA of individuals [22—-24]; where
synchronous video technology is a type of video technology that provides two-way online
interaction opportunities to users. Although technologies moderate anxieties of users (as
presented in [13,14,87,92,93]), however the aspect of social presence of users of such
technology requires consideration, which is defined as a user’s perception about the
presence of his/her peer(s) in communication [90]. It is considered to be an important
factor contributing to their feelings of belonging and connectedness [135-137] as well as
sense of being attending (SoBA), which can be felt when a subject person is properly
listened to, focused, given attention, or questioned/answered while attending conversation
[91]. Text and audio-only channels offer reduced social presence to users [88,89,138] in

comparison to video conference channel [95,139].

Another type of technology to reduce stress, anxiety, or apprehension of a person

in communication is robot avatar technology. Avatar defined as “an interactive, social
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representation of a user” [104] or “representation of the self in a given physical medium”
[105] is another channel of communication to efficiently convey social presence. Use of
physical robot avatars in tele-communication is found effective in hospitals [140], virtual
tours [108], family communication [109], and education [106,107]. It does not only help
in hiding the identity of the users [110,111] which is expected to reduce the stress and
anxieties, hence CA, and FNE, but also provide high social presence to users [112,113],
so expected to keep their SOBA as well. Also, an avatar can be used for persuading its
interlocutors when it is physically co-present with them [141] and receiving positive
responses from its interlocutors [142]. However, mere use of robot avatar does not resolve
the issues of RT management and its associated stress and anxieties in a person with
communication difficulty. Methods to support users of tele-communication with avatars
against such stress and anxieties are expected to be established, which will contribute to

increasing effectiveness of communication.

To allow a user to communicate with reduced stress and anxiety about RT, |
propose a video conferencing system by placing an avatar agent and its supporter agent
in a remote place with an interlocutor. For simplicity, | adopted a simplified avatar agent
using only a loudspeaker to convey the user’s voice and a monitor to display the user’s
face as well as a humanoid robot as the supporter agent to cooperate with the avatar agent.
Namely, the humanoid robot is present in front of interlocutor while the loudspeaker is
placed near to web-camera and monitor screen and invisible from the user (see Fig. 5.2).
The user can use a tablet device to input his/her utterance. The typed utterance is
conveyed to interlocutor by either channel of communication: the loudspeaker or the
humanoid robot. The selection of the channels depends on user’s RT for interlocutor’s

utterance. Quick and slow user’s responses are produced by the loudspeaker and the
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humanoid robot, respectively. Consequently, the interlocutor has two options for his/her
attentional focus, the supporter agent or the avatar agent which consists of the monitor
screen displaying user’s face and the loudspeaker and located near to the web-camera.
These situations are expected to decrease the SCAM and FNE of user by averting the
interlocutor’s attentional focus from the user hence reducing the interlocutor’s pressure
when the user fails in responding to the interlocutor within the acceptable delay.
Moreover, the SOBA of the user is also expected to be maintained when he/she feels the
first agent as avatar of him/herself and second agent as his/her supporter. Two
experiments, a video-based experiment and an interactive experiment, were conducted to
verify such effects. In both experiments, communication with the proposed system was
compared to one with a conventional system where the same robot as the supporter robot
in the proposed system attended to the online conversation in the same position but did
not show any response to the interlocutor or the user’s avatar agent. In the video-based
experiment, participants firstly watched the video clip of online communication with and
without proposed system and then imagined themselves as a user in the video and
evaluated the expected feelings about SCAM, FNE, and SoBA. While in the interactive
experiment, participants experienced online communication with or without proposed
method and rated their SCAM, FNE, and SoBA. In short, a video conferencing system,
consisting of an avatar and its corresponding supporter agent with interactive responses
for interviewer adaptive to RT variation of user, was evaluated if it could reduce stress

and anxiety of user related to RT in its communication.
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4.2 Proposed robotic video conference system
4.2.1 Hardware

The proposed robotic video conference system consists of two desktop computers,
a tablet, a loudspeaker, and a humanoid robot, see figure 4.2. Desktop computers are used
to arrange an online discussion session between an interviewee and an interviewer in
different rooms, named Room-1 and Room-2, respectively. The teleoperated avatar and
supporter agents are available for interviewee to convey his/her utterances to interviewer
in Room-2; where interviewee can control those by tablet, present in Room-1. NAO robot
was used as the supporter agent. It was 58 cm tall with 25 degrees of freedom, fully

programmable in different languages, and capable of interacting through speech, and

motion stimuli.
Interviewee’s side (Room-1) Interviewer’s side (Room-2)
Monitor screen # 01 Monitor screen # 02
o
AC & )
b2 @\

Audio channel

Ta

Avatar agent

Camera

& GUI Controller c;j'”"’o
A 48
Tablet for Internet b (&) S
answering Supporter agent Interviewer

Interviewee

Figure 4.2: Proposed video conference system for reducing the stress of managing

RT in a person.
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4.2.2 Software

The tablet runs the GUI to control the avatar, and supporter agents. It consists of
two text areas: one for typing answers and second for showing the last typed answer; see
figure 4.3 (a). The interviewee is required to type the message on the GUI running on the
table. Upon pressing the enter button, the typed message is uttered either from avatar or
supporter agent depending upon RT. Similarly, another GUI was running on the second
desktop computer. It consists of only one button named “question”; see figure 4.3 (b).
The interviewer is also required to press the “question” button as soon as he/she finishes

asking the question.

Text box for typing answers History of previously typed answers Button for recording time stamp of question

o Gul X

TOUR ANSWER

(a) (b)

Figure 4.3: GUIs: (a) for interviewee, (b) for interviewer
4.2.3 Uttering agent selection

The selection of the uttering agent was based on the time taken by the interviewee
to produce the response for the questions asked by the interviewer. When interviewer
press the “question” button, the time is noted; named as tquestion. Similarly, when
interviewee press the enter button, again the time is noticed; named as tanswer. Subtracting
both times provides us the total time consumed by the interviewee to produce the response

for interviewer i.e., RT. If the RT is less than seven seconds, then avatar agent utters the
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message. While, on the other hand, if the RT is equal to or greater than seven seconds,

then supporter agent utters the message.
4.2.4 Interactive responses

During the discussion, the supporter agent remained in a standing position while
performing idling movements i.e., moving body (torso) horizontally in left/right direction
without changing its standing position on the table. It also alternately changes its
attentional focus between the interviewer and the interviewee by turning its head. It looks
at the web camera placed near the avatar agent which interviewee perceives a direct gaze
towards him/herself. When supporter agent utters the answer of interviewee, it mentions
interviewee in front of interviewer using third person pronoun i.e., “He/She said, [typed
answer]” but when utterance comes from avatar agent, it is delivered as it is i.e., “[typed
answer]”. In former case, upon reception of answer from interviewee, supporter agent
turns its head towards monitor screen, nod once, turns its head back to interviewer and
delivers answer. After listening answer, interviewer nods twice by saying “Right! Right!”.
On the other hand, in later case upon receiving answer, both supporter agent and the
interviewer turn their heads toward monitor screen, listen to answer from avatar agent,
nod once by saying “Right!”, and turns their heads back to each other. | deliberately used
a supporter agent for RT greater than seven seconds; as increased RT will raise the stress
and anxiety of RT in the interviewee and at that instant of time, where the supporter agent

plays its vital role as third person to reduce it.
4.3 Subjective evaluation experiment |

Experiment 1 is a subjective evaluation based experiment to explore the potential

of the proposed system by analyzing the imagined feelings of the participants.
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4.3.1 Experimental conditions

There are two experimental conditions, named as conventional and proposed
video conference systems. In conventional video conference system, only avatar agent
was available. While, in proposed video conference system, avatar and supporter agents
were available. The avatar agent talks as first person perspective, while the supporter
agent talks as third person perspective. For each of the condition, a video stimulus was

recorded.
4.3.2 Experimental design

The experimental design was repeated measure. The type of video conference
system was independent variable while SCAM, SoBA, FNE, and ITU were dependent

variables.
4.3.3 Method

Video stimuli of conventional and proposed systems were included in a web-
based survey. It further includes the questionnaires; SCAM, FNE, SoBA, and ITU
indexes. In the beginning of survey, a web-based informed consent was obtained from
participants. Then participants were required to provide some personal information e.g.,
gender, age, day of birth, daily life SCAM and FNE. After that they were required to
watch video stimuli and answer the questionnaire while imagining themselves as

interviewee, a character of video stimuli.
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4.3.4 Manipulation check

Three manipulation checks were inserted to ensure that subjects watched the video
stimuli and understood the content of those. The data of the subjects who passed at least

two manipulation checks were considered.
4.3.5 Participants

A total of fifty one participants (M = 33.20, SD = 7.58 years) passed the
manipulation check criterion in which thirty seven were males and fourteen were females.
The participants were divided into groups A and B depending on the date of birth (even

= 32, odd = 19) to counterbalance the conditions.
4.3.6 Video stimuli

In online discussion session, two video stimulus were recorded corresponding to
conventional and proposed video conferencing system; see figure 4.4 (a) and (b). The
topic of discussion was money related. The interviewer asked two yes/no and two in-
depth questions. Depending on the RT of the participant, both video stimuli comprise
different responses. Further, video stimuli also include the impact of the RT of the
participant on interviewer and it was shown through thought bubbles and emojis, see
figure 4.4 (c) to (f). The presentation timings of though bubbles and emojis were not
identical in both video stimuli, as conventional video conference system was taking more
time in producing response compared to proposed video conference system. However,
the order of presentation was identical. To represent the interviewer’s mood, | used
positive (happy), negative (angry) and neutral (neither happy nor angry) types of emojis.
While, for representing the interviewer’s thoughts, | used positive and negative thought

bubbles, see figure 4.4 (e) and (f). In video stimuli of the conventional robotic video
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conference system, only angry and neutral mood emojis with negative thought bubbles
were used for the interviewer. While in video stimuli of the proposed robotic video
conference system, happy and angry mood emojis with positive and negative thought
bubbles were used for the interviewer. The interviewee was completely visible in each
stimulus and his behavior of acknowledging the interviewer’s questions was not

controlled. Similarly, the gazing behavior of the interviewer was also not controlled.

Interlocutor’s thoughts

Hmm. He did not

answer to me o0 o0

ickly. e
(c) (d)

/f\/’\/’\/\/\\ /—[\/’\/‘

me very slowly. me very late.

I J

—

o8 O

—

¢ Heis answering toA é He answered to
1 )

(e)

Oh! He answered
to me quickly.

Figure 4.4: Video stimuli, (a) conventional robotic video conferencing system with
a negative thought bubble of the interviewer, (b) proposed robotic video
conferencing system with an angry mood emoji of interviewer (c) happy mood
emoji, (d) neutral mood emoji, (e) negative thought bubble, (f) positive thought

bubble.
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4.3.7 Measurements

The type of video conference system was independent variable while SCAM,

SoBA, FNE, and ITU were dependent variables of the experiment.
4.3.7.1 SCAM

SCAM [131] measures apprehension of an individual in communication at a
particular time in a specific situation. It was rated on 1-to-7-point Likert-type scale
(extremely accurate, moderately accurate, somewhat accurate, neither accurate nor

inaccurate, somewhat inaccurate, moderately inaccurate, and extremely inaccurate).
4.3.7.2 FNE

FNE measures an individual’s anxiety, distress, or apprehension about his/her
negative evaluation by others; brief version of fear of negative evaluation scale (Brief-
FNE) [143]. It was rated on 1 to 5-point Likert-type scale (extremely characteristic of me,
very characteristic of me, moderately characteristic of me, slightly characteristic of me,

not at all characteristics of me).
4.3.7.3 SOBA

SoBA scale [91] quantifies the feelings of being attended of an individual in a
conversation. It was rated on 1 to 5-point Likert-type scale (strongly disagree, disagree,

neither agree nor disagree, agree, and strongly agree).
4.3.7.41TU

The participant’s intention to use the conventional and proposed systems was
obtained using ITU (intention to use) questionnaire [115] rated on a 1-5-point Likert-type

scale.
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4.3.8 Results

The participants imagined themselves as a character of video stimuli so the SCAM,

FNE, SoBA, and ITU scores will be imagined ones.
4.3.8.1 Imagined SCAM (iISCAM)

The range of overall iISCAM score varies in between -120 to +120; after
subtracting the daily life SCAM score from the iISCAM scores for conventional and
proposed video conference systems. Wilcoxon singed rank test revealed that mean rank
of iISCAM score for conventional video conference system (Mdn = 3) was significantly
high compared to proposed video conference system (Mdn =0); n =51, Z=2.018, p =

0.043 (2-tailed), r = 0.20, see figure 4.5.
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Figure 4.5: Imagined situational communication apprehension measure (iISCAM)
4.3.8.2 Imagined FNE (iFNE)
The range of overall iFNE score varies in between -48 to +48: after subtracting
the daily life FNE score from the iFNE scores for conventional and proposed video
conference system. Wilcoxon singed rank test revealed that mean rank of iFNE score for

conventional video conference system (Mdn = 2) was significantly high compared to
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proposed video conference system (Mdn =-1); n =51, Z = 2.018, p = 0.043 (2-tailed), r

=0.20, see figure 4.6.
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Figure 4.6: Imagined fear of negative evaluation (iFNE)
4.3.8.3 Imagined SoBA (iSoBA)

The range of iSOBA score varies in between 1 to +5. Wilcoxon singed rank test
revealed that mean rank of iSoBA score for conventional video conference system (Mdn
= 3.0) was significantly lower compared to proposed video conference system (Mdn =
4.0); n =51, Z =2.00, p = 0.044 (2-tailed), r = 0.20, see figure 4.7. SoBA is our own
developed index consisting of four items that quantifies an individual’s feelings of being
attended in a conversational event. The internal consistency of the SoBA scale was high

ie., a=091.
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Figure 4.7: Imagined sense of being attended (iSoBA)
4.3.8.4 Imagined ITU

The range of ilITU score varies in between 1 to +5. Wilcoxon singed rank test
revealed that mean rank of ilTU score for conventional video conference system (Mdn =

3.67) was significantly lower compared to proposed video conference system (Mdn =

4.0); n=51,Z=2.08, p=0.03 (2-tailed), r = 0.21, see figure 4.8.
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Figure 4.8: Imagined intention to use (ilITU)
4.4 Subjective evaluation experiment |1

Experiment Il is also a subjective evaluation based experiment to explore the

potential of the proposed system by analyzing the imagined feelings of the participants.
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Although the results of experiment | were promising but it was hard to determine the
actual cause of the obtained results due to lack of experimental control. Therefore,
experiment Il was conducted where the video stimuli were brushed-up to further tighten

the experimental controls.
4.4.1 Experimental conditions

Same as that of subjective evaluation experiment 1.
4.4.2 Experimental design

Same as that of subjective evaluation experiment I.
4.4.3 Method

Same as that of subjective evaluation experiment I.
4.4.4 Manipulation check

Two manipulation checks were inserted to verify that participants understood the
content and watched the video clip for each system; namely, topics related to of the given
conversation in it were questioned. The data of the participants, who passed both

manipulation checks, were considered for further analysis.
445 Participants

A total of twenty seven participants were recruited online (M=32.26, SD=10.36
years); including eighteen males and nine females, were considered for further analysis
after processing manipulation check. Participants were divided into two groups G1 and
G2 based on their day of birth and given stimuli in different orders; where G1 includes
participants having even day of birth (n=10) while G2 includes participants having odd

one (n=17).
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4.4.6 Video stimuli

In both video stimuli for proposed and conventional video conferencing systems,
two male experimenters appeared as an interviewer and an interviewee and talked about
a serious issue, namely, something about “unfair money” or “paying tax”. In the
conversation, interviewer asked two yes/no and two in-depth questions. The questions
asked by interviewer and answers given by interviewee are given in appendix. To clearly
express the mood and feelings of the interviewer to participants who watched the video
stimuli, a negative thought bubble and an angry face emoji were used in each video
stimuli; where thought bubble contains interviewer’s thinking about interviewee e.g., “he

is replying to me late.” see figure. 4.9 (a) and (b)).

He is answering
to, me very slowly.

Interviewer’s mood Supporter agent

Interviewer

Interviewer’s thoughts

Interviewee

Figure 4.9: Video stimuli (a) conventional video conference system with negative

thought bubble. (b) proposed video conference system with angry mood emoji.

Note that the same sequence of utterances and expressions by thought bubble and
emoji were used in both video stimuli; hence they are balanced in-between conditions.
The interviewee was not visible in either of the stimulus, and also not his behavior of
acknowledging the interviewer’s questions. Similarly, the gazing behavior of the

interviewer was also controlled i.e., identical in between conditions.
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4.4.7 Measurements

The measurements were same as that of experiment I.
4.4.8 Results
4.4.8.1 Imagined SCAM (iISCAM)

The baseline SCAM score of each participant was subtracted from the imagined
SCAM score to evaluate their apprehension regarding the given situation. To identify the
effect of the type of robotic video conference system (conventional vs. proposed) on the
imagined SCAM of the participant, Wilcoxon signed-rank test was conducted. The
median rank of imagined SCAM of participants for the proposed system (Mdn=-1) was
significantly less than that of the conventional system (Mdn=3) (Z=-2.06, p=0.039,

r=0.28), see figure 4.10.
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Figure 4.10: Imagined situational communication apprehension measure (ISCAM).
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4.4.8.2 Imagined FNE (iFNE)

The baseline FNE score for each participant was subtracted from the imagined
FNE score. To identify the effect of the type of robotic video conference system
(conventional vs. proposed) on the imagined FNE of the participant, Wilcoxon signed-
rank test was conducted. It was revealed that the median rank of imagined FNEs of
participants for the proposed system (Mdn=1) was significantly lower than that of

conventional system (Mdn=2) (Z=-2.36, p=0.018, r=0.32), see figure 4.11.
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Figure 4.11: Imagined fear of negative evaluation (iFNE).

4.4.8.3 Imagined SoBA (iSoBA)

To identify the effect of the type of robotic video conference system (conventional
vs. proposed) on the imagined SoBA of the participant, paired sample t-test was
conducted. It was revealed that the mean imagined SoBA of participants for the proposed
system (M=4.4, SD=0.43) was significantly higher in comparison of conventional system

(M=4.1, SD=0.59) (t (26) =-2.10, p=0.046, d=0.40), see figure 4.12.
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Figure 4.12: Imagined sense of being attended (iSoBA).

4.4.8.4 Imagined ITU

To identify the effect of the type of robotic video conference system (conventional
vs. proposed) on the ITU of the participant, Wilcoxon signed-rank test was conducted. It
was revealed that the median rank of the ITU of participants for the proposed system
(Mdn=4.0) was significantly higher than conventional system (Mdn=3.0) (Z=-1.99,

p=0.047, r=0.27), see figure 4.13.
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Figure 4.13: Imagined intention to use (ilTU) score.

4.5 Interactive experiment

Although the results of the subjective evaluation experiments were promising but
still, I was unable to see the actual potential of the proposed system in real-life situations.
Therefore, in order to see the potential of the proposed video conference system in real

life, I conducted field experiments.
4.5.1 Experimental conditions

The experimental conditions were two i.e., proposed and conventional video

conferencing systems.
4.5.2 Experimental design

The experimental design was repeated measure.
4.5.3 Method

The proposed video conference system was compared to conventional video

conference system by asking participants to attend to conversations using either of the
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systems, which followed the same scenario used in subjective evaluation experiments |

and Il where the participants played the role of the interviewee.
45.4 Participants

Nineteen native Japanese participants (M=23.15, SD=2.60 years), including ten
males and nine females, were recruited. Participants were randomly divided into two
groups G1 (n=9) and G2 (n=10) where they alternately experienced conversations with

either system in different order.
455 Stimuli

Two experiences of interactive conversation were given to the participants where
they were interviewed by a Japanese female experimenter acting as interviewer. To talk
with the experimenter in each conversation, the participant teleoperated an avatar and a
supporter agent in proposed system while only avatar agent in conventional system. In
each conversation, the same conversation flows used in Experiment | were reproduced
where the interviewer gave same questions and responses in the same order (see
appendix) while thought bubbles and emojis were not used. The average duration of

experience for each type of system was round about 5 minutes.
45.6 Procedure

Participants were required to attend the session consisting of three steps. In step I,
they were requested to read and agree to the content of the written informed consent. Then,
some demographic information, e.g., age, gender, and how they had apprehension and
fear of evaluation by others in daily life, were obtained. At the end of the step I, the
experimenter explained to the participant about how both types of systems work. They

were also instructed to answer with short phrases for easy question (yes/no). While for
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difficult questions, they were asked to provide detailed (long) answers. Participants of
group G1 experienced conversation with conventional system in step Il and one with
proposed one in step-111. In each step, immediately after the conversation with either type
of systems, SCAM, FNE, SoBA, and ITU scores of participants were obtained. The order
of conversations with conventional and proposed system was reversed for participants of
group G2. The participant was free to end the session any time by informing the
interviewer if he/she felt uncomfortable. The setup of the proposed system is shown in

figure 4.14.

Interviewer

Figure 4.14: proposed video conference system with a participant

45.7 Measurements

The measurements used in interactive experiment were identical to those used in
subjective evaluations experiments | and Il. However, the scales were translated into
Japanese. Note that, the participants were asked to score their experienced SCAM, FNE,
and SoBA by focusing on the given experiences of conversation that they attended as an

interviewee in each experimental condition.
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45.8 Results
4.5.8.1 Experienced situational communication apprehension measure (eSCAM)

The baseline SCAM score for each participant was subtracted from the SCAM
score to calculate the experienced SCAM score. To identify the effect of the type of
robotic video conference system (conventional vs. proposed) on the participants’
experienced SCAM, a paired-samples t-test was conducted. To identify the effect of the
type of robotic video conference system (conventional vs. proposed) on the participants’
experienced SCAM, a paired-samples t-test was conducted. Significant decrease in the
mean experienced SCAM of participants for the proposed system (M=-17.89, SD=20.31)
compared to conventional system (M=-13, SD=22.93) was observed (t (18) =2.13,

p=0.047, d=0.48), see figure 4.15.
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Figure 4.15: Experienced situational communication apprehension measure (eSCAM).

4.5.8.2 Experienced fear of negative evaluation (eFNE)

The baseline FNE score of each participant was subtracted from the FNE score to

calculate the experienced FNE. To identify the effect of the type of robotic video
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conference system (conventional vs. proposed) on the FNEs of the participants, a paired-
samples t-test was conducted. Significant decrease in the mean FNE score of the
participants in the proposed system (M=-8.47, SD=9.98) compared to the conventional

system (M=-2.68, SD=8.62) was observed (t (18) =2.15, p=0.045, d=0.49), see figure 4.16.
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Figure 4.16: Experienced fear of negative evaluation (eFNE) score.

4.5.8.3 Experienced sense of being attended (eSoBA)

A paired-samples t-test was conducted to identify the effect of the type of robotic
video conference system (conventional vs. proposed) on the SoBA of the participant. The
mean SoBA of participants for the conventional system (M=3.60, SD=0.61) was
significantly less than that of the proposed system (M=3.92, SD=0.68) (t (18) =-2.15,

p=0.045, d=0.49), see figure 4.17.
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Figure 4.17: Experienced sense of being attended (eSoBA) score.

4.5.8.4 Experienced intention to use (elTU) of the system

To identify the effect of the type of robotic video conference system (conventional
vs. proposed) on the ITU of the participant, paired-samples t-test was conducted. The
mean ITU of the participants for the conventional system (M=2.65, SD=0.95) was not
significantly different from that of the proposed system (M=2.60, SD=1.05) (t (18) =0.31,

p=0.76, d=0.071), see figure 4.18.
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Figure 4.18: Experienced intention to use (elTU) score.
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4.6 Discussion

A video evaluation based, and a real world-based experiments were conducted to
see the potential of proposed system. In Experiment I, significant reduction in imagined
SCAM, FNE and significant increase in imagined SoBA were observed in proposed
system in comparison to conventional system. However, it was not clear whether the
effect found was limited to the video experiment, including the thought bubbles and
emojis attached. Experiment Il clarified that it was not limited to the video experiment,
but the effects could be revealed in the interactive real-word environment. Therefore, the
proposed RT management policy was useful for both imagined and experienced feelings

of SCAM, FNE, and SoBA for participants.

The main reason behind the success of the proposed RT management policy was
the intelligent switching between available communication mediums (avatar vs
supporter). In the proposed system, the fast answers were uttered from avatar agent while
the slow answers were uttered from supporter agent. Such situation was advantageous for
participant as he/she might feel that he/she was not responsible for slow answers but only
for fast answers. Similarly, participant might also feel that he/she is not responsible for
the interviewer’s waiting time and the consequent probable anxiety, in which the
interviewer might drought whether the participant was going to reply in a slow way, or
the interviewer should stop waiting and say something to continue the conversation. The
presence of such feelings in participant is considered to not only reduce his/her SCAM
but also the FNE during the interaction. Further, higher ratio of quick replies through
avatar agent throughout interaction also causes the increased ration to receive positive

responses from interviewer for fast replies, hence further contributing to reducing SCAM
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and FNE scores. The lack of perceived social acceptance in a person predicts his or her
social anxiety [144] but RT regulations were handled in such a way that it was
intentionally excluding participant (interviewee) from the responsibility of slow
responses in conversation and increasing his/her perception about how much the
interviewee was socially accepted by interviewer, contributing to decrease in SCAM, and

FNE.

The SoBA of participants also become better and there could be two main reasons
for it. 1) All the fast replies were given to interviewer from avatar agent, while the slow
replies were given from supporter agent. It might lead participants to feel more presence
near interviewer and even higher ITU. 2) When supporter agent and interviewer look
together at camera for listing user’s typed utterance from avatar, it generates feelings of
being focused in interviewee by two agents simultaneously: hence increasing SoBA.
Having shared gaze to a specific area in a scene increases engagement among participants
in online interaction [116], therefore the shared gaze of the interviewer and supporter
robot agent to the monitor (to look at avatar agent answering the fast replies) might

increase the feeling of being engaged for the participant and hence SoBA.

Although results are in the favor of our proposed system, however, there are some
limitations to our findings. The threshold used for RT management policy was constant
in both studies, however, the level of sensitivity of the participants about feeling anxious
for their RT may vary. Therefore, gathering such data and studying about human’s
feelings of anxiety associated with RT is required to develop an adaptive RT threshold
management mechanism for the proposed method. Also, the scenario of the interaction

was limited in the experiments where the topic of the conversation along the verbal and
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non-verbal behaviors of the interviewer were restricted. To further explore the potential
of the system in daily life usage, such restrictions should be removed by considering more
casual, non-anxious topic of conversation within free chatting environment. The other
shortage was that the participants with severe SCAM and FNE issues were not recruited,
who were eager to be supported in real-world online interactions. Therefore, the effects
observed in experiments | (video evaluation) and Il (interactive) are not necessarily
guaranteed to be observed for such users in real life. Further, in case of recruiting the
participants with sever SCAM and FNE issues, the system should be tuned up in
accordance with the guidelines of a specialist dealing in anxiety related therapies; as it
could also become a challenging task to overcome unforeseen technical and non-technical
issues. The demographic profiles’ information of participants e.g., cultural, and linguistic
backgrounds were neither considered nor controlled in the experiments which could make

it difficult to observe the found effects in a specific cultural and linguistic background(s).
4.7 Conclusion and future work.

In this research, the potential of the proposed system with RT management policy
for providing communication support to users in online video conferences was explored.
It consists of teleoperated avatar and supporter agents having interactive responses. The
user can utter from any of these agents concerning his/her RT variations in conversation.
While the user’s slow answers were uttered from the supporter agent, the fast ones were
done by the avatar agent. Such a real time intelligent switching in between
communication channels is expected to make the user feels responsible only for the avatar
agent’s utterances but not for the supporter agent’s ones. This situation causes reduction

of user’s stress of RT in online video conference-based communications. To verify the
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expected effects, two experiments were conducted: imagination-based video experiment
and real-word interaction experiment. In the imagination-based experiment, participants
watched the video stimuli with and without proposed system and imagined themselves as
interviewee for providing their impressions. While in the interactive experiment, they
experienced both systems in a real-word interactive environment. The experimental
results showed the positive effect of proposed method in reducing the user’s SCAM, FNE,
and increasing SoBA. This is considered as the successful result of RT management
policy in reducing the feeling of responsibility about the slow answers which is expected
to provide communicational support for the users in the video conference. In future, I will
examine whether using proposed system helps in reducing stress of RT for users with

severe SCAM and FNE.
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Chapter 5

Effect of having and switching multiple avatars
Aim
The study focusses on directing/giving the pressure of communication to other;

see figure 5.1. The pressure in the communication is directed/given to others by increasing

the right to talk and providing the social support.
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Abstract

People with communication difficulties have problems in daily life online
interactions e.g., less right to talk (RoT), low social support (SS), and low sense of being
attended (SoBA). Computer mediate technologies are limited in resolving such problems
because of their limited capacity of transferring verbal and non-verbal cues between
interactees. In this study, to resolve the problems of less RoT, low SS, and low SoBA, |
proposed a robotic video conference system having two teleoperated robot avatars. The
proposed system was compared with another robotic video conference system having
only one teleoperated robot avatar. In a field experiment, a total of thirty-seven
participants took part in two discussion sessions while using each type of system; where
RoT, SS, and SoBA were the measured indices. The proposed system was able to increase
the feelings of RoT and SS of users significantly compared to other robotic video
conference system. The study contributes to the literature in terms of showing the effect
of the type of robotic video conference system on the user’s feelings about RoT, SS, and

SoBA.
5.1 Introduction

Individuals with communication difficulties have problems in daily life online
interactions; e.g., less right to talk (RoT), lack or absence of social support (SS), and low
social presence (SP) in communication. The first problem is less RoT; defined as an
individual’s feelings concerning the provision of equitable speaking and opinion-
expressing opportunities with respect to the peers of conversation. Such feelings are
influenced by different types of elements in peers of conversation, e.g., the number of

conversational turns, duration to listen and talk [145], number of utterances, inter
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utterances pauses, and back-channel responses [146]. In an ideal case, equality is required
among all such types of elements for each peer of conversation as general rules of talk.
However, in reality, such rules of talk are very prone to violations that cause vocal
interruptions, speech, and social anxiety in peers of communication [147]. The chances
of violations of rules of talk can be reduced to a great extent if peers of conversation
socially support each other. The second problem is the lack or absence of SS; defined as
“information leading the subject to believe that he is cared for and loved, esteemed, and
a member of a network of mutual obligations” [148]. In conversation, the presence of
social support increases the willingness to communicate with individuals [149], and
mediates anxiety and depression [150]. The third problem is low SP; defined as an
individual’s perception of his/her own presence in a conversation [90]. It contributes to
feelings of belonging and connectedness in conversation [135,136]. Further, such
belonging and connectedness influence an individual’s sense of being attended (SoBA);
defined as the experience of feelings of being focused, attentive to, listened to, and

queried/answered in conversation [151]

In order to resolve the problems of less RoT, lack or absence of SS, and low SP
issues for individuals with communication difficulties, computer-mediated
communication (CMC) technologies have been examined. CMC includes text, audio, and
video interaction technologies. Although for the people with communication difficulties,
each CMC technology provides a huge support to establish a communication and have a
communication with others, however these technologies are failed to assure the RoT of
users because of the limited capability of transferring verbal and non-verbal information
that influences the abiding by rules of talk [152]; hence demanding users to repair RoT

by mutual cooperation [153,154]. Further, CMC technologies have a limited potential of
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offering SS to users [155] e.qg., text-only technology is very limited in offering SS [156].
However, audio-only technology can provide limited SS [157]; as alongside verbal cues,
it also provides limited non-verbal cues as well e.g., vocal tone variation associated with
discrete emotions [158]. On the other hand, video technology is relatively better at
providing SS to users [159]; as alongside verbal cues, it also provides limited non-verbal
cues e.g., awareness of attentional focus, ease in speaking turns, facial expressions [160],
[96]. Moreover, CMC technologies are also limited in providing a social presence to users
[88]. Text-only technology provides a very low social presence to users [88,161], while
audio-only technology provides a low social presence; better compared to text-only
technology [16]. On the other hand, video technology is relatively rich in providing a
social presence to users [29,30]. However, due to the presence of video streaming, the
communication apprehension of the users increases that eventually decreases the ease of
talk [24,25,162]. To prevent such problems while keeping the social presence, other
available technologies are required to be explored. Considering the performance of text-
only, and audio-only technologies concerning the provision of SP to users, it is expected
that they will also be very limited in providing SOBA to users. However, video technology
can provide a reasonable amount of SoBA to users: because of providing rich social
presence [91]. In conclusion, text, audio, and video technologies are limited in solving

the aforementioned problems.

Robot avatar technology has been examined concerning SP but the issues of RoT
and SS in communication are required to be studied yet. There are two types of users of
robot avatar technology; those interacting through avatars hereafter referred to as
operators and those interacting with avatars hereafter referred to as visitors. In social

interactions, using a single physical avatar facilitates operators to communicate with
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visitors, e.g., in education [106,107] and family interactions [109,163]. However, such
interactions are dyadic in nature so it’s difficult to increase operator’s RoT; as it would
be defined in accordance with dyadic rules of talk. So, 1) whether the perception of the
operator about the RoT is same as that of dyadic interaction? 2) is there any reduction in
the perception of RoT? If yes then, 3) how can | improve the perception of RoT in avatar-
mediated communication? Such questions are yet required to be explored. The
experiences through avatars are considered as operators’ own experiences [117], and
when communicating with a visitor via an avatar, there would be no chance for the
operator to avail SS from his/her own robot avatar. Since, there is dyadic interaction with
the visitor through avatar so the SS that operator can avail will be limited. The feelings
of receiving SS are very important in interaction, especially for the people with
communication difficulties [164] so alternative method(s) are required to be searched yet.
A human subject could have high SoBA by watching a video scene of a conversation,
where a visitor was interacting with an avatar of a side-participant [151]. It implies that
an operator feels being supported in conversation via avatar when another avatar cares
for his/her avatar. In other words, it would be worth examining the effect of using a
second avatar on the SS of the operator communicating via an avatar. The visitor talking
with two avatars of operator would be a triadic interaction situation which is also expected
to increase the RoT of operator as per rule of talk for triadic interaction. Therefore, in this
study, I am proposing a system consisting of two avatars, controlled by an operator to talk

with the visitor for experiencing higher RoT and SS.

In the proposed system (see figure 6.2), the operator’s utterances are produced
from either of the teleoperated avatars. The choice of the speaking avatar and production

of the backchannel responses from the other avatar are processed randomly. Sometimes,
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the second avatar takes a speaking turn from the current avatar to talk about the same
opinion as that of the first one. Such turn-taking and backchanneling behavior of the
second avatar are expected to make the operator feels supported in communication.
Consequently, the visitor also has to switch the attention towards the speaking robot
avatar throughout the conversation. Such treatment of visitor would be evident to operator
by video feed on monitor. Furthermore, the proposed system is expected to provide
another merit of increased RoT because an operator is expected to attend a multi-party
conversation via two agents. Humans usually tend to equalize conversational turns, time
to listen to and talk [145], as well as the number of utterances, inter utterance pauses, and
back channel responses in conversation [146]. It reveals that humans tend to expect an
equal RoT for each participant in the conversation. As experiences through the avatars
are considered as the operator’s own experiences [117], so the assigned RoT of each
avatar is expected to be perceived by the operator as his/her own RoT in multi-party
conversation. Therefore, in the proposed system, the operator is expected to perceive
double amount of RoT at most. While on the other hand, at least more than one expected

to be perceived when communicating through a single avatar.
5.2 Video teleconferencing system involving physical avatars

The schematic diagram of the proposed system is shown in figure 5.2. It consists
of a computer, a headset with a microphone, two semi-humanoid robots, and a web
camera. Using a computer and web camera, an online interaction session was arranged
between the operator and visitor; physically present at different locations namely
location-I and location II, respectively. The robots are physically present in front of the

visitor at location Il, and both were avatars of the operator. | used the CommU robot
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which is developed via collaboration between Osaka University and Vstone Co., Ltd.,
Japan. It is a semi-humanoid robot with clear eyes; having 14 degrees of freedom in total,
31 cm of height; programmable using JavaScript language, and capable of interacting

through visual, speech, and motion stimuli.
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Video stream

= Visitor
avatar-|

Operator

Location-1 Location-II

Figure 5.2: The proposed robotic video conference system

To control the robot avatars over a wide area network in real-time, a locally build
GUI was used by operators; see figure 5.3. The GUI consists of two sections; named
sections | and Il. Section | consists of visual feedback while section Il consists of
utterance-related handling options. The visual feedback section was designed using web-
RTC and it provides a real-time view of the visitor’s environment to the operator, referred
to as section I in figure- 5.3. It also displays the detected spoken answers of the operator
as dynamically added buttons at the bottom, in the middle of the section. On the other
hand, the utterance section consists of a text field with three buttons, referred to as section

Il in figure- 5.3. It provides several facilities to the operator e.g., typing new answers,
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editing previously detected answers, deleting answers, and enabling/disabling speech

recognition.
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Figure 5.3: Operator’s GUI.

In an online interaction session, the proposed system behaves in two different
ways concerning whether an operator provides the answer(s) to the question(s) of the
visitor or not. In a case, where the operator does not provide the answer(s), avatar-I
remains still with a visual focus towards the visitor, while avatar-11 keeps on performing
idling motions i.e., keeps switching visual focus between the visitor and the avatar-1 by
turning its head and torso. On the other hand, in a case where the operator provides the
answer(s), one of the avatars utters in synthesized voice in front of the visitor while raising
the left arm. Meanwhile, the other avatar shifts its visual focus to uttering avatar and
acknowledges by nodding; pretending that the provided answer was accurate and

acceptable. To deliver the answer of the operator, the system randomly chooses the avatar.
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While conversing through such a system, the visitor asks questions from the avatar who
delivered the answer, and the operator is required to answer the questions either by
speaking or typing. The proposed system also manages conversational turns between the
operator and visitor. When the visitor speaks, the operator gets the information from real-
time video feedback. While, when the operator types or speaks the answer, the visitor gets

the information from the glowing (red) cheeks of the robot(s).
5.3 Materials and method
5.3.1 Method

The impression of conversation between the operator and visitor was evaluated
by using two types of systems namely conventional and proposed. The conventional
system is a video conference system integrated with a single teleoperated avatar (hereafter
referred to as single avatar condition) while the proposed system is a video conference
system integrated with double teleoperated avatars (hereafter referred to as double avatar
condition). The recruited participants were asked to visit the experimental site in person
and attend four online conversation sessions with a visitor i.e., two practice and two
experimental sessions. Both practice and experiment sessions have two conditions: a
single avatar condition and a double avatar condition. The number of avatars was an

independent variable of the study while the RoT, SS, and SoBA were dependent variables.
5.3.2 Participants

A total of thirty-seven native Japanese-speaking participants (M=21.68 years,
SD=2.13 years), involving 21 males and 16 females, were recruited. They were randomly
divided into two groups i.e., G1 and G2. Group G1 experienced the single avatar

condition first and then the double avatar condition. While, for group G2, the
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experiencing sequence was the opposite. Please note that the practice and experimental

sessions were counterbalanced.
5.3.3 Conversational scripts
5.3.3.1 Practice sessions

Two short conversational scripts for practice sessions and asked the participants
for their recommendations were chosen. In first short conversation script,
recommendations were related to type of food while in the second short conversation

script, recommendations were related to club activities during the schooling period.
5.3.3.2 Experimental sessions

To choose conversational scripts for experimental sessions, a separate subjective
evaluation experiment was conducted in which the recruited participants read, and
evaluated four different conversational scripts concerning RoT and SS. Later, | chose two
conversational scripts having equal RoT and SS. The topics of chosen conversational
scripts were “whether a person should choose love or money to live a better life?”” and
“whether a person should save the life of a child or the lives of two old persons in a car

accident?”.
5.3.4 Stimuli

In both experimental sessions, an operator (i.e., participant) and a visitor talked
about two topics namely, “whether a person should choose love or money to live a better
life?”” and “whether a person should save the life of a child or the lives of two old persons
in a car accident?” The content of the topics is presented in appendix. Please note that

conversational topics were also counterbalanced between experimental sessions. In a
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single avatar-based conversation session, an avatar agent (labeled as avatar-I, see figure
6.3) was placed in front of the visitor and teleoperated by the operator to convey the
answers to the visitor. During the conversation, the visitor directed his/her attentional
focus to the avatar agent meanwhile, both visitor and the teleoperated avatar agent were
visible to the operator through the monitor of the video conference system. While in a
double avatar-based conversation session, two teleoperated avatar agents were placed;
one on the left side, and the other in front of the visitor, see figure 5.3. The operator’s
answers were produced by either of the robot avatars randomly and conveyed to the
visitors in a synthesized voice. During the conversation, the visitor kept changing his/her
attentional focus by turning his/her head and torso to the speaking avatar agent.
Meanwhile, both the visitor and the teleoperated avatar agents were visible to the operator
through the monitor of the video conference system. In both experimental sessions, the
visitor not only asked the questions from the operator but was also providing logical
reasoning so that operator think about changing his/her opinion. The sequence of asking
questions, and provision of logical reasoning remained the same in both conditions. The
duration of each practice session was 2 to 3 minutes approximately. While for each of the
experimental sessions, it was 10 to 12 minutes approximately. The language of

conversation practice and experimental sessions was Japanese.
5.3.5 Procedure

The participants were required to visit the experimental site, where they read and
agreed to the content of the written consent form. Meanwhile, they were randomly
assigned to a group; either G1 or G2. In the beginning, participants were required to

complete the two short practice sessions; where they practiced the usage of both systems,
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I.e., single, and double avatar conditions. They were briefed on the functionalities of each
element of the GUI controller and later filled out questionnaire forms. After completing
practice sessions, the participants were then required to complete two experimental
sessions. In the experimental session, participants of group G1 were briefed again
regarding the single avatar condition. In the briefing, the functionalities of all the elements
of GUI, and the topic of conversation were explained to them. They were also instructed
not to rush and provide very long answers. Instead, try to use the system peacefully, reply
with calm, and try to give as many short answers as they want. After that, the first
experimental session was arranged where the participants experienced the conversation
using a single robot condition and filled out the questionnaire form. Similarly, a second
experimental session was arranged where the participants experienced the conversation
using double robot conditions and later filled out another questionnaire form. On the other
hand, for the participants of group G2, the sequence of experience of conditions was the

opposite.
53.6 Measurements

5.3.6.1 Right to talk (RoT)

RoT is an individual’s feelings concerning the provision of equitable speaking and
opinion-expressing opportunities with respect to the peers of conversation. | developed a
new scale in the Japanese language to quantify such feelings of the participants in the
conversational scenario of our experimental setup. A 1-7 Likert-type point scale was used
(strongly disagree, somewhat disagree, disagree, neither agree nor disagree, somewhat

agree, agree, strongly agree) where ratings are summed to yield the operator’s total scores
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for both conditions. The corresponding English translation of the questionnaire is given

in appendix.
5.3.6.2 Validity and reliability of RoT scale

The validity and reliability of the RoT scale were assessed by conducting a
separate subjective evaluation experiment. After obtaining the data from subjective
evaluations, exploratory factor analysis was carried out. The Kaiser-Meyer-Olkin (KMO)
test revealed the sample adequacy (KMO=0.91) and Bartlett's tests of sphericity revealed
the factorability of the covariance matrix (X?(15) = 966.47; p<0.05). The principal
component analysis is used for the factor extraction method. In accordance with the
Kaiser criterion of factor(s) retention, only one factor was retained explaining 87.61% of
the total variance. All items of the RoT scale were significantly loaded for the factor
retained, see appendix. The reliability of the RoT scale was measured by Cronbach’s

alpha which turns out to be very high i.e., a=0.97.
5.3.6.3 Social support (SS)

Social support is an “information leading the subject to believe that he is cared
for and loved, esteemed, and a member of a network of mutual obligations” [148]. |
developed another new scale in the Japanese language to quantify such feelings of the
participants in the conversational scenario of our experimental setup. A 1-5 Likert-type
point scale was used (strongly disagree, disagree, neither agree nor disagree, agree, and
strongly agree), where ratings are summed to yield the operator’s total scores for both
conditions. The corresponding English translation of the questionnaire is given in

appendix.
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5.3.6.4 Validity and reliability of SS scale

The validity and reliability of the SS scale were also assessed by conducting a
separate subjective evaluation experiment. After obtaining the data from subjective
evaluations, exploratory factor analysis was carried out. The Kaiser-Meyer-Olkin (KMO)
test revealed the sample adequacy (KMO=0.85) and Bartlett's tests of sphericity revealed
the factorability of the covariance matrix (X?(6) = 582.63; p<0.05). The principal
component analysis is used for the factor extraction method. In accordance with the
Kaiser criterion of factor(s) retention, only one factor was retained explaining 91.77% of
the total variance. All items of the SS scale were significantly loaded for the factor
retained, see appendix. The reliability of the SS scale was measured by Cronbach’s alpha

which turns out to be very high i.e., 0=0.96.
5.3.6.5 Sense of being attended (SoBA)

SoBA is a scale used to quantify the feelings of a participant concerning being
listened to, attended to, focused upon, or questioned/answered by an individual in a
conversational scenario; developed by [151]. | updated the SOBA questionnaire according
to our experimental setup while keeping the essence of the original scale and translated it
into the Japanese language; obtained reliability 0=0.84. A 1-5 Likert-type point scale was
used (strongly disagree, disagree, neither agree nor disagree, agree, and strongly agree),
where ratings are summed to yield the operator’s total scores for both conditions. The

corresponding English translation of the questionnaire is given in appendix.
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5.4 Results
5.4.1 Rightto talk (RoT)

The Wilcoxon signed rank was conducted to identify the effect of the type of
condition (single avatar vs double avatars) on the RoT feelings of the operator. It was
revealed that the median value of the RoT for the operator of the double avatars condition
(Mdn=35) was significantly higher than the single avatar condition (Mdn=34), (Z =-1.99,

p =0.047, r = 0.23), see figure 5.4.
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Figure 5.4: Right to talk (RoT) score of operators.

5.4.2 Perceived social support

The Wilcoxon signed rank was conducted to identify the effect of the type of
condition (single avatar vs double avatars) on the SS of the operator. It was revealed that
the median value of the SS for the operator of the double avatars condition (Mdn=15) was
significantly higher than the single avatar condition (Mdn=15), (Z =-2.11, p = 0.034, r =

0.24), see figure 5.5.
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Figure 5.5: Social support (SS) score of operators.

5.4.3 Sense of being attended (SoBA)

Experimental conditions

Two paired sample t-test was conducted to identify the effect of the type of

condition (single avatar vs double avatars) on the SOBA of the operator. The mean value

of experienced SoBA for double avatars condition (M=18.29, SD=4.26) was not

significantly higher than single avatar condition (M=18.13, SD=4.06), (t (36) =-0.33, p =

0.74, d = 0.054), see figure 5.6.
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5.5 Discussion

Experimental results revealed that operators talking through double avatars
experiencing relatively higher communication support compared to those talking through
a single avatar; where communication support is assessed by RoT, perceived SS, and
SoBA indices. The operators using double-robot avatars perceived significantly higher
SS in communication compared to operators using a single-robot avatar. Similarly, the
operators using double-robot avatars felt significantly more RoT in conversation
compared to operators using a single-robot avatar. However, there was no significant
difference between the SoBA of operators using single or double robot avatars. It is
suggested that the use of double avatars provides communication support to operators by
manipulating their feelings of RoT and increasing their perception of being supported

socially in conversation.

The main reason for a significant increase in RoT was the operator’s feeling of
ownership of individual RoTs of his/her two remote representations i.e., avatar agents.
Humans tend to follow the rules of talk in conversation [145,146]. In our conversation
setup, where a visitor interacts with two avatars simultaneously, the talk is perceived as a
triadic interaction scenario by operators. In such a triadic interaction scenario, equal RoT
is received by each peer of the conversation i.e., visitor and avatars. Now, since the
operators teleoperated the avatars, and experiences through avatars are considered his/her
own experiences [117] so, the individual RoT of each avatar would eventually become
the operators’ ROT; the main cause of observed effect, i.e., significantly increased RoT
feelings of operators. Such an accumulative RoT would be a maximum of up to two folds.

The main reason for a significant increase in SS was the operator’s feeling of being
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supported by avatar agents in front of the visitor throughout the conversation; even at the
time when there was a difference of opinions with the visitor. Social support is the
information transferred to a subject that leads him/her to believe that he/she is cared for
and loved, esteemed, and a member of a network of mutual obligations [148]. How and
in which specific time frame such information is being transferred, are very important
elements in influencing the beliefs of subjects [165]. Generally speaking, such
information can be transferred to the subject by showing verbal, non-verbal, or both i.e.,
verbal, and non-verbal behaviors in a specific time frame. In our case, the robot avatars
were transferring such information by showing non-verbal supportive behaviors to the
operators in front of the visitors specifically at the time when they finish expressing their
opinions. Such supportive behaviors were shown to the operators throughout the
conversation session; the major cause of observed effect, i.e., significantly high perceived

SS.

The operators talking through double avatars were expected to have significantly
higher SoBA compared to operators talking through a single avatar. However, such an
effect was not observed. Instead, a small increase in SOBA was observed. There could
be two possible reasons concerning why such an effect was not observed for operators:
1) differences in the treatments of the visitors, and 2) the effect of partial occlusion in the
field of view for the operator. In remote interactions, SOBA is more related to the
treatment of the visitors towards the operator’s remote representations i.e., avatar robot(s).
Such treatments were expected to be perceived by operators as treatments to themselves.
However, it seems that operators did not receive similar types of treatments due to varying
degrees of visitors in terms of reproducing similar behaviors as instructed. So, it’s quite

natural to accept such a fact because the degree to which the given instructions are strictly
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followed varies from human to human [166-168]. Moreover, one of the avatars was
placed in the line of sight of the operator i.e., in front of the camera in such a way that its
rear side of the head and torso was evident; causing a small degree of visual occlusion in
the field of view of the operator. For operators, such a visual occlusion hindered the
process of having direct visual attention from visitors, and eventually influenced the
quality of interaction [169]. So, the presence or absence of direct visual attention from

visitors has an influence on the SoBA of operators [151].

Despite the communication support through double physical avatars, however,
there are some limitations. Firstly, the degree to which each participant perceives a lack
of SS and RoT in communication was not controlled. Further, the degree to which each
participant prefers a specific type of SS and a specific timing of receiving SS was also
not controlled. Secondly, I did not recruit participants with a severe lack of perceived SS,
and RoT issues in communication. Thirdly, all of the material of the experiment was
translated into Japanese; a specific linguistic and cultural background. Therefore, the
observed effects do not necessarily guarantee reproducibility in the real world. To
overcome such limitations of mere significant results with participants without severe
lack of perceived SS and RoT issues, interactive experiments with individuals affected
with severe lack of perceived SS and RoT issues using the proposed system in a more
controlled way are required to observe the actual potential of the system in real-life and

to draw more affirm conclusions.

Another major limitation of our study is the usage of non-verbal behaviors of
avatar robots to influence the perceived SS of operators. I did not explore the effects of

using verbal or a combination of verbal, and non-verbal behaviors of avatar robots on the
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perceived SS of operators. Moreover, | also did not explore the effect of time of provision
of SS to operators. Further, whether the effect of RoT will keep on increasing as the
number of avatar robots kept on increasing is also not explored. For simplicity, | only
focused on the effects on the operators’ side in the current manuscript. However, usage
of the proposed system in real life would also require acceptance from the visitors; as
their chances of being affected, due to operators’ severe lack of SS and RoT in

communication, are higher.

Besides limitations, some challenges would hinder the integration of the proposed
system into daily life. In the beginning, it might be a challenging task to find the
appropriate individuals with a severe lack of perceived SS and RoT issues in
communication, and later train them to use such a system in daily life independently.
Further, in subsequent stages, it might also be challenging to endure the cost of
deployment of the system and later bear the maintenance cost along with multiple
unforeseen technical and non-technical issues for which individuals with a severe lack of

perceived SS and RoT will be completely dependent on service providers.
5.6 Conclusion and future work

In this study, I illustrated that a robotic video conference system, having two
teleoperated robot avatar, increases the operator’s feelings of RoT, and SS significantly
in online conversations. While having remote experiences through both robot avatars
simultaneously, the operator can speak through any of the robot avatars. Since talking
through two teleoperated robot avatar will eventually become a triadic interaction
scenario on the visitor’s side, so he/she will be required to abide by the rules of triadic

conversation. Such a situation is advantageous for the operators because, in the end, the
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individual RoT of each of the robot avatar will become operator’s RoT. Similarly, the SS
provided by the robots to each other will also become SS to operator; in front of the visitor
throughout the conversation. Moreover, the operator’s SoBA is also expected to be
increased as the visitor has to be more attentive towards the operator through robot avatars.
To verify such expected effects a field experiment was conducted with RoT, SS, and
SoBA as measured indices. The experimental results showed the positive effect of using
two avatars on the operator’s RoT and SS while not on SoBA. In the future, | will examine
the effect of using the proposed system for people with sever lack of perceived SS, and

RoT issues in communication.

103



Chapter 6

Conclusion and future work
6.1 Conclusion:

In my research work, | explored few advantages of using multi-party
communication scenarios; specifically related to controlling the commitment in
communication and pressure of communication for operators. The results revealed that
the usage of double avatars system helps in controlling such conversational factors for
the operator. In an intuitional study i.e., study I, I implemented a multi-party
communication system and got the intuition about the controlling of aforementioned
factors. It was observed that attentional aspect of visitor can be manipulated, and such a
phenomenon is expected to manipulate the conversational factors. Such an intuition
motivated us to start exploring the advantages of using multi-party communication

system for the operators; hence the following three studies carried out.

In study I, I explored that how to avoid the pressure of communication and get
the commitment of visitors for operators; where avoidance of pressure of communication
was assessed with the reduction of CA and AEC. While commitment in communication
is obtained by diverting the visitor’s attention towards own self while explaining the
reasons for choosing a particular yes/no option. In study Ill, | explored that how to avoid
the pressure of communication and give your own commitment of communication; where
avoidance of pressure of communication was assessed with the reduction of stress of
managing RT in communication, while commitment of communication is given by

diverting responsibility towards the supported agent instead of operator for replying late
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in communication. In study IV, | explored that how to direct/give a pressure of
communication towards visitors and get their commitment of communication; where
directing/ giving the pressure of communication was assessed with the increased RoT and
SS in communication. In the future, | will be exploring further possibilities for

manipulating the proposed conversational factors for operators.
6.2 Future work of Ph.D.

The future work of the Ph.D. is focused on additional factors that can affect the
proposed conversational factors i.e., giving and getting commitment, and avoiding and
giving or directing pressure of communication. The proposed axes are further expanded
to explore the possibilities, and directions of future work in four quadrants’ regions, see

figure 6.1. I have indicated a few such factors and provided a concise explanation.
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Figure 6.1: Research map and future work ideas
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6.2.1 Avatar personality design

Personality plays a vital role in forming interpersonal relations with others [170].
The personalities of avatar can be designed or altered [171]. The degree to which the
personality of avatar is designed depends upon an individual’s own personality traits and
preferences [172]. People prefer to change the personality of the avatars based on the
context of conversation [173-175] and avatars personality affects the quality of the
interaction [176-178]. Designing of personalities of avatar also incorporates avatar
realism; defined as the degree to which an avatar is similar to its operator in terms of
appearance, behavior, and personality. Increased degree of realism of avatars increases
the naturalness of communication [179,180]. Awvatar personality designing is a useful
factor that can influence the conversational factors | am interested in e.g., getting/giving
commitment, and directing/giving the pressure of communication, see figure 6.2.
Considering the previous literature there could be two possible hypotheses that can be

tested. They are as follows:

Hypothesis I: The operators who talk through avatars having competitive
personalities perceive high communication competence of themselves compared to those

who talk through avatars having non-competitive personalities.

Such a hypothesis will contribute towards the controlling the conversational
factorsi.e., (give) pressure, and (give) commitment. Imagine a situation where an operator
has two avatars to talk with the visitor, where one avatar has competitive personality. The
avatar with competitive personality will generate a sense of competition with visitor
which will help in giving the pressure of conversation hence increasing the operator’

feelings of competence in communication. While, on the other hand, in case of having a
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competition that visitors do not like, then operator can easily give the commitment to the

avatar with competitive personality.

Hypothesis Il: The operators who talk through avatars having cooperative
personalities have a high willingness to communicate compared to those who talk through

avatars having non-cooperative personalities.

Such a hypothesis will contribute towards (avoid) pressure, and (get) commitment
factors of conversation. Imagine a situation where an operator has two avatars to talk with
the visitor, where both avatars have cooperative personality. The presence and availability
of avatars with cooperative personality will reduce the likelihood of seeking escape from
the communication for apprehensive operators; hence increasing their willingness to
communicate that will be avoiding pressure of communication. Furthermore, cooperating
personality avatars will indirectly affect the visitors as well to get in line with the avatars

and eventually becomes cooperative towards operators; (get) commitment.
6.2.2 Dialogue flow design

Designing the flow of the dialogue is an important factor that can affect the
conversational factors | am interested in e.g., getting/giving commitment, and avoiding
the pressure of communication, see figure 6.2. The design of flow of the dialogue can be
controlled by integrating the empathy factor in it and establishing positive relations with
the visitors [38,181-183]. Presence of empathy makes the communication effective [184],
[185], while its absence generates frustration [186]. Considering the previous literature

there could be one possible hypothesis that can be tested. It is as follows:

Hypothesis: The operators who talk through empathetic avatars can form better

interpersonal relations compared to those who talk through non-empathetic avatars.
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Such a hypothesis will contribute towards (avoid) pressure, and (get) commitment
factors of conversation. Imagine a situation where an operator has two avatars to talk with
the visitor, and both are empathetic towards visitors and operators. The presence of such
empathetic avatars will help in calming down the situations where difference of opinions
exists between two parties i.e., visitors and operators; (avoid) pressure. Sometimes, the
empathetic avatars will talk in line with visitors that will encourage them to share similar
type of experiences with details in communication [187]. Such a situation will be
advantageous for the operators because they would like to take the credit; (get)

commitment.
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Figure 6.2: Future works
6.2.3 Teleoperation load design

The teleoperation load is an important factor that can affect the conversational

factors | am interested in e.g., getting/giving commitment, and avoiding the pressure of
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communication, see figure 6.2. The teleoperation load can be controlled by manipulating
the degree of autonomy of avatars. It influences the ease in communication for operators
[188]. However, the change in teleoperation load of operators cannot be judged by the
visitors [189]. Considering the previous literature there could be one possible hypothesis

that can be tested. It is as follows:

Hypothesis: The operators having a low teleoperation load will abide by the rules

of talk more compared to those operators having a high teleoperation load.

Such a hypothesis will contribute towards (avoid) pressure, (get) commitment,

and (give) pressure, and (get) commitment factors of conversation.

Imagine a situation where an operator has two avatars to talk with the visitor;
where one of the avatars has high teleoperation load while the other avatar has low
teleoperation load. In such a situation, operators will get busy and will be unable to abide
by the rules of talk so ease of talk will reduce. In that case, operator can give the
commitment to the avatar for not properly following the rules of talk (e.g., unequal
number of utterances, and unmatched speech convergence etc.) and hence (avoid)

pressure.

On the other hand, imagine a situation where an operator has two avatars to talk
with the visitor, and both have low teleoperation load. In such a situation, operators will
be relieved and hence will be able to abide by the rules of talk so ease of talk will increase.
In that case, operator can give the pressure of communication to visitor and consequently

get the commitment for following the rules of talk more accurately.
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Appendixes
Chapter 03: The SoBA questionnaire and conversational scripts of experiment.

Questionnaire to assess the sense of being attended (SoBA) to of the interviewee.

Item Questions

The interviewee felt that the interviewer:

1 carefully listened to his answer?
2 was interested in his answer?

3 was attentive to his answer?
4

was trying to understand his answer.

* Internal consistency o = 0.81.

Human condition (Human in Experiment-I and Human (averted) in Experiment-II):

In human conditions (see Fig. 3.3 and 3.8), the participants were discussing
earning money through unfair means and paying taxes. “Q” represents the interviewer’s

question and “A” represents the interviewee’s answer in his/her voice.

Interviewer: Q1: If you get a chance to earn a money that is not 100 % fair near you, will

you go for that?
Interviewee: Al: No, I will not go for that.
Interviewer: Q2: Why? Why will you not go for that?

Interviewee: A2: Well, I think it is ethically not correct and it is important for me. So, this

is the reason | will not go for that.

Robot condition:

In the Robot condition of Experiment-1 (Fig. 3.4 (B)) and II (Fig. 3.9 (B)), the

participants were discussing the same issue as in the Human conditions. “Q” represents
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the interviewer’s question and “A” represents the interviewee’s answer, where the first
answer is given by the teleoperated robot avatar, whereas the second answer is the

interviewer’s own voice.

Interviewer: Q1: If you get a chance to earn a money that is not 100 % fair near you, will

you go for that?
Interviewee: Al: No, I think I do not. (Robot avatar utterance).

Interviewer: Q2: Why? Why will you not go to this? You (pointing gesture toward the
online conference monitor with web camera so that interviewee perceived that the
pointing gesture was toward him/herself) can think with him (pointing gesture to robot

avatar) and propose some answer.

Interviewee A2: Well, I think it is ethically incorrect and it is important for me. This is

the reason | will not go for that.
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Chapter 04: Conversational scripts of both subjective evaluation experiments.
Subjective evaluation experiment I:

Questions asked by the interlocutor in video stimuli of the conventional and
proposed video conference system. Here, “Q” is a question and “A” is the answer. The
participant (i.e., interviewee) answered all questions by typing on the tablet. The language

of the conversation was English.

Interlocutor: Q1: If you get a chance to earn money that is not 100 % fair near you, will

you go for that?

Participant: Al: [participant’s answer].

Interlocutor: Q2: Why? Why will you not go for that? Please think about it.
Participant: A2: [participant’s answer].

Interlocutor: Q3: Do you think that paying for tax actually reduces the overall household

income of a person?

Participant: A3: [participant’s answer].

Interlocutor: Q4: Why? Why do you not think so? Please think about it.
Participant: A4: [participant’s answer].

Subjective evaluation experiment I1:

Conventional System:

In the conventional system (see Fig. 4.9 (a)), participants discussed earning money
unethically and paying taxes. “Q” represents a question asked by the interviewer, and “A”

represents an answer, given by the interviewee through an avatar agent (robot).
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Interviewer:Q1: If you get a chance to earn money that is not 100 % fair near you, will

you go for that?

Interviewee:Al: No, | will not go for that.

Interviewer:Q2: Why? Why will you not go for that? Please think about it.
Interviewee:A2: because it is not fair in my opinion. So, | will not go for that.

Interviewer:Q3: Do you think that paying for tax reduces the overall household income

of a person?

Interviewee:A3: No, | do not think so.

Interviewer:Q4: Why? Why do you not think so? Please think about it.
Interviewee:A4: Because it is the money that all the people should pay.
Proposed system:

In the proposed system (see Fig. 4.2, and Fig 4.14), participants discussed the same
money-related issue. “Q” represents a question asked by the interviewer, and “A”
represents an answer given by the interviewee either through the teleoperated avatar agent

or supporting agent.

Interviewer:Q1: If you get a chance to earn money that is not 100 % fair near you, will

you go for that?
Interviewee:Al: No, | will not go for that [from avatar agent].
Interviewer:Q2: Why? Why will you not go for that? Please think about it.

2

Interviewee:A2: He said, “because it is not fair in my opinion. So, I will not go for that.

[from supporter agent]
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Interviewer:Q3: Do you think that paying for tax reduces the overall household income

of a person?
Interviewee:A3: No, | do not think so. [from avatar agent]
Interviewer:Q4: Why? Why do you not think so? Please think about it.

Interviewee:A4: He said, “because it is the money that all the people should pay.” [from

supporter agent]
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Chapter 05: The conversational scripts of experiment and RoT and SS scales.

Conversation Script # 1: Love VS Money

*ROOWHEMFuEY P2 FOVLTHLANS, FHLTLEI W,
HF: CAITblL,
Hor o

HF: SHIZ TAIZ. XOVRWAEZELE -0, BEEIRZI ), BE& 7 E
EREPOFERZEONZLELLAEBERDD] &) by 7T, fALER
ZlTwizlzgzwblBnwtd, XALWTL k92,

Hr ...

T CDOEY ZIZDOWTHARZIIFZEI VI CEAEEL L TTH?
HoDRIZE% LT 258 ATLEE Y,
ot FAIX., BAIEVFE T, [ 1]

o4y At BEREZECE T, [Hif 2]
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[535 1]
Ho fht, B2 ENT S,

HF: 2! ZoERDb-E2dTTR, L2rL, FAlZHH>—D2DERD
HEZLE-T0ET, RIXIVRWALEZ XL Z0ICE, BETEIARBE%
BIEREZLEWTET, BETL2TFRTERVDDIFLETHIEVWERE I DT
T, £H)IFREEAN?

Hor ...

HF: 2 THIRERONEEZEZET L, B2 ESTIVAERLZLESDTT
3. X ) TIERWTL & 9 2%

Hor ...

HFE: Z25TLxID, EFEE BERTOIDNRBETHR S EEVWET,
NECZEBNTH, PIZEREZEH-Y, HE2H-7Z) ., ZDMHOERMD B8
THZ2SLEWE T, BlInEgisr?

B ...

HT: BlIErLEHIICTHARZLEEVT T, twnoDd, B&03bnE., #F
FRHTHEELET L, ABICBVTBEREV V2D LAKR VB E W)
AL O ORI NE T, £ THIE, BICOWTHEBRNICHE 2 72 0 K]z H
W) TE L LEVET, £ THEAENTL & 9D

Hor ...

HTF: SoEMc, D30l Bn0oER (B2X Wb EPER) %
Bil-nwEidBnEgin?

A DEIEZ LT 2 HEATL I 0,
o, ERZZZE T, [k 1-1]

ez, BRIEIAZZTHA, [HIK1-2]
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[Frise 1-1]
Ho kv, BRZZ2 3,
MF 28 IBREEZ D TTH?

S I
HF2FEV, BEIVIBRLESIRZTTHL, LWWIFETLEIN?
Bt

MF: 25 TTn!l bhric, HAOREOEET, BE2E L E D, &%
EEREDPOFERZEBONTZH, ShOHREIFEILETH?

Hor ...

HF: 2213, Z0:ERIZ. HENICLZEZ T, T2xH7eBnEdn?
Ho ...

HF: EHLTEIEY DTTN?

Hor ...

MEF 20 F L, BREEZWEZZ, B985 T3 0nE L,
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[Fri 1-2]
A vz, BRIZEZ A,

HF: EHLTEHIE> DTT0?

S I
HF: 20, BELELLVDE LRSSV EELZL VIR TL &9 D,
Bt

MF: 25 TRl bhihic, HADOEEDAERT, BE2ESZ D, BE%
EEREDPOFERZEBONTZH, ShOHREIFEILETH?

Hor ...

HF: bz s, ZoERIE, HEMICDHDEZ T, TEZHFEBVWETN?
Ho ...

HF: 5 LTI DTTH?

Hor ...

MF: 750 F L7, BRHEZWEZEZ, HOU2L ) TInE L,
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[471Ez 2]
H : fAAise 2 ERT T,

HF: 2l 20ER—Rbb o TTHR, LIArL, FAlgd 5> —2DERD
HEZLBoTwIET, AL VRVWALEZIEXE=DICIE, &L D HELEE
ROPEELEBWET, BETLATFIRALAVDDIRLETLSWVWEESDT
T8, ZHEFEEEAN?

Hor ...

HFE: 23z 5T, THICEL LTSI BEDOERIIA-TL 3
BB wET, kT, BEELLTH, BHWchBRRAEEZENLS
7L, ZNERFERNADRELTL A2 ICENRLERIDTTHR, £5
TEWEEAD?

Hor ...

HF: znTd, Z2DIXHI b rHETLIZDICKD LN S 7245 ) HE I E
BThF, ¥FR—FLTLNBZ A N—+F =208, L hELLREHDE
FENBZDOTIEROEESDTTRA, ZNICOVWTEFAZEINTHATL D
2> ?

Hor ...

T L2LREWI B - b F—2Bnd b, —ATRBERTERWVLALD
o I REECI L A, ERECHENAfM AL 2R B b oRBTE, 2
DAERIRICHICR 2 L LTCHOED L RBHENRED L Lonh & Lz{Ri#E
FHICBENE2DERSDTTR, £ TREREVWTTH?

Hor ...

T S0BBEc, DAL EIrolHSOER (BX B84 EN) %
BT nEIFBEWESA0?

49 D& & LLF 2 5IEAT 7 X0,
ol MRAEZATT ., 4l 2-1)

ez, BERAELZZIHA, [HIF2-2]
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[571E 2-1]

Horldw, BEREZZEZET,

MF: b n 38R E2Z A 2D TE»?

S

HE 2FV, BOHREEIVDEELWIETL X I H?
E

MF: 25 TTn!l bhric, HAOREOEET, BE2E L E D, &%
EEREDPOFERZEBONTZH, ShOHREIFEILETH?

Hor ...

HF: R213E, Z0:ERIZ. HENICLZEZ T, T2XxHy77eBnEdn?
Ho ...

HF: EHLTEIEY DTTN?

Hor ...

MEF 20 F L, BREEZWEZZ, H00L5 T3 0nE L,
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[l 2-2]

B vz, BREEX A,

HFE &L TEIRS DT

S -

HF 20, BRERBIVIEETHLL0HIFETT?
S -

MF: 25 TTn!l bhric, HAOREOEET, BE2E L E D, &%
EEREDPOFERZEBONTZH, ShOHREIFEILETH?

Hor ...

HF: b3 s, ZoERIE, HEMICDHDEZ T, TEZHFEBWETN?
Ho ...

HF: 5 LTI DTTH?

Hor ...

MF: 750 F L7, BRHEZWEZEZ, HOU2L ) TInE L,
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Conversation Script # 2: Car Accident

kKOO FIHF Ry P 2FOOLTIRLANL, GHLTLZE v,
HF 2 AchiL,

=

MF: SHI IdERe, TFH—A] & TZAZAN] oL %2 25
EL7H, EBELEHMOINRNZ] L) by ZIZOonWT, FALEMmAE L T
I2lrg7-nweEnwEd, XALWTL & 92,

Ho
HF ZOPEy ZIZo0nThHAREIIE I W TERITE S T2
CHHORIZEEZUT 2 0IEA T W,

o5 FHE—AZW I REFLLBVET, [ 1]

oHM BAANER I REL BT T, 4K 2]
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[535 1]
Ho: FE— AZRH) ~EZ e BT,

HE 223! 20— Do TITNHR, LrL, FAXDHI—D2DERD
HEZLEsTwE T, Ak, FE—AofRbvic, EAZAZIT2HBE
WwWeEwES, Zoome oMz R IT260d ) ZAD TR RE R
DTIEFRNTL X 9D,

S

FHF: L2, WS HLRATH “ODMICHEEZHDTL X I, ETH LU 7K
WTT B, ZHIE-B 20D TI,

SR

MF: Ao RFEIREEL . FMECTELEDFLLY»ET, LrL., &
THHC o7 LTHREILILREZDETLI I D, V&L DMmERERK
blar ol b HEB P AEENERH 2 LS DT, TRITIFERL
THAD?

SR

HE: #5TLEI Dy ZOEZIIMBOEL DALY INZEEET T L,
FHAEZBLHELBHICEVWRLL SDTIERWTL k5D,

SR

HF: SO T, a3 EEEolAn0ER (F—AZHIRE) %
RrZTz e ZBnEEAp?

CHODORIZ R AT HEATL 230,
ol BRAEEZ I I, [l 1-1]

ez, BRIEIAZZTHA, [ 1-2]
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[ 1-1]

Hor: 3w, BRZ2EZET,

HF: b hdBRE2ZE 2 0TI ?
Ho

HE: 20, o0mafd i, —2omiEW>F L0 b, flzzhrst
oz LCh, EETH L LEWIFETT D,

S

MF: 2H5CcFn!l bhaiic, BOOEBROEEC, REFHELH > T, [T
fft— Al & TZAAl b oLz WEREZEONTZL, 50 H
7z LETH?

S

MHF: 5138, ZoERIZ, HENICHEZ T, TE2ZHFLELEWETHN?
EHO i,

MF: 5L TxHIB50TTH?

EHO o,

MF: 750 F L7, BREZWAEZEZ, YL TInE L,
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[l 1-2]

B vz, BREZEX A,

HFE: 5L TEIRSDTTDR?

Ho

HMFE 20, Fiichnid, BEAZANLERZ LELEINLINEZTHE, &
VRSB 5 G N

S

MF: 2H5CcFn!l bhaiic, BOOEBROEEC, REFHELH > T, [T
fft— Al & TZAAl b oLz WEREZEONTZL, 50 H
7z LETH?

S

MHF: 5138, ZoERIZ, HENICHEZ T, TE2ZHIFLEWETN?
EHO i,

HMF: 9L Tz HIBIDTTh?

EHO o,

MF: 950 F L7k, BREZWAEZEZ, YL TInE L,
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[471Ez 2]

H: ZEAZANEZRY NEZEBnET,

M 23132 z2oER bbb TThR, LarLl, fAlZd ) —o0ERD
HELS LB oTnE T, A, FHER FBEAAZR I F LY L ELX
NEZRETH2 LB TS, FHHoOMOEAITIEZEANEERZLE) LRWET
DT,

S

P —fmic, 0V 0 &) omDlifERFERDIZZ 572 & BwnE 325,
TFHITEDORIEICL 5 Tlolr— AD T LT A, FOEE. 2D
FIIZFDOFEDOIRDERE LR L2 L5213 T, HENEERL AT VWEE Db
TE T,

SR

MF: LB ATOFHTH, KIFECL>oCE TRz TT, L
L, EeERICE >TiE, fERNZEEL LTh P AEECHERAEA
o, R o Tz b LhvEdA, 20X RBIALLATHRIZD
THEEZR S BEIIRZ VDO TIIARWTL & 9 2%

SR

WP DALEVILWTTR, THoFiEiZ, ZoREOERKTH 5 Tit%B)
T nze LT, AE A2 F—Fr LT N3 b LERA L, EA
DGE. OO WEHFEVHRVDTIZRWTL & 9 D

SR

HE: SOBEECc, ba-likigrol Ao oER (FAZAZHINE) %
BrzlzwEldBnwEA0?

HoDRIEZLLT 2 HiEATL 7230,
ol i\, BERZAEZ T T, [ 2-1]

oz, BRZZEZIEA, [570k2-2]
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[571E 2-1]

Horldw, BEREZZEZET,

HF: he€da3BRE2ZLZ7-0TTH?
S

AF oY, FHAERIHA, SAOEAERIFLIY DAFTH B,
LW HTTD?

B

W 25 TFn! baikic, HITOKREDELT, ZOlEFRLPH->T, [T
ffle=A] & TEAZA] 0L ohLARAAVRREZALLEL, 5505
BIEES LET?

S

MHF: 5138, ZoERIZ, HENICHEZ T, TE2ZHIFLEWETN?
EHO i,

MF: 5L TxHIB50TTH?

EHO o,

MF: 950 F L7k, BREZWAEZEZ, YL TInE L,
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[F3l 2-2]

o wwz, BREZEXFEA,
HFE 5L TZI R DTT?
T

HF: 2F 0, HlzZnimThHoze LThH, Z2D0Miz—2DFE Wir et
NTERINBERZITHELVWIHTTH?

S

T 2H5cFn!l Bhaikic, HHoOFEBROEIET, RBHEELH >, [T
flk— A & TZAZA] o boh LA RVERZEAON:EL, 5450 H
7z LETH?

S

MHF: 5138, 20:ERIZ, HENICHEZ T, TE2ZHIFLEWETN?
EHO i,

MF: 5L TxHIB50TTH?

EHO o,

MF: 50 F L, BREZWAEZEZ, YL TInE L,
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The Right to talk scale and its validity analysis:

Right to talk (RoT) scale English version:

How did you feel during the conversation? Please evaluate it using the following:
About your right to talk:

I could talk normally.

I had a fair order to talk.

| could talk sufficiently during the conversation.
| could express my opinion.

The order of the conversation was assigned to me properly.

© a k~ w N oE

I could express all my sentences without any interruption.

Right to talk (RoT) scale Japanese version:

fRPIc D XS I T B, UTCRMliZ{TR->TL7ZE v, H
5 DEFTHEFNICOWT [options: &< 25 Bbhwv, Z58bhwv, Ebbrbn
ZIEZ 2B b, EBLThAW, Eborlwx Xz, 2585, LT
b% 95 EI]

FTE B IZFEE TV e,

RTINS AZFETNEE S G- 2 v T,

[ THERR THaE T,

TR OERZS 2T,

FETIEE N B A ERIT B El> TR TV,
ROFEISZEONT, bR A EREE Tt

iy

N

L
ﬁ
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Right to talk (RoT) scale factor analysis:

Exploratory Factor analysis table of right to talk (ROT) scale
Sr. Items Factor-I | Commonalities
Loadings
1 T E@ICEEE T, : 0.967 ! 0.935
2 | BCRAFIETIEESS 2 b Tk, 1 0922103850
3 i ctaite T, 1 0.973 1 0.947
1 1
4 FZESDOER*E 2TV, :0.938 :0.881
5 | ETIEE DD © A LFAIC b o THRT W, 1 0.969 10938
6 |BOFEEIAFLNT, brALRkEciler, 10840 0706
""""""'""""'""""]EIo'eE\’/élﬁe'n's'zfs """""""
Percentage of the total variance | 87.61%
Total variance ! 87.61%

Method: PCA; Rotation: Varimax
The social support scale and its validity analysis:

Social support (SS) scale English version:

How did you feel during the conversation? Please evaluate it using the followings:
About social support:

1. They cared for me properly.

2. The member(s) of the conversation expressed affection for me.
3. The member(s) of the conversation respected me.
4

| was treated properly as a member of the conversation.

Social support (SS) scale Japanese version:

HERPICED X I Tz B2, U CRHliZ1TR> T2 & v, #h
7P R — FICDWT [options: &L 29 BbAawv, 25 Bbirwn, E¥H5TH
v, 25”5, 2 ThEHEI]

FITHRALRE->THHZ TV,

BRED A AN = IR E R DR Z RN TV,

BEED A L N— TR B DA Z TN,
FMNIEFFEDO A o R—D—E8 & L TOmEuRHINE 5 i Tz,

A w e
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Social support (SS) scale Factor Analysis:

Exploratory Factor analysis table of social support (SS) scale
Sr. Items Factor-I | Commonalities
Loadings
1 Fhizb 2 A LERBoTH L ZTW, ' 0.969 ' 0.938
2 OB B PATE S TN A Pk AR LY :0.964 :0.929
I I
3 .L\uu@)( Vo —IZ f/ {g_?fifjﬁ((/) o @frﬂl‘}fl‘)-/to :0930 : 0.865
4 | FREED A v —0—BE LTo@ akvE > | 0969 1 0.939
Thafes : :
Eigen Value 1 3.67
Percentage of the total variance | 91.77%
Total variance 1 91.77%

Method: PCA; Rotation: Varimax

Sense of being attended to (SoBA) scale- English version:

To what extent were you attended to during the conversation? Please evaluate this using
the following:

a b wpnE

I could convey my opinion to the interlocutor.

The interlocutor was interested in my opinions.

The interlocutor understood my answers.

The interlocutor paid attention to me through my avatar (the robot).
I could communicate with the interlocutor naturally.

Sense of being attended to (SoBA) scale- Japanese version:

REGICENIIESIMTE DR T THATLZEw (UTT [HHF] Lidm
Ay P EXNFEL T ADZ L TH) , [options: =< Z 5 Ebkwv, 25 8bk
W, EBELTh Ry, 25, b Th 2]

AN

FIIHFICBZOEREIZZA D Z ENTE,
FIFIIROERICHEBEZ R LT,
FHFITRLDE 2 % BRfE L TNz,

FHFREFROT ANE— (vRy ) Z@ELUTRIZER LTV,
T & BARICERFENTE T,
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