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0. Introduction. The problem of statistical discrimination has been hitherto investigated with respect to mean vectors of several multi-dimensional normal populations with a common variance matrix by Fisher [7], [8], [9], Wald [31], Rao [23], [24], Anderson [3], [4] and others. We shall consider in this paper the problem with respect to variance matrices of two multi-dimensional normal populations with a common mean vector. The reason why this problem has not been taken up before seems to be the complexity of its theory on the one hand and the scantiness of its application to practical sciences on the other, compared with that for mean vectors. But the theory can be developed to some extent and there has been found at least one interesting application in the field of biometry.

The paper is divided into three parts. Part I is concerned with the case when the populations are completely specified, or the common mean
vector together with two variance matrices are all known. Part II deals with the case when the populations are incompletely specified, while the information for unknown parameters is provided by a random sample taken from each population. Part III finally illustrates the theory by a practical example.

**PART I. COMPLETELY SPECIFIED POPULATIONS**

1. **Problem of discrimination.** Let \( \Pi_i \ (i=1, 2) \) be two populations in a space \( \mathcal{X} \) and let \( P_i \) be their probability functions. We do not in this section set up any assumption for \( P_i \) such as normality. If an observation is performed on either \( \Pi_1 \) or \( \Pi_2 \) and the result \( x \) belonging to \( \mathcal{X} \) is informed to us, we are confronted with the problem of discrimination. We may take either the decision \( d_1 \), judging that \( x \) came from the population \( \Pi_1 \), or the alternative decision \( d_2 \) in favor of the other possibility.

Let \( w_i \ (i=1, 2) \) be the loss incurred in adopting \( d_{-i} \) when \( x \) comes in fact from \( \Pi_i \). Let \( \varphi, \ 0 \leq \varphi(x) \leq 1 \) for any \( x \), be a randomized decision function to the effect that when \( x \) is observed we adopt the decision \( d_2 \) with the assigned probability \( \varphi(x) \). We call \( \varphi \) a *discrimination function*, distinguishing it from the term discriminant function originated by R. A. Fisher. The error that we adopt \( d_2 \) when \( \Pi_1 \) is true or the error that we adopt \( d_1 \) when \( \Pi_2 \) is true has the probability

\[
P(2\mid 1, \varphi) = \int \varphi(x)P_1(dx) \quad \text{or} \quad P(1\mid 2, \varphi) = \int (1-\varphi(x))P_2(dx),
\]

respectively. And the expected loss or risk when \( \Pi_i \) is true is given by

\[
R_{\varphi}(P_i) = w_i P(3-i\mid i, \varphi).
\]

If by some random device \( \Pi_i \ (i=1, 2) \) is chosen with probability \( \pi_i \ (\pi_1 + \pi_2 = 1) \) to give rise to an observed value \( x \), then the average risk is

\[
R_{\varphi} = \sum_{i=1}^{2} \pi_i R_{\varphi}(P_i).
\]

A discrimination function \( \varphi \) minimizing this expression is called a *Bayes discrimination (function)* with respect to \( (\pi_1, \pi_2) \) and is often denoted later by \( \varphi_B \). Similarly, \( \varphi \) minimizing the maximum risk

\[
R^*_{\varphi} = \max (R_{\varphi}(P_1), R_{\varphi}(P_2))
\]

is called a *minimax discrimination (function)* and is denoted by \( \varphi_M \).

We assume now that the probability functions \( P_i \ (i=1, 2) \) have
density functions $p_i(x)$ with respect to a certain measure $\nu$ in $\mathcal{F}$. Welch [33], Rao [24] and Anderson [4] states a theorem on non-randomized Bayes discrimination which is easily adapted to the randomized case such as

**Theorem 1.** A necessary and sufficient condition that a discrimination function $\varphi$ is Bayes with respect to $(\pi_1, \pi_2)$ is that $\varphi$ satisfies

$$\varphi(x) = \begin{cases} 1 & \text{if } \pi_1 w_1 p_1(x) < \pi_2 w_2 p_2(x) \\ 0 & \text{if } \pi_1 w_1 p_1(x) \geq \pi_2 w_2 p_2(x). \end{cases}$$

There exists at least one Bayes discrimination.

The theorem is obtained from the equations

$$R_\varphi = \pi_1 w_1 \int \varphi(x) P_1(dx) + \pi_2 w_2 \int (1 - \varphi(x)) P_2(dx)$$

$$= \pi_1 w_1 \int \varphi(x) \left[ \pi_1 w_1 p_1(x) - \pi_2 w_2 p_2(x) \right] \nu(dx).$$

There exist many Bayes discrimination functions so long as the set of $x$ determined by $\pi_1 w_1 p_1(x) = \pi_2 w_2 p_2(x)$ has positive $\nu$ measure but of course the average risk $R_\varphi$ for each of them coincides.

Similarly, corresponding to the theorem of Mises [18] and Anderson [4] on the non-randomized minimax discrimination, we get under less assumptions

**Theorem 2.** A necessary and sufficient condition that a discrimination function $\varphi$ is minimax is that $\varphi$ satisfies

$$R_\varphi(P_1) = R_\varphi(P_2)$$

as well as (1.5) for some $(\pi_1, \pi_2)$. There exists at least one minimax discrimination function.

The theorem is implied in the following Lemmas 1 and 2.

**Lemma 1.** Two properties below are equivalent:

(i) $\varphi$ is minimax.

(ii) $\varphi$ minimizes $R_\varphi(P_i)$ under the restriction (1.6).

Proof. It suffices to show that any minimax discrimination function satisfies the equation (1.6). Now suppose that for some $\varphi^*$ we have $R_{\varphi^*}(P_1) < R_{\varphi^*}(P_2)$. For $\varepsilon, 0 < \varepsilon < 1$, put $\varphi(x) = \varepsilon + (1 - \varepsilon) \varphi^*(x)$, then

$$R_\varphi(P_1) = \varepsilon w_1 + (1 - \varepsilon) R_{\varphi^*}(P_1), \quad R_\varphi(P_2) = (1 - \varepsilon) R_{\varphi^*}(P_2).$$

Choosing $\varepsilon$ such that $R_\varphi(P_1) = R_\varphi(P_2)$, we know that

$$\max_{i=1,2} R_\varphi(P_i) < \max_{i=1,2} R_{\varphi^*}(P_i).$$
which implies that \( \varphi^* \) is not minimax.

**Lemma 2.** The property (ii) in Lemma 1 is equivalent to (iii) \( \varphi \) is Bayes for some \((\pi_1, \pi_2)\) and satisfies (1.6).

Proof. The equation (1.6) is written in the form
\[
\int (1-\varphi(x))[w, p_i(x) + w, p_2(x)] \nu(dx) = w_i
\]
and the condition \( R_\nu(P_1) = \min. \) is equivalent to
\[
\int (1-\varphi(x))w, p_i(x) \nu(dx) = \max.
\]

Thus the problem is quite analogous to that of testing hypothesis; hence Neyman-Pearson's fundamental lemma gives the solution
\[
1-\varphi(x) = \begin{cases} 
1, & \text{if } c, w, p_i(x) \geq c, [w, p_i(x) + w, p_2(x)] \\
0, & \text{if } c, w, p_i(x) < c, [w, p_i(x) + w, p_2(x)] 
\end{cases}
\]
for some \( c_1 \) and \( c_2 \). This is equivalent to
\[
(1.7) \quad \varphi(x) = \begin{cases} 
1, & \text{if } c^*_1 w, p_i(x) \leq c^*_2 w, p_2(x) \\
0, & \text{if } c^*_1 w, p_i(x) > c^*_2 w, p_2(x)
\end{cases}
\]
for some \( c^*_1 \) and \( c^*_2 \). Since \( c^*_1 \) and \( c^*_2 \) are readily seen to be non-negative, they determine a prior probability \((\pi_1, \pi_2)\) rendering (1.7) identical with (1.5).

Existence of a minimax discrimination function results from the condition (iii).

2. Bayes discrimination for variance matrices. From this section through the last let \( \Pi_i \) \((i=1, 2)\) denote a \( p \)-dimensional normal population \( N(\mu, \Sigma_i) \) with a common mean vector \( \mu \) and a variance matrix \( \Sigma_i \).

Then the space \( \mathcal{X} \) of observation is an Euclidean \( p \)-space. Furthermore throughout Part I we assume that \( \mu \) and \( \Sigma_i \)'s are known completely. The \( i \) th density function (with respect to Lebesgue measure) is
\[
p_i(x) = (2\pi)^{-p/2} |\Sigma_i|^{-1/2} \exp \left[ -\frac{1}{2} (x - \mu)' \Sigma_i^{-1} (x - \mu) \right],
\]
a prime superfixed to any vector or any matrix denoting always the transpose. From Theorem 1 in the preceding section any Bayes discrimination function is given by
\[
(2.1) \quad \varphi_b(x) = \begin{cases} 
1, & \text{if } Q \succ k_B \\
0, & \text{if } Q \prec k_B
\end{cases}
\]
where
\[(2.2) \quad Q = (x - \mu)'(\Sigma_1^{-1} - \Sigma_2^{-1})(x - \mu)\]
and
\[(2.3) \quad k_B = 2 \log \frac{\pi_1 \omega_1}{\pi_2 \omega_2} + \log \frac{\Sigma_2}{\Sigma_1}.\]

The function \(Q\) corresponds to the linear discriminant function appearing in the discrimination for means and hence will be called the quadratic discriminant function. Since the set of \(x\) satisfying \(Q = k_B\) has Lebesgue measure zero, the Bayes discrimination is determined uniquely with probability one.

There exists a non-singular matrix \(F\) as well as a diagonal \(\Lambda\) with the diagonal elements in descending order in magnitude such that
\[(2.4) \quad F'\Sigma_1 F = I, \quad F'\Sigma_2 F = \Lambda,\]
where \(I\) denotes the identity matrix (cf. for example Roy [28]). The diagonal elements \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p\) of \(\Lambda\) are the roots of the determinantal equation
\[(2.5) \quad |\Sigma_1 - \lambda \Sigma_1| = 0,\]
or in other words the eigenvalues with respect to the pair \((\Sigma_1, \Sigma_2)\). They are all positive since both \(\Sigma_1\) and \(\Sigma_2\) are positive definite. Two equations in (2.4) together imply that \(\Sigma_1 F = \Sigma F \Lambda\), and therefore \(\Sigma f_i = \lambda_i \Sigma f_i\) for the \(i\)th column \(f_i\) of \(F\) \((i = 1, \ldots, p)\). This means that \(f_i\) is an eigenvector with respect to the eigenvalue \(\lambda_i\) and the pair \((\Sigma_1, \Sigma_2)\). If all the \(\lambda_i\) are distinct, then \(F\) is determined uniquely except for the sign of every column. Uniqueness will be required later but not for the present.

Define
\[(2.6) \quad y = F'(x - \mu),\]
then we have
\[(2.7) \quad Q = y'(I - \Lambda^{-1})y = Q(y) \quad (say).\]

If the observation \(x\) comes from the population \(\Pi_1\) or from \(\Pi_2\), then \(y\) may be regarded as coming from the normal population \(N(0, I)\) or \(N(0, \Lambda)\), respectively, to which we refer as \(P_1^y\) or \(P_2^y\). The latter is also referred to as \(P_2^y\) indicating explicitly the dependence on \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_p)\). Thus the distribution of \(Q\) depends only on \(\lambda\), whether \(x\) comes from \(\Pi_1\) or from \(\Pi_2\). This is the canonical reduction used frequently in the multivariate analysis and we call \(y\) a canonical variate. We could but
did not indeed start from the reduced populations, intending to make a correspondence with the discussion in Part II where the $\Sigma_i$ are unknown and so the reduction is not permitted. By the way the reason why the discrimination for variance matrices is more complicated than that for mean vectors is that the canonical parameter is $p$-dimensional $\lambda$ for the former, while it is one-dimensional Mahalanobis' distance $D^2$ for the latter. Hence results also the difficulty of dealing with more than two normal populations in this paper.

In terms of the canonical variate $y$ the Bayes discrimination is performed as follows: we adopt the decision $d_1$ or $d_2$ according as $y$ belongs to the set

$$D_1(\lambda) = \{ y ; Q(y) < k_B(\lambda) \} \quad \text{or} \quad D_2(\lambda) = \{ y ; Q(y) > k_B(\lambda) \},$$

where

$$k_B(\lambda) = 2 \log \frac{\pi_i w_i}{\pi_2 w_2} + \sum_{i=1}^p \log \lambda_i.$$

We may take either one of $d_1$ and $d_2$ whenever $Q(y) = k_B(\lambda)$. Thus the discrimination is essentially determined by the pair $(D_1(\lambda), D_2(\lambda))$ and the probabilities of error of two kinds are given by

$$P(2|1, \varphi_B) = P_1^*(D_1(\lambda)) = Pr\left( \sum_{i=1}^p \left( 1 - \frac{1}{\lambda_i} \right) Z_i^2 > k_B(\lambda) \right)$$

and

$$P(1|2, \varphi_B) = P_2^*(D_1(\lambda)) = Pr\left( \sum_{i=1}^p (\lambda_i - 1) Z_i^2 < k_B(\lambda) \right),$$

where $Z_i (i = 1, 2, \cdots, p)$ are independent $N(0, 1)$ variates.

We shall now investigate the behavior of the average risk $R_{\varphi_B}$ given by (1.3) for the Bayes discrimination $\varphi_B$ when $\lambda_i$ varies with the $\pi_i$ and the $w_i$ being fixed. We write $R_B(\lambda)$ for $R_{\varphi_B}$.

**Theorem 3.** For each $i \ (i = 1, 2, \cdots, p)$ $R_B(\lambda)$ is strictly monotonically

(i) increasing in $\lambda_i$ if $0 < \lambda_i \leq 1$,

and

(ii) decreasing in $\lambda_i$ if $1 \leq \lambda_i$.

Both this and Theorem 4 in Section 3 are based on the

**Lemma 3.** Let $D_i(\lambda)$ be the set of $y$ satisfying $Q(y) < k$ (const). Then for each $i \ (i = 1, 2, \cdots, p)$ the function $P_i^*(D_i(\lambda))$ of $\lambda^* = (\lambda^*_1, \cdots, \lambda^*_p)$ is monotonically
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(i) non-decreasing in \( \lambda^*_i \) if \( 0 < \lambda_i \leq 1 \),

and

(ii) non-increasing in \( \lambda^*_i \) if \( 1 \leq \lambda_i \).

Proof of (ii). Suppose \( \lambda_i > 1 \) and let \( \lambda^{**} \) be a vector which differs by one component \( \lambda^{**}_j > \lambda^*_j \) from \( \lambda^* \). Since \( (1-1/\lambda_j)\lambda^{**}_j \geq (1-1/\lambda_j)\lambda^*_j \) for every \( j \), we have as in (2.10)

\[
P^*_*(D_i(\lambda)) = Pr\left( \sum_{j=1}^{n} \left(1 - \frac{1}{\lambda_j^*}\right)\lambda^{**}_j Z_j^2 < k \right)
\]

\[
\leq Pr\left( \sum_{j=1}^{n} \left(1 - \frac{1}{\lambda_j^*}\right)\lambda^*_j Z_j^2 < k \right) = P^*_*(D_i(\lambda)).
\]

And (i) is proved similarly.

Proof of Theorem 3. To prove (ii) suppose \( 1 \leq \lambda_i \) and let \( \lambda^* \) be a vector which differs by one component \( \lambda^*_j > \lambda_j \) from \( \lambda \). We must show

(2.11) \[ R_B(\lambda) > R_B(\lambda^*). \]

It is seen from (2.10) that

\[ R_B(\lambda) = \pi_1 w_1 P^*_1(D_i(\lambda)) + \pi_2 w_2 P^*_2(D_i(\lambda)). \]

Lemma 3 then yields that

\[ R_B(\lambda) \geq \pi_1 w_1 P^*_1(D_i(\lambda)) + \pi_2 w_2 P^*_2(D_i(\lambda)). \]

Obviously the Bayes discrimination \((D_i(\lambda^*), D_i(\lambda^*))\) corresponding to the pair of populations \((P^*_1, P^*_2)\) does not coincide (a.e.) with \((D_i(\lambda), D_i(\lambda))\); hence the right-hand side of the last relation is larger than

\[ \pi_1 w_1 P^*_1(D_1(\lambda^*)) + \pi_2 w_2 P^*_2(D_1(\lambda^*)) \]

which is equal to \( R_B(\lambda^*) \). This implies (2.11). The proof of (i) is quite analogous.

Theorem 3 means that as eigenvalues \( \lambda_i \) are the more distant from 1, larger or smaller, the smaller grows the average risk \( R_B(\lambda) \) or the more efficient the Bayes discrimination becomes.

3. Minimax discrimination for variance matrices. We shall now consider the minimax discrimination for two normal populations \( \Pi_1 \) and \( \Pi_2 \). From Theorem 2 in Section 1 we obtain the minimax discrimination function

(3.1) \[ \varphi_M(\lambda) = \begin{cases} 1 & \text{if } Q > k_M, \\ 0 & \text{if } Q < k_M. \end{cases} \]
where

\[(3.2) \quad Q = (x - \mu)'(\Sigma_1^{-1} - \Sigma_2^{-1})(x - \mu)\]

and \(k_M = k_M(\lambda)\) is the constant depending only on \(\lambda\), determined by the equation \(R_{\phi_M}(P_1) = R_{\phi_M}(P_2)\) or by

\[(3.3) \quad w_1 Pr \left( \sum_{i=1}^{2} \left(1 - \frac{1}{\lambda_i} \right) Z_i^2 > k_M(\lambda) \right) = w_2 Pr \left( \sum_{i=1}^{2} (\lambda_i - 1) Z_i^2 < k_M(\lambda) \right)\]

on account of (2.10). On each side of (3.3) there appears a weighted sum of \(\chi^2\) variates and so the equation cannot be solved to represent \(k_M(\lambda)\) in such a simple formula as (2.9) for the Bayes case. In particular the minimax discrimination function when \(w_1 = w_2\) does not coincide with the Bayes one when \(w_1 = w_2\) and \(\pi_1 = \pi_2\), while for the discrimination for means two functions coincide with each other. The value of \(k_M(\lambda)\) will be obtained by numerical computation as will be explained in Section 5 but we note here that it is continuous in \(\lambda\).

Let us study the behavior of the risk \(R^*_M = R_{\phi_M}(P_i)\) of the minimax discrimination \(\phi_M\) when \(\lambda_i\) varies with the \(w_i\) being fixed. We write \(R_M(\lambda)\) for \(R_M^*\) to indicate its dependence on \(\lambda\).

**Theorem 4.** For each \(i \ (i = 1, 2, \ldots, p)\) the function \(R_M(\lambda)\) is strictly monotonically increasing in \(\lambda_i\) if \(0 < \lambda_i < 1\) and decreasing in \(\lambda_i\) if \(1 < \lambda_i\).

Proof. To prove (ii) suppose \(1 < \lambda_i\) and let \(\lambda^*\) be a vector which differs by one component \(\lambda_i^* > \lambda_i\) from \(\lambda\). we show that

\[(3.4) \quad R_M(\lambda) > R_M(\lambda^*)\]

Indeed we get from (2.10)

\[R_M(\lambda) = \max (w_1 P_1^Y(D_1(\lambda)), w_2 P_2^Y(D_1(\lambda)))\]

where \(D_1(\lambda)\) and \(D_2(\lambda)\) are given by (2.8) with \(k_M(\lambda)\) in place of \(k_B(\lambda)\) there. Then from Lemma 3

\[R_M(\lambda) \geq \max (w_1 P_1^Y(D_1(\lambda)), w_2 P_2^Y(D_2(\lambda)))\]

Obviously again the minimax discrimination \((D_1(\lambda^*), D_2(\lambda^*))\) corresponding to the pair of populations \((P_1^Y, P_2^Y)\) does not coincide (a.e.) with \((D_1(\lambda), D_2(\lambda))\), and hence the right-hand side of the last expression is larger than
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\[ \max (w_2 P^Y(D_2(\lambda^*))), \ w_2 P^Y(D_1(\lambda^*))), \]

which is equal to \( R_M(\lambda^*) \). Thus (3.4) holds as asserted and the proof of (ii) is complete. (i) is proved similarly.

It should be remarked that this theorem is not included in Theorem 3 in despite of the fact that the minimax discrimination is Bayes for a particular choice of the prior probability.

We find that the more distant are the \( \lambda \)'s from 1, the more efficient are the minimax as well as the Bayes discrimination.

4. Reduction in dimensions. In the preceding two sections we have discussed the Bayes and the minimax discrimination utilizing the whole information of a \( p \)-dimensional observation \( x \) in the space \( \mathcal{X} \). What problem will arise if any discrimination is to be performed utilizing only a projection of \( x \) on a certain \( q \)-dimensional \( (q < p) \) subspace \( \mathcal{X}^* \) of \( \mathcal{X} \)? There occur two cases: \( \mathcal{X}^* \) is given to us a priori or it can be so chosen by us as to enjoy in some sense optimal property, with only the number \( q \) of dimensions being fixed. While the former case involves no new problem, the latter does. Assume for simplicity that the eigenvalues defined by (2.5) are distinct and let \( y = (y_1, y_2, ..., y_p)' \) be the canonical variate defined uniquely by (2.6). The problem is then how to choose a new variate

\[(4.1) \quad x^* = Ay,\]

where \( A \) denotes a \( q \times p \) constant matrix, as a basis of the subspace \( \mathcal{X}^* \) in order to get the most efficient discrimination.

Now there is a well-known (cf. for example Hamburger & Grimshaw [10], p. 75)

Theorem (Cauchy's inequality). Let \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \) be the eigenvalues of a real symmetric \( p \times p \) matrix \( \Lambda \) and let \( \lambda_1^* \geq \lambda_2^* \geq \cdots \geq \lambda_q^* \) be those of \( \Lambda \Lambda' \), \( \Lambda \) denoting any \( q \times p \) matrix such that \( \Lambda \Lambda' = I_q \) (identity). Then it holds that

\[(4.2) \quad \lambda_{i+p-q} \leq \lambda_i^* \leq \lambda_i \quad (i = 1, 2, \ldots, q).\]

Now we state

Theorem 5. Given the number \( q \) of dimensions, a basis \( x^* \) of the subspace which minimizes the average (or maximum) risk of the Bayes (or minimax) discrimination is given by one of \( (q+1) \) variates \( (y_1, \ldots, y_s, y_{p-q+s+1}, \ldots, y_p) \) where \( s=0, 1, \ldots, q \). The corresponding discrimination function is
\[\varphi^*(\mathbf{x}^*) = \begin{cases} 1 & \text{if } Q^* > k \\ 0 & \text{if } Q^* < k \end{cases},\]

where

\[Q^* = \left(\sum_{i=1}^{s} + \sum_{i=s+1}^{n} \right) \left(1 - \frac{1}{\lambda_i}\right) Y^2_i\]

and

\[k = k_B(\lambda^*) \quad \text{or} \quad k = k_M(\lambda^*) ,\]

which is obtained from (2.9) or (3.3) by replacing \(\lambda\) there by \(\lambda^* = (\lambda_1, \ldots, \lambda_s, \lambda_{p-q+s+1}, \ldots, \lambda_p),\) according as \(\varphi^*\) is Bayes or minimax.

The solution is determined uniquely: \(s = q\) when all \(\lambda_i\) are \(\geq 1\), or \(s = 0\) when all \(\lambda_i\) are \(\leq 1\).

Proof. We shall consider only the Bayes case since the proof is quite similar for the minimax one. We may assume that \(AA' = I_q\). If \(\mathbf{x}\) comes from the population \(\Pi_i\) or from \(\Pi_z\), then \(\mathbf{x}^*\) is regarded as coming from the population \(\Pi^*_f : N(0, I_q)\) or \(\Pi^*_z : N(0, AA'\lambda^*)\), respectively. Denote by \(\lambda_i^* (\lambda_i^* \geq \lambda_{i+1}^* \geq \cdots \geq \lambda_q^*)\) the roots of the determinantal equation \(|AA' - \lambda^* I_q| = 0\).

Applying the discussion in Section 2 to the pair of populations \((\Pi^*_f, \Pi^*_z)\), we know that the average risk of the Bayes discrimination is a function \(R_B(\lambda^*)\) of \(\lambda^* = (\lambda_1^*, \ldots, \lambda_q^*)\), which grows smaller as the \(\lambda_i^*\) are more distant from 1. For the eigenvalues \(\lambda_i\) and \(\lambda_i^*\) the Cauchy inequality (4.2) holds, whence it is readily seen that \(R_B(\lambda^*)\) attains its minimum at \(\lambda^* = (\lambda_1, \ldots, \lambda_q)\) if all the \(\lambda_i\) are \(\geq 1\) or at \(\lambda^* = (\lambda_{p-q+s+1}, \ldots, \lambda_p)\) if \(\lambda_i \leq 1\) for all \(i\). If among the \(\lambda\)'s there are some \(>1\) and some \(<1\), then the minimum point \(\lambda^*\) picks up some largest \(\lambda_i\) among those which are greater than 1 and some smallest among those which are less than 1 to fill the dimension \(q\). Summing up, \(R_B(\lambda^*)\) attains its minimum at one of \((q+1)\) points \(\lambda^* = (\lambda_1, \ldots, \lambda_s, \lambda_{p-q+s+1}, \ldots, \lambda_p)\), where \(s = 0, 1, \ldots, q\). To this \(\lambda^*\) corresponds the variate \(\mathbf{x}^* = (y_1, \ldots, y_s, y_{p-q+s+1}, \ldots, y_p)\) and this proves the theorem.

5. Weighted sum of \(\chi^2\) variates. In applying the results in the preceding sections to any actual data it is necessary to calculate the probabilities of the form

\[Pr\left(\sum_{i=1}^{s} (\lambda_i - 1)Z_i^2 < k\right) \quad \text{or} \quad Pr\left(\sum_{i=1}^{s} \left(1 - \frac{1}{\lambda_i}\right)Z_i^2 > k\right),\]

where \(Z_1, Z_2, \ldots, Z_p\) are independent \(N(0, 1)\) variates. We give in this section a practical procedure convenient for evaluating such probabilities.
We shall consider the distribution of a weighted sum

\[ W = \sum_{i=1}^{p} a_i Z_i^2 \]

of \( \chi^2 \) variates \( Z_i^2 \), where we assume that all the coefficients \( a_i \) are of the same sign, positive in fact. This requires that in the preceding sections either all the \( \lambda_i \geq 1 \) or all \( \leq 1 \) but this, it seems to the author, is not a serious restriction for any practical application.

The distribution of \( W \) has been studied occasionally by several authors. For instance, Satterthwaite [29] approximates it by the distribution of \( kX_n^2 \), where \( k = \Sigma a_i^2 / \Sigma a_i \) and \( n = (\Sigma a_i)^2 / \Sigma a_i^2 \). The notation \( X_n^2 \) will be used henceforth consistently for a \( \chi^2 \) variate with \( n \) degrees of freedom. The paper [20] of the present author gives an inequality

\[ Pr(\sum_{i=1}^{p} a_i Z_i^2 < c) \leq Pr(aX_n^2 < c), \]

where \( a = (\|a_i\|)^{1/p} \) and \( c \) is any constant. It may be available as an approximation provided that the \( a_i \)'s differ relatively little. Robbins & Pitman [27] and Box [5] also dealt with this problem. The former obtained an interesting result by means of the method of mixture due to Robbins [26], which will be improved as follows from the point of view of accelerating the convergence.

The characteristic function of \( W \) is

\[ \varphi(t) = \prod_{j=1}^{p} (1 - 2ia_j t)^{-1/2}. \]

Using an arbitrary positive constant \( x \), we get

\[ 1 - 2ia_j t = \frac{a_j}{x} \left[ (1 - 2ixt) - \left( 1 - \frac{x}{a_j} \right) \right] = \frac{a_j}{x} w^{-c(1 - c_j w^2)}, \]

where

\[ c_j = 1 - \frac{x}{a_j}, \quad w = (1 - 2ixt)^{-1/2}. \]

We suppose here that the complex function \( w \) denotes the branch which takes the value 1 when \( t = 0 \). Putting

\[ f(w) = \prod_{j=1}^{p} (1 - c_j w^2), \]

we rewrite (5.2) in the form

\[ \varphi(t) = x^{b/2}(\prod_{j=1}^{p} a_j)^{-1/2} w^p f(w)^{-1/2}. \]
For \( x \), an arbitrary constant, Robbins & Pitman [27] chose
\[
(5.6) \quad x = \min_j a_j = x_0 \quad \text{(say)},
\]
which implies \( 0 \leq c_j < 1 \) in view of (5.3) for every \( j \). This and the fact that \( |w^2| = |1-2ix,t|^{-1} \leq 1 \) for any real \( t \) together guarantee the absolute convergence of the expansion of \( (1-c_jw^2)^{-1/2} \) in \( w^2 \) and hence we find
\[
[f(w^2)]^{-1/2} = \sum_{n=0}^{\infty} f_n w^{2n},
\]
\( f_n \) being constant coefficients. Then we have from (5.5)
\[
(5.7) \quad \varphi(t) = x^{\frac{1}{2}}(\prod_{j=1}^{n} a_j)^{-1/2} \sum_{n=0}^{\infty} f_n w^{2n+p}.
\]
Since \( w^m = (1-2ix, t)^{-m/2} \) is the characteristic function of a variate \( x_0^2 x_m^2 \), we obtain Robbins-Pitman's expansion
\[
(5.8) \quad \Pr(\sum_{j=1}^{n} a_j Z_j^2 < c) = x^{\frac{1}{2}}(\prod_{j=1}^{n} a_j)^{-1/2} \sum_{n=0}^{\infty} f_n \Pr(x_0^2 x_m^2 + p < c)
\]
for any \( c \).

Though the convergence of (5.8) results necessarily from the choice (5.6) of \( x \), its speed proves to be very slow in many cases. Thus it is required to find an alternative choice of \( x \) capable of accelerating the convergence. We recommend here one which makes the coefficient of \( w^2 \) in the expansion of \( f(w^2) \) vanish, although unfortunately we have not succeeded yet in proving the convergence in general. The condition stated implies
\[
(5.9) \quad \frac{p}{x} = \frac{n}{\sum_{j=1}^{n} a_j},
\]
or \( x \) is the harmonic mean of the \( a_j \)'s. From the definition of \( x \), however, it will be expected that the expansion of \( [f(w^2)]^{-1/2} \) in \( w^2 \) converges about twice as fast as that of the Robbins-Pitman expansion provided the convergence is assured anyhow for the former. This expectation is really met in the following example.

Consider the special case where the number \( p \) of dimensions is even \((=2r)\) and the coefficients \( a_j \) are divided into two groups such that
\[ a_1 = a_2 = \cdots = a_r \quad \text{and} \quad a_{r+1} = \cdots = a_p. \]
Then from (5.9), (5.3) and (5.4) we have
\[
(5.10) \quad x = \frac{2a_1 a_p}{a_1 + a_p}, \quad c_1 = \cdots = c_r = -c_{r+1} = \cdots = -c_p = \frac{a_1 - a_p}{a_1 + a_p}.
\]
and

\( f(w^r) = (1 - c_2 w^r)^r (1 - c_2 w^r)^r = (1 - c_2 w^r)^r. \)

Since \( 0 \leq c_2^2 < 1 \) and \( |w^r| = |1 - 2ixt|^{-2} \leq 1 \) for any real \( t \), we obtain the expansion converging absolutely

\[
[f(w^r)]^{-1/2} = (1 - c_2^2 w^r)^{-r/2} = \sum_{n=0}^{\infty} b_n c_1^{2n} w^{2n},
\]

where

\( b_0 = 1, \quad b_n = r(r+2) \cdots (r+2(n-1))/(2n)! \quad (n = 1, 2, \ldots). \)

Substitution of (5.12) into (5.5) yields

\[
\phi(t) = x^r (a_1 a_p)^{-r/2} \sum_{n=0}^{\infty} b_n c_1^{2n} w^{2n},
\]

which implies

\[
Pr(a_1 X_2^r + a_p X_2^r < c) = x^r (a_1 a_p)^{-r/2} \sum_{n=0}^{\infty} b_n c_1^{2n} Pr(x \chi_{2n+2r}^2 < c)
\]

for any \( c \), where \( \chi_r^2 \) denotes a \( \chi^2 \) variate with \( r \) degrees of freedom distributed independently of \( \chi_r^2 \). We may suppose \( a_1 \geq a_p \) without loss of generality and put \( a_i = a a_p (a \geq 1) \). Replacing \( c \) in (5.14) by \( a_p c \) and substituting (5.10), we have the result

\[
Pr(a_1 X_2^r + X_2^r < c) = \left( \frac{2 \sqrt{a}}{a+1} \right)^r \sum_{n=0}^{\infty} b_n \left( \frac{a-1}{a+1} \right)^{2n} Pr(\chi_{4n+2r}^2 < c)
\]

for any \( c \).

On the other hand if we set \( x = \min a_j = a_p \) after Robbins & Pitman, then we have

\[
[f(w^r)]^{-1/2} = \left[ 1 - \left( 1 - \frac{1}{a} \right) w^r \right]^{-r/2} = \sum_{n=0}^{\infty} b_n \left( 1 - \frac{1}{a} \right)^n w^{2n}
\]

with the coefficients \( b_n \) defined in (5.13). Hence

\[
Pr(a_1 X_2^r + X_2^r < c) = \left( \frac{1}{\sqrt{a}} \right)^r \sum_{n=0}^{\infty} b_n \left( \frac{a-1}{a} \right)^n Pr(\chi_{2n+2r}^2 < c)
\]

for any \( c \). The speed of convergence of either (5.15) or (5.16) depends on \( a, c \) and \( r \). Especially it becomes slower as \( a \) varies from 1 to infinity because of the factor \( \left( \frac{a-1}{a+1} \right)^{2n} \) or \( \left( \frac{a-1}{a} \right)^n \).
We shall now compare two expansions (5.15) and (5.16) with each other. Specifically, let us compare the \( n \)th term of (5.15) with the \((2n)\)th term of (5.16) in the following four items:

(i) the coefficients \( b_n \) and \( b_{2n} \) are of comparable magnitude;
(ii) the ratio \( \left( \frac{a-1}{a+1} \right)^2 \) of the geometric series of (5.15) is smaller than \( \left( \frac{a-1}{a} \right)^2 \) of (5.16);
(iii) each number of degrees of freedom of \( \chi^2 \) variates is equal \((=4n+2r)\);
(iv) the abscissa \( \frac{a+1}{2a} c \) of the \( \chi^2 \) distribution of (5.15) is smaller than \( c \) of (5.16).

From these comparisons it might be said that (5.15) converges twice or more as speedily as (5.16) does. And when \( a \) is very large the advantage is more than twice as seen from the item (iv) above, which property is very profitable because the convergence then slows down for either expansion.

Note that the formula (5.15) can be easily evaluated numerically by using

\[
Pr(\chi_{2m}^2 < A) = \frac{1}{(m-1)!} \int_0^{A/2} x^{m-1} e^{-x} dx
= 1 - e^{-A/2} \sum_{i=0}^{\infty} \frac{1}{i!} \left( A^i \right).
\]

In particular, if \( p \) equals two, then as a special case \((r=1)\) of (5.15) we get

\[
Pr(aZ_1^2 + Z_2^2 < c) = \frac{2\sqrt{a}}{a+1} \sum_{n=0}^{\infty} b_n \left( \frac{a-1}{a+1} \right)^n Pr\left( \chi_{4n+2}^2 < \frac{a+1}{2a} c \right)
\]

for any \( c \), where from (5.13)

\[
b_0 = 1, \quad b_n = 1 \cdot 3 \cdot \cdots \cdot (2n-1) \quad \frac{1}{2 \cdot 4 \cdot \cdots \cdot (2n)} \quad \text{for} \quad n \geq 1.
\]

In Section 3 as well as in Section 4 we have reduced the problem of the minimax discrimination to the equation (3.3), which is written in the form

\[
Pr((\lambda_1 - 1)Z_1^2 < k_M(\lambda_1)) = Pr\left( \left(1 - \frac{1}{\lambda_1} \right)Z_1^2 > k_M(\lambda_1) \right)
\]

or

\[
Pr((\lambda_1 - 1)Z_1^2 + (\lambda_2 - 1)Z_2^2 < k_M(\lambda))
= Pr\left( \left(1 - \frac{1}{\lambda_1} \right)Z_1^2 + \left(1 - \frac{1}{\lambda_2} \right)Z_2^2 > k_M(\lambda) \right), \quad \lambda = (\lambda_1, \lambda_2)
\]
when \( w_1 = w_2 \) and \( p = 1 \) or \( 2 \), respectively. The value of \( k_M(\lambda) \) satisfying (5.20) is easily calculated from any table of normal probability functions. As for (5.21) we may apply the expansion (5.18) to both sides, replace the probabilities appearing there by the formula (5.17) and utilize any numerical method for solving an equation.

Table 1 gives the probability (5.20) or (5.21) of the error committed by the minimax discrimination procedure and Table 2 the corresponding critical value \( k_M(\lambda) \) for some typical values of \( \lambda_1 \) or of the pair \( (\lambda_1, \lambda_2) \). The first column in each table designated as \( \lambda_2 = 1 \) corresponds to (5.20) and others to (5.21). Actual computation was carried out by the automatic computer NEAC 2203 at Electronic Equipment Industry Division, Nippon Electric Company, Tokyo.
Table 1. Probabilities of error of the minimax discrimination when $q=1$ or 2.

<table>
<thead>
<tr>
<th>$\lambda_2$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.5000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>.4263</td>
<td>.3820</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.3557</td>
<td>.3238</td>
<td>.2755</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>.3171</td>
<td>.2904</td>
<td>.2473</td>
<td>.2219</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.2911</td>
<td>.2676</td>
<td>.2280</td>
<td>.2045</td>
<td>.1883</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.2718</td>
<td>.2506</td>
<td>.2136</td>
<td>.1915</td>
<td>.1763</td>
<td>.1649</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>.2567</td>
<td>.2372</td>
<td>.2022</td>
<td>.1812</td>
<td>.1668</td>
<td>.1560</td>
<td>.1474</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>.2443</td>
<td>.2262</td>
<td>.1929</td>
<td>.1728</td>
<td>.1590</td>
<td>.1486</td>
<td>.1405</td>
<td>.1338</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>.2340</td>
<td>.2169</td>
<td>.1850</td>
<td>.1657</td>
<td>.1524</td>
<td>.1425</td>
<td>.1346</td>
<td>.1282</td>
<td>.1228</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>.2251</td>
<td>.2090</td>
<td>.1783</td>
<td>.1596</td>
<td>.1468</td>
<td>.1372</td>
<td>.1296</td>
<td>.1234</td>
<td>.1182</td>
<td>.1138</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>.2173</td>
<td>.2020</td>
<td>.1724</td>
<td>.1543</td>
<td>.1419</td>
<td>.1326</td>
<td>.1252</td>
<td>.1192</td>
<td>.1142</td>
<td>.1099</td>
<td>.1061</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>.1894</td>
<td>.1768</td>
<td>.1510</td>
<td>.1351</td>
<td>.1241</td>
<td>.1159</td>
<td>.1094</td>
<td>.1041</td>
<td>.0996</td>
<td>.0958</td>
<td>.0925</td>
<td>.0858</td>
<td>.0805</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>.1795</td>
<td>.1678</td>
<td>.1434</td>
<td>.1283</td>
<td>.1178</td>
<td>.1100</td>
<td>.1038</td>
<td>.0986</td>
<td>.0945</td>
<td>.0909</td>
<td>.0877</td>
<td>.0813</td>
<td>.0763</td>
<td>.0723</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>.1713</td>
<td>.1604</td>
<td>.1371</td>
<td>.1226</td>
<td>.1126</td>
<td>.1051</td>
<td>.0991</td>
<td>.0943</td>
<td>.0902</td>
<td>.0868</td>
<td>.0837</td>
<td>.0776</td>
<td>.0728</td>
<td>.0690</td>
<td>.0658</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>.1643</td>
<td>.1540</td>
<td>.1317</td>
<td>.1178</td>
<td>.1081</td>
<td>.1009</td>
<td>.0952</td>
<td>.0905</td>
<td>.0866</td>
<td>.0833</td>
<td>.0803</td>
<td>.0744</td>
<td>.0698</td>
<td>.0661</td>
<td>.0631</td>
<td>.0604</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>.1582</td>
<td>.1484</td>
<td>.1270</td>
<td>.1136</td>
<td>.1042</td>
<td>.0972</td>
<td>.0917</td>
<td>.0872</td>
<td>.0835</td>
<td>.0802</td>
<td>.0774</td>
<td>.0717</td>
<td>.0672</td>
<td>.0637</td>
<td>.0607</td>
<td>.0582</td>
<td>.0560</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>.1485</td>
<td>.1392</td>
<td>.1192</td>
<td>.1066</td>
<td>.0978</td>
<td>.0912</td>
<td>.0860</td>
<td>.0818</td>
<td>.0782</td>
<td>.0752</td>
<td>.0725</td>
<td>.0671</td>
<td>.0630</td>
<td>.0596</td>
<td>.0568</td>
<td>.0545</td>
<td>.0524</td>
<td>.0490</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>.1400</td>
<td>.1318</td>
<td>.1130</td>
<td>.1010</td>
<td>.0926</td>
<td>.0864</td>
<td>.0814</td>
<td>.0774</td>
<td>.0740</td>
<td>.0711</td>
<td>.0686</td>
<td>.0635</td>
<td>.0595</td>
<td>.0564</td>
<td>.0537</td>
<td>.0515</td>
<td>.0495</td>
<td>.0463</td>
<td>.0437</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>.1276</td>
<td>.1204</td>
<td>.1033</td>
<td>.0923</td>
<td>.0847</td>
<td>.0789</td>
<td>.0744</td>
<td>.0707</td>
<td>.0676</td>
<td>.0649</td>
<td>.0626</td>
<td>.0579</td>
<td>.0543</td>
<td>.0514</td>
<td>.0489</td>
<td>.0469</td>
<td>.0451</td>
<td>.0422</td>
<td>.0398</td>
<td>.0379</td>
<td>.0362</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>.1227</td>
<td>.1158</td>
<td>.0995</td>
<td>.0889</td>
<td>.0815</td>
<td>.0760</td>
<td>.0716</td>
<td>.0680</td>
<td>.0650</td>
<td>.0623</td>
<td>.0602</td>
<td>.0557</td>
<td>.0522</td>
<td>.0494</td>
<td>.0471</td>
<td>.0451</td>
<td>.0434</td>
<td>.0405</td>
<td>.0382</td>
<td>.0364</td>
<td>.0348</td>
<td>.0334</td>
</tr>
</tbody>
</table>
Table 2. Critical values of the minimax discrimination procedure when \(q=1\) or \(2\).

<table>
<thead>
<tr>
<th>(\lambda_2)</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda_1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.316</td>
<td>0.962</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.640</td>
<td>1.397</td>
<td>1.934</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.834</td>
<td>1.629</td>
<td>2.211</td>
<td>2.509</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.976</td>
<td>1.790</td>
<td>2.400</td>
<td>2.711</td>
<td>2.922</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.087</td>
<td>1.913</td>
<td>2.545</td>
<td>2.865</td>
<td>3.081</td>
<td>3.244</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1.179</td>
<td>2.014</td>
<td>2.661</td>
<td>2.989</td>
<td>3.209</td>
<td>3.376</td>
<td>3.509</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1.259</td>
<td>2.100</td>
<td>2.760</td>
<td>3.093</td>
<td>3.317</td>
<td>3.486</td>
<td>3.622</td>
<td>3.735</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6. Discrimination when parameters are estimated. We turn to the case when for two $p$-dimensional populations $\Pi_i: N(\mu, \Sigma_i)$ ($i=1, 2$) the variance matrices $\Sigma_i$ are unknown whereas the common mean vector $\mu$ is either ($1^\circ$) known or ($2^\circ$) unknown, while a random sample taken from each population provides the information about unknown parameters.

Let $X_i = (x_i^{(1)}, x_i^{(2)}, \ldots, x_i^{(p)})$ be a sample of size $n_i$ from each $\Pi_i$. Suppose that given an observation $x$ we wish to decide whether $x$ comes from $\Pi_1$ or $\Pi_2$, utilizing also the knowledge of $X_1$ and $X_2$. Then any discrimination function should be a function of $x$, $X_1$, and $X_2$. In this general formulation, however, there is unfortunately no such simple results as in Section 1 of Part I. It might be possible to introduce the notion such as the invariance and the power for the purpose of obtaining any optimal discrimination function, as was done by Kudo [16], [17] in order to justify the classical discriminant function for the problem of mean vectors. But we shall look to another occasion for this approach and confine ourselves in the present paper to a study of the sampling distribution and of estimation, adopting the discrimination function obtained by applying a conventional modification to that used in Part I.

Let us assume for simplicity throughout this Part that the eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_p$ given by

\begin{equation}
|\Sigma_2 - \lambda \Sigma_1| = 0
\end{equation}

are all distinct. Then the matrix $F$ of eigenvectors defined by

\begin{equation}
F'\Sigma_1 F = I, \quad F'\Sigma_2 F = \Lambda
\end{equation}

is determined uniquely up to the sign of every column. To determine $F$ completely we require that the first row of $F$ consists of positive elements. Now two cases should be distinguished.

Case ($1^\circ$): $\mu$ is known. Put for each $i$

\begin{equation}
\hat{\Sigma}_i = \frac{1}{n_i} \sum_{a=1}^{n_i} (x_a^{(i)} - \mu)(x_a^{(i)} - \mu)',
\end{equation}

the maximum likelihood estimate of $\Sigma_i$. Since the statistic $(\hat{\Sigma}_1, \hat{\Sigma}_2)$ is sufficient for the unknown parameter $(\Sigma_1, \Sigma_2)$ we have only to consider a discrimination function which depends only on $x$, $\hat{\Sigma}_1$, and $\hat{\Sigma}_2$, provided that our concern lies in minimizing the risk. In fact we adopt
Discrimination for Variance Matrices

(6.4) \[ \varphi(x, \hat{\Sigma}_1, \hat{\Sigma}_2) = \begin{cases} 1 & \text{if } \hat{Q} > \hat{k} \\ 0 & \text{if } \hat{Q} < \hat{k} \end{cases} \]

where

(6.5) \[ \hat{Q} = (x - \mu)' (\hat{\Sigma}_1^{-1} - \hat{\Sigma}_2^{-1}) (x - \mu), \]

which will be called the (estimated) quadratic discriminant function. \( \hat{Q} \) is defined by replacing the \( \Sigma_i \)'s in the formula (2.2) by their estimates \( \hat{\Sigma}_i \)'s. The critical value \( \hat{k} \) will be discussed later on.

First we consider the sampling distribution of \( \hat{Q} \). We show that it depends only on \( \lambda = (\lambda_1, \ldots, \lambda_p) \). Indeed, putting

(6.6) \[ \Sigma^*_i = F_i'F_i, \quad \Sigma^*_2 = F_2'F_2 \]

and

(6.7) \[ y = F_i'(x - \mu) \]

we have

(6.8) \[ Q = y'(\Sigma^*_1^{-1} - \Sigma^*_2^{-1})y. \]

As is well-known the random matrix \( n_i \hat{\Sigma}_i \) follows the Wishart distribution \( W(\Sigma_i, n_i) \) for each \( i \) (for the notation see Anderson [4]); hence \( n_i \Sigma^*_i \) and \( n_2 \Sigma^*_2 \) are distributed according to \( W(I, n_i) \) and \( W(\Lambda, n_2) \), respectively. On the other hand \( y \) follows \( N(0, I) \) or \( N(0, \Lambda) \) according as \( x \) comes from \( \Pi_1 \) or from \( \Pi_2 \). Thus from (6.8) it is seen that the distribution of \( \hat{Q} \) depends only on \( \lambda \) as contended.

Next, consider the estimation of \( \Lambda, F \) and \( y \). As in Section 2 we know that there exist a matrix \( \hat{F} \) and a diagonal matrix \( \hat{\Lambda} \) with the diagonal elements in descending order such that

(6.9) \[ \hat{F}'\hat{\Sigma}_1\hat{F} = I, \quad \hat{F}'\hat{\Sigma}_2\hat{F} = \hat{\Lambda}. \]

The diagonal elements \( \hat{\lambda}_1 \geq \hat{\lambda}_2 \geq \cdots \geq \hat{\lambda}_p \) of \( \hat{\Lambda} \) are the roots of

(6.10) \[ |\hat{\Sigma}_2 - \hat{\lambda}\hat{\Sigma}_1| = 0. \]

Then \( \hat{\Lambda} \) consists of eigenvalues and \( \hat{F} \) of eigenvectors with respect to the pair \( (\hat{\Sigma}_1, \hat{\Sigma}_2) \). We adopt \( (\hat{\Lambda}, \hat{F}) \) as an estimate of \( (\Lambda, F) \). It is the maximum likelihood estimate because of the corresponding property of \( (\hat{\Sigma}_1, \hat{\Sigma}_2) \). The probability that the equation (6.10) has equal roots is zero, and hence \( \hat{F} \) is determined uniquely with probability one if we adopt again the convention used for \( F \).

Quite similarly there exists a canonical reduction \( (\hat{\Lambda}^*, \hat{F}^*) \) such that

(6.11) \[ \hat{F}'^*\Sigma^*_1\hat{F}^* = I, \quad \hat{F}'^*\Sigma^*_2\hat{F}^* = \hat{\Lambda}^*. \]
The diagonal elements of $A^*$ are the roots of
\begin{equation}
|\Sigma^*_\lambda - \lambda^* \Sigma^*_\lambda| = 0
\end{equation}
and the uniqueness of $F^*$ can be ensured if we require that every diagonal element of $F^*$ is non-negative. Substitution of (6.6) into (6.11) yields
\begin{equation}
(FF^*)' \hat{\Sigma}(FF^*) = I, \quad (FF^*)' \hat{\Sigma}(FF^*) = \Lambda^*.
\end{equation}
Comparing this with (6.9) we know from the uniqueness of the solution of (6.9) that with probability one
\begin{equation}
\hat{\Lambda} = \Lambda^*, \quad \hat{F} = FF^*D_\pm
\end{equation}
where $D_\pm$ denotes a certain diagonal matrix with elements $+1$ or $-1$. The problem is thus reduced to $(\Lambda^*, F^*)$ given by (6.11) and will be taken up in the following section. But we note here that the distribution of $(\Lambda^*, F^*)$ depends only on $\lambda$.

We turn to the "estimation" of the canonical variate $y$. Note that the quantity to be estimated is not a constant but a variate. We may take as an estimate of $y$
\begin{equation}
y = \hat{F}'(x - \mu)
\end{equation}
with $\hat{F}$ being defined by (6.9). In view of (6.13) and (6.7) this is written in the form
\begin{equation}
y = D_\pm F^*y,
\end{equation}
which reduces the problem again to $F^*$. Since the distribution of both $F^*$ and $y$ depend only on $\lambda$, so is that of $\hat{y}$ up to the sign of every component.

As for $k$ in the formula (6.4) we set
\begin{equation}
k = k_B(\lambda) \quad \text{or} \quad k = k_M(\lambda)
\end{equation}
according as we wish to get an asymptotically Bayes or a minimax discrimination, where $k_B(\lambda)$ is given by (2.9), $k_M(\lambda)$ by (3.3) and $\lambda$ by (6.10).

**Case (2°):** $\mu$ is unknown. For each $i$ ($i=1, 2$) the sample mean vector and the sample variance matrix are defined as follows:
\begin{align}
\bar{x}^{(i)} &= \frac{1}{n_i} \sum_{\alpha=1}^{n_i} x^{(i)}_{\alpha} \\
\hat{\Sigma}_i &= \frac{1}{n_i - 1} \sum_{\alpha=1}^{n_i} (x^{(i)}_{\alpha} - \bar{x}^{(i)})(x^{(i)}_{\alpha} - \bar{x}^{(i)})'.
\end{align}
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Since the statistic \((x'\bar{x}, \bar{x}', \hat{\Sigma}_1, \hat{\Sigma}_2)\) is sufficient for the unknown parameter \((\mu, \Sigma_1, \Sigma_2)\), it suffices to consider a discrimination function which is dependent only on this sufficient statistic and \(x\). We adopt in fact

\[
\varphi(x, \bar{x}', \Sigma_1', \Sigma_2') = \begin{cases} 1 & \text{if } \hat{Q} > \hat{k}, \\ 0 & \text{if } \hat{Q} < \hat{k}, \end{cases}
\]

where

\[
\hat{Q} = (x - \bar{x})'(\hat{\Sigma}_1^{-1} - \hat{\Sigma}_2^{-1})(x - \bar{x})
\]

\[
\bar{x} = \frac{n_1\bar{x}^{(1)} + n_2\bar{x}^{(2)}}{n_1 + n_2}.
\]

In doing this we have replaced \(\mu, \Sigma_1, \) and \(\Sigma_2\) in (2.2) by their estimates \(\bar{x}, \hat{\Sigma}_1, \) and \(\hat{\Sigma}_2,\) which are not the maximum likelihood estimates contrary to Case \((1^o)\).

The problem again concerns with the sampling distribution of \(\hat{Q}\) and the estimation of \(\Lambda, F\) and \(y\). Put

\[
\Sigma_i^* = F'\hat{\Sigma}_i F, \quad \Sigma_2^* = F'\hat{\Sigma}_2 F
\]

and

\[
\bar{y} = F'(\bar{x} - \mu),
\]

then it follows that

\[
\hat{Q} = (y - \bar{y})'(\Sigma_1^* - \Sigma_2^*)^{-1}(y - \bar{y}).
\]

We know that \((n_i - 1)\hat{\Sigma}_i\) obeys the Wishart distribution \(W(\Sigma_i, n_i - 1)\) for each \(i\) and hence \((n_i - 1)\Sigma_i^*\) and \((n_i - 1)\Sigma_2^*\) obey \(W(I, n_i - 1)\) and \(W(\Lambda, n_2 - 1)\) respectively. Furthermore the distribution of \(\bar{y}\) is \(N(0, (n_1 I + n_2 \Lambda)/(n_1 + n_2)^2)\) and that of \(y\) is \(N(0, I)\) or \(N(0, \Lambda)\) according as \(x\) comes from \(\Pi_1\) or from \(\Pi_2\). This time again the distribution of \(\hat{Q}\) depends only on \(\lambda\).

As regards the estimation of \((\Lambda, F)\) and the choice of \(\hat{k}\) in (6.19) the situation is quite analogous with Case \((1^o)\), so that the equation from (6.9) through (6.13) as well as (6.16) hold with only the alteration that the number of degrees of freedom of \(\Sigma_i\) is reduced from \(n_i\) to \(n_i - 1\) for each \(i\).

As for the estimation of \(y\) we take the estimate

\[
\hat{y} = F'(x - \bar{x})
\]

in place of (6.14). This can be written in the form

\[
\hat{y} = D_x F^*(y - \bar{y}),
\]

whose distribution depends only on \(\lambda\).
7. Reduction in dimensions. We have utilized in the preceding section the whole information provided by \( p \)-dimensional variates \( \mathbf{x} \) and \( \mathbf{x}^{(l)} \). In parallel with Section 4 of Part I it is conceivable to reduce the number of dimensions from \( p \) to \( q ( \leq p ) \), holding then the efficiency of discrimination as high as possible. Along the line of Theorem 5 we consider a discrimination function written in the form

\[
\varphi(\mathbf{x}, \hat{\mathbf{1}}, \hat{\mathbf{2}}) = \begin{cases} 1 & \text{if } \hat{Q}^* > \hat{k} \\ 0 & \text{if } \hat{Q}^* < \hat{k} \end{cases}
\]

Then we have only to determine \( \hat{Q}^* \) and \( \hat{k} \) as respective estimate of \( Q^* \) in (4.4) and of \( k \) in (4.5). We set in fact

\[
\hat{Q}^* = \left( \sum_{i=1}^{\hat{s}} + \sum_{j=p-q+s+1}^{p} \left( 1 - \frac{1}{\hat{\lambda}_i} \right) \hat{y}_i^2 \right),
\]

where the \( \hat{\lambda}_i \) are given by (6.9), while the \( \hat{y}_i \) are defined either by (6.14) for Case (1°) or by (6.25) for Case (2°). We set further

\[
\hat{k} = k_B(\hat{\lambda}^*) \quad \text{or} \quad \hat{k} = k_M(\hat{\lambda}^*),
\]

according as we aim at an asymptotically Bayes or a minimax discrimination, where the functions \( k_B(\lambda^*) \) and \( k_M(\lambda^*) \) are the same as in (4.5) and

\[
\hat{\lambda}^* = (\hat{\lambda}_1, \ldots, \hat{\lambda}_q, \hat{\lambda}_{p-q+s+1}, \ldots, \hat{\lambda}_p).
\]

Clearly, from the discussion of the preceding section the distribution of \( Q^* \) depends only on \( \lambda \) but not necessarily on \( \Lambda^* = (\lambda_1, \ldots, \lambda_q, \lambda_{p-q+s+1}, \ldots, \lambda_p) \). Now from (6.8), (6.11) and (6.15) it holds that

\[
\hat{Q} = \hat{y}(I - \hat{\Lambda}^{-1})\hat{y} = \sum_{i=1}^{q} \left( 1 - \frac{1}{\hat{\lambda}_i} \right) \hat{y}_i^2.
\]

A comparison of this and (7.2) shows that \( \hat{Q}^* \) picks up dominant terms, \( q \) in number, of the canonical form of \( \hat{Q} \).

8. Asymptotic distribution of the eigenvalues and the eigenvectors. Though we are interested in the asymptotic distribution of the random variable \( (\hat{A}^*, \hat{F}^*) \) defined by (6.11), let us change the notation for convenience. Let \( A_{n_1} \) and \( B_{n_2} \) be random matrices such that \( n_iA_{n_i} \) and \( n_iB_{n_i} \) follow independently the Wishart distributions \( W(I, n_i) \) and \( W(A, n_i) \), respectively, where \( A \) is diagonal with diagonal elements satisfying

\[
\lambda_1 > \lambda_2 > \cdots > \lambda_p > 0.
\]

Then the set of equations
(8.3) \[ \lambda_1(n) \geq \lambda_2(n) \geq \cdots \geq \lambda_p(n) \]

and

(8.4) \[ f_{ii}(n) \geq 0 \quad (i = 1, 2, \ldots, p). \]

For simplicity we suppose \( n_i = n \), regarding \( n_z \) as a function of \( n_i \). The problem is to find the asymptotic distribution of \( (A_n, F_n) \) when \( n_i, n_z \to \infty \) in such a way that

(8.5) \[ \sqrt{\frac{n_i}{n_z}} \to c \quad (a \text{ positive constant}). \]

Analogous problems are dealt with in Hsu [12], [13], [14] and Anderson [1], [2]. The following derivation is based on Rubin's theorem as is the case with Anderson [2]:

**Theorem (Rubin).** Let \( X_n \) \((n = 1, 2, \ldots)\) and \( X \) be \( p \)-dimensional random vectors and let \( f_n \) \((n = 1, 2, \ldots)\) and \( f \) be mappings from a Euclidean \( p \)-space to a \( q \)-space. Suppose that

(i) \( X_n \) converges in law to \( X \) as \( n \to \infty \),

(ii) for every continuity point \( x \) of \( f \), it holds that \( f_n(x_n) \to f(x) \) whenever \( x_n \to x \), and

(iii) the probability that \( X \) falls in the set of discontinuities of \( f \) is zero.

Then \( f_n(x_n) \) converges in law to \( f(X) \) as \( n \to \infty \).

We now state the

**Theorem 6.** (1) For each \( i \) \((i = 1, 2, \ldots, p)\) the random vector \( (\lambda_i(n), f_{ii}(n)) \) follows asymptotically a normal distribution with

\[
\begin{bmatrix}
\lambda_i \\
1
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
2\lambda_i^2 \left( \frac{1}{n_i} + \frac{1}{n_z} \right) & \frac{\lambda_i}{n_z} \\
\frac{\lambda_i}{n_z} & \frac{1}{2n_z}
\end{bmatrix}
\]

as the mean vector and the variance matrix, respectively.

(2) For each pair \( (i, j) \) \((i, j = 1, 2, \ldots, p; i < j)\) the random vector \( (f_{ij}(n), f_{ji}(n)) \) is distributed asymptotically normally with
as the mean vector and the variance matrix, respectively.

(3) These random vectors are distributed asymptotically independently.

As a consequence of this theorem we know the following properties concerning the quantities defined by (6.9), (6.11) and (6.13). First

\[
\text{plim } A^* = A, \quad \text{plim } F^* = F
\]
as \( n_1, n_2 \to \infty \) under (8.5). Accordingly, plim \( D_\pm = I \) and hence

\[
\text{plim } \hat{A} = A, \quad \text{plim } \hat{F} = F.
\]
Thus \( (\hat{A}, \hat{F}) \) is a consistent estimate of \( (A, F) \).

Furthermore, from (1) of Theorem 6 it is seen that \( \log \lambda_i \) follows asymptotically

\[
N\left( \log \lambda_i, 2\left(\frac{1}{n_1} + \frac{1}{n_2}\right) \right),
\]
whence a confidence interval of \( \log \lambda_i \) or of \( \lambda_i \) itself can be obtained.

As for \( \hat{y} \), the estimated canonical variate, we know from (6.15) or (6.26) that

\[
\hat{y} \to y \quad \text{(in law)}
\]
for either of Cases (1°) and (2°).

Proof of Theorem 6. Put

\[
U_n = \sqrt{n_1}(A_{n_1} - I), \quad V_n = \sqrt{n_2}(B_{n_2} - A),
\]
then from the central limit theorem their elements \( u_{ij}(n) \) and \( v_{ij}(n) \) \((i, j=1, 2, \ldots, p; i \leq j)\) follow in the limit independent normal distributions with the mean zero in common and the variances

\[
\begin{align*}
E(u_{ij}) &= 2, \quad E(v_{ij}) = 2\lambda_i^2, \\
E(u_{ij}^2) &= 1, \quad E(v_{ij}^2) = \lambda_i \lambda_j \quad (i < j).
\end{align*}
\]
(8.11)

Put

\[
\theta_n = \sqrt{n}(A_n - A), \quad Z_n = \sqrt{n}(F_n - I),
\]
or, in terms of elements,

\[
\theta_i(n) = \sqrt{n}(\lambda_i(n) - \lambda_i), \quad z_{ij}(n) = \sqrt{n}(f_{ij}(n) - \delta_{ij}),
\]
then we have to prove that \((\theta(n), z(n))\) and \((z_{ij}(n), z_{ji}(n))\) follow in the limit independent normal distributions with the mean \((0,0)\) in common and the variance matrices

\[
(8.14) \quad \begin{pmatrix}
2\lambda_i^2(1+c^n) & \lambda_i \\
\lambda_i & \frac{1}{2}
\end{pmatrix} \quad \text{and} \quad 
\frac{1}{(\lambda_i - \lambda_j)^2} \begin{pmatrix}
\lambda_j(\lambda_j + c^n) & -\lambda_i \lambda_j(1+c^n) \\
-\lambda_i \lambda_j(1+c^n) & \lambda_i(\lambda_i + c^n)
\end{pmatrix},
\]

respectively.

Substituting \(A_n, B_n, \Lambda_n\) and \(F_n\) given by (8.10) and (8.12) into (8.2), (8.3) and (8.4), we get respectively

\[
\begin{align*}
V_n^2 & = V_n^1 + V_n^2 \\
(8.15) & = (8.16) \\
(8.17) & = (8.18)
\end{align*}
\]

These equations together determine \((\Theta_n, Z_n)\) uniquely with probability one. If we neglect in them the terms of order \(n^{-1}\) or higher, then, omitting the subscript \(n\) of \(\Theta_n, Z_n, U_n\) and \(V_n\), we get from (8.15)

\[
\begin{align*}
(8.18) & = Z + Z' + U = 0, \\
\Lambda Z + Z' \Lambda + cV = \Theta,
\end{align*}
\]

while both (8.16) and (8.17) reduce to triviality.

It is easily seen that (8.18) determines \((\Theta, Z)\) uniquely in terms of \((A, U, V)\). Indeed, putting \(U=(u_{ij}), V=(v_{ij}), \Theta=(\theta_{ij})\) and \(Z=(z_{ij})\), we get the solution

\[
\begin{align*}
(8.19) & = \begin{cases}
\theta_i = cv_{ii} - \lambda_i u_{ii}, & z_{ii} = -\frac{1}{2} u_{ii}, \\
z_{ij} = \frac{\lambda_j u_{ij} - cv_{ij}}{\lambda_i - \lambda_j}, & z_{ji} = \frac{cv_{ij} - \lambda_i u_{ij}}{\lambda_i - \lambda_j} \quad (i < j)
\end{cases}
\end{align*}
\]

Suppose that \(u_{ij}\) and \(v_{ij}\) \((i, j=1, 2, \ldots, p; i < j)\) follow independent normal distributions with the mean zero and the variances given by (8.11), so that \(U_n \rightarrow U\) and \(V_n \rightarrow V\) in law as \(n \rightarrow \infty\). Then (8.19) implies that \((\theta_i, z_{ii})\) and \((z_{ij}, z_{ji})\) are distributed independently normally with the
mean \((0, 0)\) and the variance matrices given by (8.14). Thus we have only to prove that \((\theta_n, Z_n)\) defined by the equations (8.15), (8.16) and (8.17) converges in law to \((\theta, Z)\) defined by (8.18). Substituting \(X_n = (U_n, V_n), X = (U, V), f_n(X_n) = (\theta_n, Z_n)\) and \(f(X) = (\theta, Z)\) in Rubin's theorem, we see that the condition (i) is already ascertained and (iii) is trivial since the mapping \(f\) is continuous as is seen from (8.19). It remains thus to verify the condition (ii).

From now on we regard all variates in the equations from (8.15) to (8.18) as non-stochastic and prove that for any pair of matrices \((U, V)\) the convergence

\[
(U_n, V_n) \to (U, V) \quad \text{as } n \to \infty
\]

implies that

\[
(\theta_n, Z_n) \to (\theta, Z) \quad \text{as } n \to \infty.
\]

We rewrite (8.15) in the form

\[
\left\{ \begin{array}{l}
F_n'(I + \frac{1}{\sqrt{n}} U_n)F_n = I, \\
F_n'(\Lambda + \frac{1}{\sqrt{n}} V_n)F_n = \Lambda_n
\end{array} \right.
\]

and we begin by showing that

\[
F_n \to I, \quad \Lambda_n \to \Lambda \quad \text{as } n \to \infty.
\]

To verify this we have to prove that for any subsequence \(\{n'\}\) of \(\{n\}\) there exists a subsequence \(\{n''\}\) of \(\{n'\}\) such that

\[
F_{n''} \to I, \quad \Lambda_{n''} \to \Lambda \quad \text{as } n'' \to \infty.
\]

Now from the first equation of (8.22) we see that \(F_n (n = 1, 2, \ldots)\) are bounded and hence for any \(\{n'\}\) there exist a subsequence \(\{n''\}\) of \(\{n'\}\) such that \(F_{n''} \to F^*\) as \(n'' \to \infty\). This together with (8.20) and (8.22) implies that \(\Lambda_{n''}\) converges to a certain diagonal matrix \(\Lambda^* = (\lambda_i^*\delta_{ij})\) as \(n'' \to \infty\) such that

\[
F^*F^* = I, \quad F^*\Lambda F^* = \Lambda^*.
\]

Passing to the limit in (8.3) and (8.4), we know that \(\lambda_i^* \geq \lambda_j^* \geq \cdots \geq \lambda_p^*\) and \(f_i^* \geq 0\) for every \(i\). Accordingly, the uniqueness of the canonical reduction (8.25) implies \(F^* = I\) and \(\Lambda^* = \Lambda\), which proves (8.24) as asserted.
Thus we have obtained the first terms of $\Lambda_n$ and $F_n$. We now turn to the second terms $\Theta_n$ and $Z_n$ defined by (8.12). The convergence $F_n \to I$ implies that for sufficiently large $n$ $F_n$ is nonsingular; hence two equations in (8.22) together with the first equation of (8.12) yield

\[ (\Lambda + \frac{1}{\sqrt{n_2}} V_n) F_n = \left( I + \frac{1}{\sqrt{n}} U_n \right) F_n \left( \Lambda + \frac{1}{\sqrt{n}} \Theta_n \right). \]

The equation for the $(i, i)$ elements is

\[
\lambda_i f_{ii}(n) + \frac{1}{\sqrt{n_2}} \sum_{k=1}^{p} v_{ik}(n) f_{ki}(n)
= \left( \lambda_i + \frac{1}{\sqrt{n}} \theta_i(n) \right) \left[ f_{ii}(n) + \frac{1}{\sqrt{n}} \sum_{k=1}^{p} u_{ik}(n) f_{ki}(n) \right]
\]

or equivalently

\[ \sum_{k=1}^{p} f_{ki}(n) \left[ \sqrt{\frac{n}{n_2}} v_{ik}(n) - \lambda_i u_{ik}(n) \right]
= \theta_i(n) \left[ f_{ii}(n) + \frac{1}{\sqrt{n}} \sum_{k=1}^{p} u_{ik}(n) f_{ki}(n) \right]. \]

Using (8.20) and (8.23) or, in terms of elements, $u_{ij}(n) \to u_{ij}$, and $v_{ij}(n) \to v_{ij}$ and $f_{ij}(n) \to \delta_{ij}$, we find from (8.27) that

\[ \theta_i(n) \to cv_{ii} - \lambda_i u_{ii} \quad \text{for every } i. \]

The equation for the $(i, j)$ elements $(i \neq j)$ of (8.26) is

\[
\lambda_i f_{ij}(n) + \frac{1}{\sqrt{n_2}} \sum_{k=1}^{p} v_{ik}(n) f_{kj}(n)
= \left( \lambda_j + \frac{1}{\sqrt{n}} \theta_j(n) \right) \left[ f_{ij}(n) + \frac{1}{\sqrt{n}} \sum_{k=1}^{p} u_{ik}(n) f_{kj}(n) \right].
\]

Substituting $z_{ij}(n) = \sqrt{n} f_{ij}(n)$, we get

\[
(\lambda_i - \lambda_j) z_{ij}(n) + \sum_{k=1}^{p} f_{kj}(n) \left[ \sqrt{\frac{n}{n_2}} v_{ik}(n) - \lambda_i u_{ik}(n) \right]
= \theta_j(n) \left[ f_{ij}(n) + \frac{1}{\sqrt{n}} \sum_{k=1}^{p} u_{ik}(n) f_{kj}(n) \right]
\]

In view of the convergences (8.5), (8.20), (8.23) and (8.28) it holds that

\[ z_{ij}(n) \to \frac{\lambda_j u_{ij} - cv_{ij}}{\lambda_i - \lambda_j} \quad \text{for } i \neq j. \]

Finally from the first equation of (8.22) we get for every $i$
Substituting \( f_{ii}(n) = 1 + z_{ii}(n)/\sqrt{n} \), we obtain after a straight-forward calculation

\[
(8.30) \quad z_{ii}(n) \to -\frac{1}{2} u_{ii} \quad \text{for every } i.
\]

The relations (8.28), (8.29), (8.30) together with (8.19) imply (8.21) and the proof of the theorem is complete.


We consider the asymptotic property of the discrimination procedure defined by (7.1) including then (6.14) and (6.19) as special cases. As is seen in the preceding section \( \hat{\lambda} = (\hat{\lambda}_1, \ldots, \hat{\lambda}_p) \) converges in probability to \( \lambda = (\lambda_1, \ldots, \lambda_p) \) and \( y = (y_1, \ldots, y_p)' \) converges in law to \( y = (y_1, \ldots, y_p)' \) as \( n_i, n_o \to \infty \) under the restriction (8.5). Therefore from the well-known theorem for stochastic convergence (cf. Cramér [6], p. 254) we find that

\[
(9.1) \quad \hat{Q} \to Q^* \quad \text{(in law)},
\]

where \( Q^* \) is given by (4.4). On the other hand, since the functions \( k_B(\lambda^*) \) and \( k_M(\lambda^*) \) are continuous in \( \lambda^* = (\lambda_1, \ldots, \lambda_s, \lambda_{p-q-s+1}, \ldots, \lambda_p) \), we get

\[
(9.2) \quad \text{plim } k_B(\hat{\lambda}^*) = k_B(\lambda^*), \quad \text{plim } k_M(\hat{\lambda}^*) = k_M(\lambda^*).
\]

Two convergences (9.1) and (9.2) together imply that the discrimination function (7.1) is asymptotically equivalent to (4.3) and the probabilities of error of two kinds are approximated either by (2.10) for the Bayes case or by the probabilities appearing in (3.3) for the minimax case, using in either case \( \lambda^* \) in place of \( \lambda \).

This is the first approximation, as it were, of the asymptotic distribution of \( \hat{Q}^* \). What will be then the second approximation? For the problem of discrimination for means of two normal populations \( \Pi_i \colon N(\mu_i, \Sigma) \) with the common variance matrix, the forthcoming paper [21] by the author deals with the asymptotic distribution of the linear discriminant function \( V = (x^{(1)} - x^{(2)})' \hat{\Sigma}^{-1} \left[ x - \frac{1}{2}(x^{(1)} + x^{(2)}) \right] \), where \( x^{(i)} \) denotes for each \( i (i = 1, 2) \) a sample mean of size \( n_i \) from \( \Pi_i \) and \( \hat{\Sigma} \) an unbiased estimate of \( \Sigma \) with \( f \) degrees of freedom. As \( n_1, n_2, f \to \infty \) \( V \) follows asymptotically the same distribution as \( U = (\mu^{(1)} - \mu^{(2)})' \Sigma^{-1} \left[ x - \frac{1}{2}(\mu^{(1)} + \mu^{(2)}) \right] \) does, which is \( N \left( \frac{1}{2} D^2, D^2 \right) \) or \( N \left( -\frac{1}{2} D^2, D^2 \right) \) according as \( x \) comes from
II, or from II2, where \( D^2 = (\mu^{(1)} - \mu^{(2)})' \Sigma^{-1} (\mu^{(1)} - \mu^{(2)}) \) is the Mahalanobis distance. Let \( \Phi(t) \) and \( \phi(t) \) be the cdf and pdf, respectively, of \( N(0, 1) \), then in the expansion

\[
Pr \left( V < \frac{1}{2} D^2 + tD \mid II_1 \right) = \Phi(t) + \phi(t) \left( \frac{A_1 + A_2 + A_3}{n_1} \right) + \ldots
\]

in the inverse power of \( n_1, n_2 \) and \( f \) the coefficients \( A_1, A_2 \) and \( A_3 \) are given in terms of \( t \) and \( D^2 \). The probability \( P(2 \mid 1) \) of error is obtained by setting \( t = -D/2 \). It may be said that the formula (9.3) gives the second approximation of the distribution of \( V \).

The similar formula for \( Q^* \) may be obtainable but the derivation, it seems, is rather difficult for the general case and hence we give only a sketch of the derivation after the studentization method of Moriguti [19] and Wallace [32] for the special case where the mean vector is known and the reduced number \( q \) of dimensions equals one.

We evaluate the probability that the quadratic discriminant function \( Q^* = (1 - \frac{1}{\hat{\lambda}_n}) \bar{y}_1 \) with \( \hat{\lambda}_n \) given in (6.14) is larger than \( K(\hat{\lambda}_n) \), \( K(\lambda) \) being any function twice differentiable in \( \lambda \), when \( x \) comes from \( II_1 \), that is,

\[
Pr(Q^* > K(\hat{\lambda}_n) \mid II_1) = P(2 \mid 1) \quad \text{(say)}.
\]

Clearly

\[
P(2 \mid 1) = E'\left[ Pr(Q^* > K(\hat{\lambda}_n) \mid \hat{\lambda}; II_1) \right],
\]

where \( E' \) denotes the expectation with regard to \( \hat{\lambda} \), while \( Pr \) the conditional probability given \( \hat{\lambda} \). From (6.15) it follows that \( \hat{\lambda}_n = \pm \sum_{i=1}^{\lambda} f_i^2 y_i \) and hence the conditional distribution of \( \hat{\lambda}_n \) is \( N(0, \Sigma_1 f_i^2) \).

If we put

\[
\Psi(t) = Pr(\chi^2_1 < t) = \int_0^t \frac{1}{\sqrt{2\pi t}} e^{-t/2} dt,
\]

then (9.5) is written in the form

\[
P(2 \mid 1) = 1 - E'\left[ \Psi\left( \frac{\hat{\lambda}_n K(\hat{\lambda}_n)}{(\hat{\lambda}_n - 1) \Sigma_1 f_i^2} \right) \right].
\]

If we have the expansion

\[
\frac{\hat{\lambda}_n K(\hat{\lambda}_n)}{(\hat{\lambda}_n - 1) \Sigma_1 f_i^2} = \frac{\lambda_1 K(\lambda_1)}{\lambda_1 - 1} + \frac{1}{\sqrt{n}} A + \frac{1}{n} B
\]

in the power of \( n^{-1/2} \), where \( n = n_1 \) denotes the size of the first sample \( \mathbf{X}_1 \), neglecting the terms of higher order, and if \( E'(A) = 0 \), then it holds that
where
\[ \psi(t) = \frac{d}{dt} \psi(t) = \frac{1}{\sqrt{2\pi t}} e^{-t/2}, \quad \psi'(t) = \frac{d}{dt} \psi(t) \]
and
\[ \psi_2 = \psi \left( \frac{\lambda_i K(\lambda_i)}{\lambda_i - 1} \right), \quad \psi_2' = \psi' \left( \frac{\lambda_i K(\lambda_i)}{\lambda_i - 1} \right). \]

The formula (9.7) gives the second approximation required. And it remains only to calculate \( E'(B) \) and \( E'(A^2) \).

From the arguments in Section 7 it follows that
\[ \hat{\lambda}_1 = \lambda_1 + \frac{1}{n} \theta_1 + \frac{1}{n} \phi_1 \]
\[ f_{\Omega}^* = 1 + \frac{1}{n} z_{i1} + \frac{1}{n} w_i, \quad f_{11}^* = \frac{1}{\sqrt{n}} z_{11} \quad (i \neq 1) \]
with the terms of higher order being neglected, where \( \theta_1, z_{i1} \) and \( z_{11} \) are given by (8.19) and
\[ \phi_1 = \sum_{i=1}^p \left( \frac{c v_{i1} - \lambda_i u_{1i}}{\lambda_1 - \lambda_i} \right)^2 + u_{11} \theta_1 + c v_{11} \]
\[ w_1 = -\frac{1}{2} \sum_{i=1}^p \frac{\lambda}{\lambda_1 - \lambda_i} z_{1i}^2, \]
\( u_{1i} \) and \( v_{i1} \) \((i=1, \ldots, p)\) denoting independent normal variates with the mean zero in common and the variances (8.11). After a straightforward calculation we get
\[ E'(A) = 0, \]
\[ E'(A^2) = \frac{2 \lambda^2}{(\lambda - 1)^2} \left[ \frac{K}{\lambda - 1} - 2 \right] + c^2 \left( \frac{K}{\lambda - 1} - \frac{2}{\lambda - 1} \right), \]
\[ E'(B) = \frac{\lambda}{\lambda - 1} \left\{ \lambda^2 K'' + \lambda K' \left( \lambda S - \frac{2}{\lambda - 1} \right) - K \left( 2 \lambda S + \frac{\lambda^2}{\lambda - 1} - \frac{2\lambda}{\lambda - 1} \right) \right\} \]
\[ + c^2 \frac{\lambda}{\lambda - 1} \left\{ \lambda^2 K'' + \lambda K' \left( \lambda S - \frac{2}{\lambda - 1} - \frac{p-1}{\lambda - 1} \right) - K \left( \frac{\lambda S}{\lambda - 1} - \frac{2\lambda}{(\lambda - 1)^2} - \frac{p-1}{\lambda - 1} \right) \right\}, \]
where \( c \) is given by (8.5) and we have put \( \lambda = \lambda_1, K = K(\lambda), K' = \frac{d}{d\lambda} K(\lambda), K'' = \frac{d^2}{d\lambda^2} K(\lambda) \) and \( S = \Sigma_{i=2}^p (\lambda_i - \lambda_1)^{-1} \). Substitution of (9.8) and (9.9) into (9.7) yields the second approximation of the probability (9.4).

Similarly, for the probability
Discrimination for Variance Matrices

\[(9.10)\]
P(1|2) = Pr(\hat{Q}^* < K(\lambda_1) | \Pi_2)

of the reversed error we have

\[(9.11)\]
P(1|2) = \psi\left(\frac{K(\lambda_1)}{\lambda_1 - 1}\right) + \frac{1}{n} \left[\psi D + \frac{1}{2} \psi' E'(C)^2\right]

where

\[\psi_1 = \psi\left(\frac{K}{\lambda_1 - 1}\right), \quad \psi_1' = \psi'\left(\frac{K}{\lambda_1 - 1}\right)\]

and

\[(9.12)\]
E'(C)^2 = \lambda^{-2} E'(A^2)

\[(9.13)\]
E'(D) = \left\{\lambda^2 K'' + \lambda K'(\lambda S - 2) - K\left(\frac{\lambda S}{\lambda - 1} - \frac{2\lambda}{(\lambda - 1)^2}\right)\right\}

which we may substitute in (9.9) and (9.13).

If we wish to get the probabilities of the two kinds of error committed by the Bayes discrimination procedure, we may set \(K(\lambda) = k_B(\lambda) = \log \lambda\) together with \(K' = \lambda^{-1}\) and \(K'' = -\lambda^{-2}\) in the formulas (9.9) and (9.13), assuming \(\pi_1 = \pi_2\) and \(w_1 = w_2\). For the minimax case we have the function \(K = K(\lambda) = k_M(\lambda)\) implicitly defined by

\[(9.14)\]
\(\psi\left(\frac{K}{\lambda - 1}\right) + \psi\left(\frac{\lambda K}{\lambda - 1}\right) = 1.\)

By differentiating (9.14) once or twice in \(\lambda\) we know

\[K' = \frac{\psi_1 + \psi_2}{(\lambda - 1)(\psi_1 + \lambda \psi_2)} K,\]

\[K'' = \frac{\psi_2}{2(\lambda - 1)(\psi_1 + \lambda \psi_2)^2} \left[\frac{\psi_1(\psi_1' + \psi_2')}{(\psi_1 + \lambda \psi_2)} K^2 - \left(\frac{3\lambda + 1}{\lambda} \psi_1 + 4\psi_2\right) K\right],\]

which we may substitute in (9.9) and (9.13).

**PART III. AN APPLICATION**

10. Discrimination of zygosity of twins. As an illustration of the theory so far developed let us consider the problem of discrimination of zygosity of twins. It is recognized by biologists that there are two kinds of twins, monoczygotic or dizygotic. Generally speaking, two members of a pair of monozygotic twins resemble each other in many respects, physical or mental, qualitative or quantitative, more closely than those
of dizygotic twins do. For instance, a pair of monozygotic twins is necessarily like-sexed but this is not true for a dizygotic pair. Conversely, if a pair of twins is opposite-sexed, then it must be dizygotic but if otherwise, we cannot assert anything. We encounter thus the problem of discrimination.

Consider some characteristics of a person, \( p \) in number, distributed continuously among the population of persons and suppose that discrimination is to be based on measurements of these characteristics performed for each member of a pair of twins. Denote by \( \xi \) and \( \eta \) the observed two \( p \)-vectors. It is noted here that we cannot specify which member of the pair \( \xi \) or \( \eta \) should be referred to; \( \xi \) may be referred to either member and \( \eta \) to the other. This situation accompanied with a kind of arbitrariness will be called an *intraclass property*. Now for the population of \((2p)\)-dimensional variate \( \begin{pmatrix} \xi \\ \eta \end{pmatrix} \) we assume normality, which will not be so unrealistic. Then from the intraclass property above it will be reasonable to assume that the population has the form

\[
\Pi_i': N\left(\begin{bmatrix} \mu \\ \mu \end{bmatrix}, \begin{bmatrix} \Sigma & \Gamma_i \\ \Gamma_i & \Sigma \end{bmatrix}\right) \quad (i = 1, 2),
\]

where \( \Gamma_i \), the covariance matrix of \( \xi \) and \( \eta \), is symmetric and \( \Pi_1' \) corresponds to monozygotic population and \( \Pi_2' \) to dizygotic. In this formulation the problem is to discriminate between two normal populations having distinct variance matrices with the mean vector in common. The parameters are supposed to be unknown in general.

Of course it is possible at this stage to apply the theory of Part I or II but, conforming to the principle of economy, it is desirable to reduce the number of dimensions of variates considered as far as possible. For this purpose introduce a one-to-one linear transformation

\[
\begin{pmatrix} \xi \\ \eta \end{pmatrix} \rightarrow \begin{pmatrix} x \\ \bar{x} \end{pmatrix} = \begin{pmatrix} \xi - \eta \\ \xi + \eta \end{pmatrix}.
\]

For each \( i (i=1, 2) \) if \( \begin{pmatrix} \xi \\ \eta \end{pmatrix} \) comes from \( \Pi_i' \), then the new variates \( x \) and \( \bar{x} \) are distributed independently in

\[
N(0, 2(\Sigma - \Gamma_i)) \quad \text{and} \quad N(2\mu, 2(\Sigma + \Gamma_i))
\]

respectively. As is already seen in Section 2 or 3 the efficiency of the Bayes or minimax discrimination depends only on the eigenvalues with respect to the pair of the variance matrices. Now from the subject
matter consideration above it will be expected that both covariance matrices $\Gamma_1$ and $\Gamma_2$ are close to the variance matrix $\Sigma$ and furthermore that $\Gamma_1$ is much closer to $\Sigma$ than $\Gamma_2$ is. This situation may be represented symbolically in a figure below arranging the matrices in a linear order:

\[
\begin{align*}
\emptyset & \Sigma - \Gamma_1 & \Sigma - \Gamma_2 & \Sigma & \Sigma + \Gamma_2 & \Sigma + \Gamma_1 & 2\Sigma \\
\end{align*}
\]

hence we have a set of approximate inequalities

(10.4) \[ \Sigma < \Sigma + \Gamma_2 < \Sigma + \Gamma_1 < 2\Sigma, \]

where the sign of inequality means that the difference matrix is positive definite. If (10.4) holds exactly, then as is easily verified every eigenvalue with respect to the pair \((2(\Sigma + \Gamma_2), 2(\Sigma + \Gamma_1))\) is smaller than 2. On the other hand it is quite probable that there exist large eigenvalues among those with respect to \((2(\Sigma - \Gamma_1), 2(\Sigma - \Gamma_2))\). This means that the contribution of the variate $x$ to the efficiency of discrimination occupies the major part of the efficiency provided by the whole information \((x, \tilde{x})\), which is equivalent to \((\xi, \eta)\). It will not therefore bring a heavy loss to utilize only the measurement $x$ instead of \((\xi, \eta)\). Then a discrimination should be made between two normal populations

(10.5) \[ \Pi_i : N(0, \Sigma_i), \text{ where } \Sigma_i = 2(\Sigma - \Gamma_i) \ (i = 1, 2). \]

This reduction indeed has been used by biologists from the intuitive ground. We mention further that it has other favorable properties as follows:

(i) The fact that the mean vector of $\Pi_i$ is known, in fact constant zero, simplifies considerably the theory required and also reduces drastically the amount of numerical computation for obtaining the estimates $\hat{\Sigma}_i$, as is seen from a comparison of (6.3) with (6.18).

(ii) It might happen that in the real field of application there exists a certain variation of the population mean $\mu$, which we assumed constant. This possibility endangers any application of the theory to the populations $\Pi'_i$ but not to $\Pi_i$. There may also exist a variation of $(\Sigma, \Gamma_i)$ but most of its possible effect will be absorbed by taking the difference $\Sigma_i = 2(\Sigma - \Gamma_i)$.

(iii) Though less probable than (ii) the assumption that $\mu$ is common in $\Pi'_1$ and $\Pi'_2$ may not represent well the situation. As for $\Pi_i$ we are free also from such a difficulty.
11. Analysis of the data of twins. We shall analyze the data* consisting of measurements of ten anthropological characteristics on a series of 143 pairs of like-sexed twins, aged from 10 to 13, from primary and junior high schools in Osaka City. The constitution is represented in the table below, where the discrimination of the data themselves between mono- and dizygotic groups is performed by “polysymptomatische Aehnlichkeitsdiagnose” due to H. W. Siemens and O. v. Verschuer and hence there have been excluded several pairs of twins which were difficult to discriminate. Ten characteristics are (1) stature, (2) right iliospinal height, (3) biacromial breadth, (4) upper limb length, (5) maximum head length, (6) maximum head breadth, (7) maximum bizygomatic breadth, (8) bientokanthial breadth, (9) total facial length and finally (10) auricular height. All these variates are of continuous type and may be regarded as jointly normally distributed.

Though the data provide us \( \mathbf{\xi} \) as well as \( \mathbf{\eta} \) for every pair of twins, we utilize only the difference \( \mathbf{x} = \mathbf{\xi} - \mathbf{\eta} \), neglecting the information of \( \mathbf{x} = \mathbf{\xi} + \mathbf{\eta} \) as is described in the preceding section. Recall now the property (ii) there. In the present context there exists certainly a variation of the mean \( \mu \) and perhaps also of \( (\Sigma, \Gamma_i) \) resulting from the variation of ages ranging from 10 to 13. But it is expected that such a variation does not exert any serious influence on the application of the theory if we consider only the variate \( \mathbf{x} \). There may also exist most probably a definite difference between male and female populations within either the monozygotic group or the dizygotic, and hence to aim at rigor it is necessary to deal with the problem for each sex separately. But in this example we amalgamate two samples from male and female groups in order to enhance the precision of inference by enlarging the sample sizes and so we try the discrimination of zygosity with the sexes mixed. This procedure though somewhat rough may be tolerable because of the same reason as above.

* These data have been provided to the author cordially by Professor Mototsugu Kohama, Department of Anatomy, School of Medicine, Osaka University and have been analyzed also from other points of view; the case of discrete characteristics is dealt with in Okamoto & Ishii [22] as intraclass contingency table, and Tanaka [30] investigates the inference concerning intraclass canonical correlation.
Tables 3.1 and 3.2 give the moment matrices $\hat{\Sigma}_1$ and $\hat{\Sigma}_2$, respectively, computed by the formula (6.3) with regard to the variate $x$. Units of measurement are 1 cm for the first four items and 1 mm for the others. As was expected, every diagonal element of $\hat{\Sigma}_1$ is much smaller than the corresponding element of $\hat{\Sigma}_2$. The eigenvalues given by

$$|\hat{\Sigma}_2 - \lambda \hat{\Sigma}_1| = 0$$

were computed after the fashion of Rao [24]. Actual computation performed by the relay computer FACOM 128A under supervision of Mr. Tutomu Komazawa, the Institute of Statistical Mathematics, yields the largest eigenvalue

$$\lambda_1 = 19.631$$

and the corresponding eigenvector

$$y_i = 0.5107x_1 + 0.0719x_2 - 0.0244x_3 + 0.2447x_4 - 0.1138x_5 - 0.0563x_6 - 0.0613x_7 - 0.3238x_8 - 0.0378x_9 - 0.0074x_{10},$$

where the coefficients are so standardized that $y_i$ follows $N(0, 1)$ for the
population \( \Pi_1 \), that is, \( y_1 \) is the first canonical component. The second largest eigenvalue is
\[
\lambda_2 = 8.990
\]
and the corresponding eigenvector or the second canonical component is
\[
v_2 = 0.1384x_1 - 0.7441x_2 + 0.0967x_3 + 0.5291x_4 + 0.0619x_5
\]
\[
+ 0.0673x_6 + 0.0579x_7 + 0.1337x_8 + 0.2836x_9 + 0.0122x_{10}.
\]
It is seen that in \( y_1 \) the term of \( x_1 \) is dominant and is followed by \( x_5 \) and \( x_4 \), while in \( y_2 \) the term of \( x_2 \) is dominant, followed by \( x_4 \) and \( x_5 \). In either of \( y_1 \) and \( y_2 \) both \( x_3 \) and \( x_{10} \) contribute almost negligible and \( x_6 \) and \( x_7 \) follow them. Most of these results agree well with those of Katō [15] who investigated the resemblance of twins by the method of "relative deviation", using the same data as ours.

The procedure of discrimination of an observation \( x \) is as follows. We assume equal weight \( w_1 = w_2 \) and equal prior probability \( \pi_1 = \pi_2 \). If the number \( q \) of dimensions utilized is one, we assign \( x \) to \( \Pi_1 \) or to \( \Pi_2 \) according as
\[
\left(1 - \frac{1}{\lambda_1}\right)y_1^2 < k \quad \text{or} \quad > k,
\]
where \( k=k_M=1.436 \) for the minimax case and \( k=k_B=2.977 \) for the Bayes. For the former either probability of error of two kinds is 0.2187 while for the latter \( P(2|1)=0.0766 \) and \( P(1|2)=0.3107 \). Note that two probabilities for the Bayes case differ markedly. If \( q=2 \), then we assign \( x \) to \( \Pi_1 \) or to \( \Pi_2 \) according as
\[
\left(1 - \frac{1}{\lambda_1}\right)y_1^2 + \left(1 - \frac{1}{\lambda_2}\right)y_2^2 < k \quad \text{or} \quad > k,
\]
where \( k=k_M=3.642 \) or \( k=k_B=5.173 \). For the minimax case \( P(2|1)=0.1378 \) and for the Bayes case \( P(2|1)=0.0560 \) and \( P(1|2)=0.1894 \). Thus the efficiency improves considerably when \( q=2 \), compared with the case \( q=1 \). Such a sharp increase of efficiency will not be expected when \( q \) changes from 2 to 3, since the third eigenvalue \( \lambda_3=5.435 \) is not so large.

These values of the probability of error are exact only if 19.631 and 8.990 are the true values of the population eigenvalues \( \lambda_1 \) and \( \lambda_2 \). Since in fact they are nothing but estimates based on the random samples we can fathom the reliability of the data by calculating \( P(2|1) \) and \( P(1|2) \) along the line described in Section 9. From the theoretical limitation mentioned there we consider only the case \( q=1 \), obtaining the results below.
Since each of the eight correction terms shows small value, compared with the first approximation, except perhaps for the term due to $B$ in the Bayes $P(2|1)$, it might be said that discrimination procedure advocated here, either Bayes or minimax, enjoys the respective optimum property in a rather good approximation.
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