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Abstract
For a non-isomorphic finite endomorphism of a germ of a complex analytic normal surface
at a point, the pair of the surface and a completely invariant reduced divisor is shown to be
log-canonical. It is also shown in many situations that the endomorphism or its square lifts to
an endomorphism of another surface by an essential blowing up.
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0. Introduction

We study the singularity of a complex analytic normal surface admitting a non-isomorphic
finite surjective endomorphism. More precisely, we consider an endomorphism f of the
germ X = (X, x) of a normal surface X at a point x in which f is finite of degree > 1. The
singularity of X has been shown to be log-canonical by Wahl [62]: In the proof, an invariant
—P - P concerning the relative Zariski-decomposition plays an essential role. In [6, Thm. B],
Favre proves the log-canonicity by another method applying the theory of valuation spaces,
where he proves furthermore that X is a quotient singularity when f ramifies on X\ {x}. There
are also some remarkable results in [6] on the liftability of { by bimeromorphic morphisms
Y — X from normal surfaces Y. In this article, we classify the singularity of X and check the
liftability of f by standard arguments of algebraic geometry not using valuation spaces. For
the singularity, we consider not only X but also the germ at x of the pair (X, S) with a reduced
divisor S such that {!S = S set-theoretically; such a divisor S is said to be completely
invariant under f. As a generalization of [62] and [6, Thm. B], we can prove:
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404 N. NAKAYAMA

Theorem 0.1. Let§: X — X be a finite surjective endomorphism of a germ X = (X, x) of a
normal surface X at a point x. Let S be the germ (S, x) of a reduced divisor S C X at x. Here,
S may not contain x. Assume that degf > 1 and i1 = S. Then (X,S) is log-canonical at
x. If { is not étale on X \ G, then (X, S) is 1-log-terminal at x (cf. Definition 2.1).

The 1-log-terminal is called “purely log terminal” in many articles (see Remark 2.3 be-
low). Note that singularities of 2-dimensional log-canonical pairs with reduced boundary
divisors are classified by [30, Thm. 9.6] (cf. [55, App.], [35, Ch. 3]). Theorem 0.1 is a direct
consequence of Theorem 3.5 in Section 3 below. On the liftability of f, [6, Prop. 2.1] is
generalized to:

Theorem 0.2. Let f: X — X be a non-isomorphic finite endomorphism of a germ X =
(X, x) of a normal surface X at a point x. Let ¢: Y — X be a bimeromorphic morphism such
that E = ¢~'(x) is a divisor and ¢ is an isomorphism over X \ {x}. Let ®: ) — X be the
morphism induced by ¢ for the germ Q) = (Y, E) of Y along E (cf. Notation and conventions,
below). Then there is an endomorphism g: 9 — 9 such that ® o g = §> o ® for the square
2 = § o f provided that one of the following conditions is satisfied:

(I) The endomorphism T is étale outside {x}, ¢ is an essential blowing up (cf. Defini-
tion 4.24 below) of the log-canonical singularity X, and X is not a cusp singularity.
(Il) There is a reduced divisor S 3 x such that
o S = dGS for an integer d > 0 and § is étale on X\ S for the germ S = (S, x) of
S at x, and
e o is an essential blowing up at x with respect to (X, S).

Remark. If ¢ is an essential blowing up with respect to a log-canonical pair (X, S) of a
normal surface X and a reduced divisor §, then Ky + Sy = ¢*(Kx + §) for the reduced divisor
Sy = ¢S, in which (Y, Sy) is log-canonical, and moreover, it is 1-log-terminal at any point
of Y\ Sing Sy (cf. Definition 4.24); in particular, Y has only quotient singularities. Since ¢ is
not an isomorphism, the singularity X = (X, x) is not log-terminal in (I), and the pair (X, §) is
not 1-log-terminal at x in (II). Hence, by the classification of log-canonical singularities (cf.
[30, Thm. 9.6]), in case (I), X is a simple elliptic singularity or a rational singularity whose
index 1 cover is either a simple elliptic singularity or a cusp singularity. In case (II), one of
the cases (1) and (3) in Fact 2.5 below occurs for (X, S) at x.

Remark. The case (I) is treated in [6, Prop. 2.1] for a certain partial resolution of singular-
ities of X and it is stated that not only {? the endomorphism f itself lifts to an endomorphism
of 9: The corresponding result is given in Lemmas 5.23 and 5.24 below. Unfortunately, the
proof of [6, Prop. 2.1] seems to omit the case where “F, permutes two branched points of
['(1),” and the author could not understand why “F (not only F?) lifts to a holomorphic en-
domorphism of X as stated in [6, Prop. 2.1]. This question is solved in Lemma 5.24 below,
as a consequence of our key theorem, Theorem 5.10. We need to exclude cusp singularities
in (I) by the remarkable example constructed in [6, Prop. 2.2].

Theorem 0.2 is a direct consequence of Theorem 5.3 in Section 5 below. In Theorems 3.5
and 5.3, instead of an endomorphism of a germ X = (X, x) of normal surface X at a point
x, we consider more generally a morphism f: X° — X from an open neighborhood X° of
x such that f has only discrete fibers, f~!(x) = {x}, and deg, f > 1 (cf. Definition 1.9): A
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non-isomorphic finite endomorphism of the germ X is induced by such a morphism f (cf.
Remark 3.2).

Organization of this article. Our methods proving theorems above are based on stan-
dard arguments on the following topics:

(1) Some morphisms of complex analytic varieties.

(2) Numerical pullbacks of divisors on normal surfaces by non-generate morphisms.

(3) Logarithmic ramification formula.

(4) Classification of 2-dimensional log-canonical singularities of pairs with reduced
boundary divisors.

(5) 2-dimensional relative abundance theorem for log-canonical pairs.

(6) Theory of toric surfaces.

(7) Description of cyclic covers.

(8) Essential blowings up.

(9) Dual R-divisors.

We shall explain the organization of this article by these topics. In Section 1, we shall discuss
topics (1), (2), and (3). Concerning (1), in Section 1.1, we consider: morphisms of maximal
rank, non-degenerate morphisms, fully equi-dimensional morphisms, and discretely proper
morphisms. Here, the notion of a morphism of maximal rank (resp. a non-degenerate mor-
phism) of complex analytic varieties is analogous to that of a dominant (resp. generically
finite and dominant) morphism of integral algebraic schemes. In the discussion in Sec-
tion 1.1, we borrow many results from [7]. Some basics on divisors on normal complex
analytic varieties are explained in Section 1.2, and the topic (2) on divisors on normal sur-
faces is treated in Section 1.3. Note that the pullback of a Cartier divisor by a morphism
of maximal rank is canonically defined, but the pullback of a (Weil) divisor is not defined
in general. We have the numerical pullback of a (Weil) divisor by a non-degenerate mor-
phism of normal surfaces: this is known as the Mumford pullback (cf. [36, II, §(b)]) in
the case of bimeromorphic morphisms. In this article, the numerical pullback is regarded
as the standard pullback for divisors. Remarks on pullbacks and pushforwards of divisors
by meromorphic mappings are studied in Section 1.4, which are used in Section 5.3. For
(3), in Section 1.5, the logarithmic ramification formula due to litaka (cf. [24, §4, (R)], [25,
Prop. 2.1]) and its generalizations are given with explanations of the canonical divisor and
the ramification divisor.

In Section 2, we treat topics (4) and (5). The log-canonical, log-terminal, and 1-log-
terminal singularities for pairs of normal surfaces and effective Q-divisors are defined in
Section 2.1 in a little different style from the popular one (cf. Definition 2.1). See Re-
marks 2.3 and 2.8 for a difference from similar definitions in other articles. In Section 2.2,
we give comparison results on log-canonicity etc. for some non-degenerate morphisms of
normal surfaces by applying formulas in Section 1.5. The relative abundance theorem in (5)
is treated in Section 2.3. This theorem is known in the algebraic case, but the proof seems to
be omitted and not given in the complex analytic case. Our proof is based on ideas of Fujita
[11] and Kawamata [30] (cf. Theorem 2.19 below). By (5), we define the log-canonical
modification (see Lemma-Definition 2.22), which plays an important role in the proof of
Theorem 3.5.
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Some readers may think Sections 1 and 2 superfluous, as most results there are well
known at least in the algebraic case. But, we need to confirm some of them in the com-
plex analytic case, since we can not work in the algebraic category. Not all the results in
Sections 1 and 2 are used in the other sections of this article, but it is worthwhile to prove
them in a general form by the absence of good references in the complex analytic case on
the same topics.

The purpose of Section 3 is to prove Theorem 3.5, from which Theorem 0.1 is deduced
directly. In Section 3.1, we give the statement and corollaries, and prove its 1-dimensional
analogue as Proposition 3.4 below. Theorem 3.5 is proved in Section 3.2 gradually by ap-
plying results in Sections 1.5, 2.1, and 2.3.

In Section 4, we shall discuss topics (6)—(9). For (6), some basics on affine toric surfaces
are explained briefly in Section 4.1 with properties of morphisms of toric surfaces. For
(7), we review the construction of cyclic covers by Esnault and Viehweg in Section 4.2 in a
different way from the original, introduce the notion of an index 1-cover (cf. Definition 4.18),
and give a criterion for endomorphisms to lift to index 1-covers (cf. Lemma 4.21). The
essential blowing up in (8) is defined in Section 4.3 for log-canonical pairs (X, B) of normal
surfaces with reduced divisors, where we discuss the comparison of two essential blowings
up (cf. Lemma 4.32 and Corollary 4.33). The name comes from the “essential divisor” on
the resolution of a normal surface singularity (cf. [27, Def. 3.3]). The dual R-divisor in
(9) is discussed in Section 4.4; it is defined for a normal surface with a compact connected
divisor having negative definite intersection matrix. The notion of dual R-divisors comes
from arguments in [6, §1.2], where the duals are considered as projective limits of Weil
divisors on resolutions (cf. [6, Def. 1.3]).

Section 5 is devoted to proving Theorem 5.3, from which Theorem 0.2 is deduced directly.
In Section 5.1, we give the statement explaining our setting on the lifting property. The proof
of Theorem 5.3 in the case (II) is given in Section 5.2 by applying results in Sections 4.1,
4.2, and 4.3. For Theorem 5.3 in the case (I), we prove a key theorem (Theorem 5.10) in
Section 5.3, and we complete the proof in Section 5.4.

Background. This article is a revised version of a part of a preprint [40] of the author
written in 2008, which deals with the classification of normal Moishezon surfaces X admit-
ting non-isomorphic surjective endomorphisms. Even though [40] is non-public and was
sent only to limited persons, it has been distributed more widely than the author thought.
A preliminary part of [40] is included in the published article [41], and this article and re-
cent preprints [42] and [43] cover the rest of [40]. As a theorem in [40], the author proved
that (X, S) is log-canonical for any completely invariant divisor S. The log-canonicity of
(X,S) at a point x € S was shown by using the log-canonical modification (see Lemma-
Definition 2.22 below). The log-canonicity of (X, S) at x ¢ S is a consequence of results of
Wahl [62] or Favre [6]: The author was informed by Favre of their results when preparing
[40], and gave a modified proof in [40]. Theorem 3.5 below gives a further modification.
The liftability problem of f is treated not in [40] but in some modified versions of [40] around
2010.

Notation and conventions. In this article, any complex analytic space is assumed to be
Hausdorff and to have a countable open base.

— A variety means a complex analytic variety, i.e., an irreducible and reduced com-
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plex analytic space. Note that an open subset of a variety is not necessarily irreducible, but
a Zariski-open subset, the complement of an analytic subset, is a variety (cf. [15, IX, §1.2]).

— For a variety X, the non-singular (resp. singular) locus is denoted by X, (resp.
Sing X). Note that the dimension of X is defined as that of the complex manifold X,.

— A local isomorphism of complex analytic spaces is called an étale morphism. A
morphism f: X — Y of normal complex analytic spaces is said to be étale in codimension
Lif flx\z: X\ Z — Y is étale for an analytic subset Z of codimension > 2.

— For the local ring Oy, of a point x of a complex analytic space X, the maximal ideal
is denoted by m, and the residue field by C(x). The local dimension of X at x denoted by
dim, X is defined as dim Oy, (cf. [7, §3.1]).

— The germ X = (X, S) of a complex analytic space X along a subset S is a pro-object
(cf. [19, §8.10], [28, Def. 6.1.1]) of the category (An) of complex analytic spaces defined as

where U(S) is the category of open neighborhoods of S whose morphisms are open immer-
sions and where “@” is the projective limit in the category of presheaves on (An) (cf. [19,
(8.5.3.2)], [28, Not. 2.6.2]). For the germ 9 = (¥, T) of another complex analytic space Y
along a subset 7, a morphism X = (X,S) — 9 = (¥, T) of germs is defined as a morphism
of pro-objects. Since Y is Hausdorff and since

Hompoan)(X,9) = lin Homan (X', Y")

lim
Y eU(T) — X’ eU(S)
for the category Pro(An) of pro-objects of (An) (cf. [19, (8.2.5.1), (8.10.5)], [28, (2.6.3),
(2.6.4)]), a morphism X — 9 of germs is represented by a morphism f: X’ — Y’ in (An)
for some X’ € U(S) and Y’ € U(T) such that f(S) C T.

1. Preliminaries on complex analytic varieties

We shall discuss some morphisms of complex analytic varieties (Section 1.1), basics on
divisors (Section 1.2), numerical pullbacks of divisors on normal surfaces (Section 1.3),
pullbacks and pushforwards of divisors by meromorphic maps (Section 1.4), canonical di-
visors, and the ramification formula (Section 1.5).

1.1. Morphisms of complex analytic varieties. We shall explain basic properties of
some morphisms of varieties, which consist of: morphisms of maximal rank, non-degenerate
morphisms, fully equi-dimensional morphisms, and discretely proper morphisms. The am-
biguous notion of a “generically finite morphism” is replaced by the notion of a non-
degenerate morphism. A base change property by a fully equi-dimensional morphism is
also given (cf. Lemma 1.13). We refer the readers to [7] for some basics on complex ana-
lytic spaces.

DermniTion 1.1. Let f: X — Y be a morphism of varieties.
(1) If fis smooth at a point of X, N f ‘1(Yreg) # 0, then f is said to be of maximal rank.
(2) If f is of maximal rank and dim X = dim Y, then f is said to be non-degenerate.
(3) If dim, f~'(f(x)) = dimX — dim Y for any x € X, then f is said to be fully equi-
dimensional.
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RemARK 1.2. For a point x € Xpeg N f‘l(Yreg), the smoothness of f at x is equivalent to
each of the following conditions:

e The tangent map 7, X — T Y is surjective, where T, X denotes the tangent space
of X at x.

e The canonical pullback homomorphism f*Qly - Q;( of holomorphic 1-forms is
injective at x and its cokernel Q;( /v 1s free at x, where _Q;( Iy
relative 1-forms, and Q}, := Q) /SpecC”

e The morphism f is flat at x and the scheme-theoretic fiber f~'(f(x)) over f(x) is
non-singular at x.

e The morphism f is a submersion at x (cf. [7, §2.18]) in the sense that an open
neighborhood U of x is isomorphic to the product F X V of an open neighborhood
V of f(x) in Y and a non-singular variety F such that f|;- is isomorphic to the
composite of the projection F' X ¥V — V and the immersion V — Y.

denotes the sheaf of

Remark. Let f: X — Y be a morphism of integral separated algebraic schemes over C
and assume that f is the associated morphism f*": X* — Y*" of complex analytic varieties
(cf. [18, XII, §1]). Then f is of maximal rank (resp. non-degenerate) if and only if f is
dominant (resp. dominant and generically finite). Moreover, f is fully equi-dimensional if
and only if f is dominant and equi-dimensional in the sense of [16, Déf. (13.2.2), (Erryy,
34)].

Lemma 1.3. For a morphism f: X — Y of varieties, the following conditions are equiv-
alent:
(1) f is of maximal rank;
(i1) f(X) contains a non-empty open subset of Y,
(ii") f(X) contains a non-empty open subset of Y which is dense in f(X);
(iii) minyey dim, f~'(f(x)) = dim X — dim Y;
1v) flx : X' — Y is smooth for a dense Zariski-open subset X’ of X;
V) flx»: X" — Y is fully equi-dimensional for a dense Zariski-open subset X" of X.

Proof. The implications (iv) = (i) and (ii") = (ii) are trivial. If (i) holds, then
{x € Xieg | f(x) € Yeg and dimQ}(/Y ® C(x) =dim X — dim Y}

is a dense Zariski-open subset by [7, §2.17, Lem.], and it implies (iv) by Remark 1.2. We
can prove (iv) = (iii) and (iii) = (v) by the upper semi-continuity of the function x
dim, f~'(f(x)) with respect to the Zariski topology (cf. [50, §3, Satz 17], [7, §3.6, Thm.]).
If (v) holds, then

dim, X" N f' Sing Y < dim, f~' f(x) + dimy(,) Sing Y < dim X = dim X"

for any x € X’ N f~'Sing Y (cf. [7, §3.9, Prop.]); hence, X’ = X" N f‘ereg is also a
dense Zariski-open subset of X, and f(X"”) = f(X”) N Yy, is an open subset of Yy, by [7,
§3.7, Cor.]. Moreover, f(X"’) is dense in f(X). In fact, for any x € X and for any open
neighborhood V of f(x), we have X"’ N £V # 0, since X" is dense in X, and it implies
that V N f(X"”) # 0. Thus, we have proved (v) = (ii’).

For the rest, it suffices to prove (ii) = (i). We use an argument in the proof of [8, Lem. (IV,
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13)]. Replacing Y with Y,c,, we may assume that Y is non-singular. The rank of the tangent
map T, X — TyY is lower semi-continuous on x € X, (since it equals dim X —dim .Q}( 1y ®
C(x)), and we have a unique maximal Zariski-open subset X,, of X, on which the rank is
constant and attains the maximum. Since X is assumed to have a countable open basis, X\ X,
is a locally finite countable union of subvarieties X; of dimension less than dim X. Similarly
to the above, for each i, we can find a unique maximal Zariski-open subset X; of (Z)reg such
that the rank of the tangent map T X — T Y of the induced morphism X; — Y is constant
on x € X; attaining the maximum. Then the complement of X, U |J X; in X is also a locally
finite countable union of subvarieties of dimension less than dim X — 1. By continuing the
process, we have a locally finite countable disjoint union X = | |5 Xa of locally closed
non-singular analytic subspaces X, of X such that the tangent map 7' X; — Ty)Y of flx,
has constant rank for x € X,. By [7, §2.19, Cor. 2], locally on X, the morphism X; — Y
is isomorphic to a submersion to a locally closed submanifold of Y. Since f(X) contains an
open subset, f(X,) is open for some A € A. We fix such an index A. Then, for any x € X,
the composite

Qy ®C(f(x)) = 2 ® C(x) — 2 ®C(x)

of canonical linear maps is injective. It implies that the canonical homomorphism f *Q; -
Q; is injective on an open subset U of X containing X,. The cokernel Q}(/Y is locally
free on a non-empty Zariski-open subset U’ of U, since U is reduced (cf. [7, §2.13, Cor.]).
Therefore, f*Q; is a subbundle of Q)I( on U’, and fly-: U’ — Y is smooth by Remark 1.2.
This shows (ii) = (i), and we are done. m|

Remark. If X and Y are non-singular, then (ii) = (i) is a consequence of Sard’s theorem
on critical values.

Corollary. A fully equi-dimensional morphism of varieties is of maximal rank. A surjec-
tive morphism of varieties is of maximal rank.

Corollary 1.4. For a morphism f: X — Y of varieties of the same dimension, the follow-
ing conditions are equivalent:
(1) f is non-degenerate;
(i) f(X) contains a non-empty open subset of Y (which is dense in f(X));
(iii) there is a point x € X such that x is isolated in the fiber f~'(f(x));
(iv) flx is étale for a dense Zariski-open subset X" of X.

Derinition 1.5 (deg f). Let f: X — Y be a proper non-degenerate morphism of varieties.
The degree of f, denoted by deg f, is defined as the rank of the coherent Oy-module f.Oy.
Hence,

deg f = dimeg) £.O0x ®o, C(y) = dimc H(O 1))

for a general point y € Y. By Corollary 1.4, we see that deg f equals the cardinality of f~!(y)
for a general pointy € Y.

DerintTion 1.6. A morphism of complex analytic spaces is said to be discretely proper if
the connected components of the fibers are compact.
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Proper morphisms and morphisms with only discrete fibers are discretely proper. More-
over, we know the following as a strong version of the Stein factorization (cf. [57], [2,
Thm. 3]):

Fact. A morphism f: X — Y of complex analytic space is discretely proper if and only
if f = g onforaproper morphism n: X — Y’ with an isomorphism Oy ~ 1,0 and for a
morphism g: Y’ — Y with only discrete fibers.

By [7, §1.10, Lem. 1 and §3.2, Lem.], we have:

Lemma 1.7. Let f: X — Y be a morphism of complex analytic spaces. For a point
x € X and a connected component T of f~'(f(x)), if T is compact, then there exist an
open neighborhood V of f(x) in Y and an open neighborhood U of T in f~'V such that
UN Y (f(x) =T and fly: U — V is proper. If T = {x}, then one can choose U and V so
that f|y is a finite morphism.

Corollary 1.8. Let f: X — Y be a morphism of varieties of the same dimension. If
x € X is isolated in f~'(f(x)) and if Y is locally irreducible at f(x), then there is an open
neighborhood U" of x such that U" N f~1(f(x)) = {x}, f(U") is open, and fly: U — f(U)
is a finite morphism. In particular, if f has only discrete fibers and Y is locally irreducible,
then f(X) is open.

Proof. By assumption and by Lemma 1.7, we have an irreducible open neighborhood
Y of f(x)in Y and an open neighborhood V" of x in f~!'V such that V" N f~'(f(x)) = {x}
and fly: U° — Vs finite. Moreover, f(U) = V by dimy,) f(U') = dim, U" = dimX =
dimY = dimg V (cf. [7, §3.2, Thm.]). O

DeriniTion 1.9. In the situation of Corollary 1.8, we define the local degree of f at x as
the degree of fly-: U — f(U) (cf. Definition 1.5): This is independent of the choice of U”
and is denoted by deg, f. Note that deg, f = 1 if and only if f is an isomorphism at x.

Lemma 1.10. Let f: X — Y and g: Y — Z be morphisms of complex analytic spaces.
(1) If f is proper and if g is discretely proper, then g o f is discretely proper.
(2) If g o f is discretely proper; then f is discretely proper.
(3) Assume that f: X — Y is a morphism of varieties of maximal rank and that Y is
locally irreducible. If g has only connected fibers and if g o f is surjective and
discretely proper, then f is surjective.

Proof. (1) and (2): For a point x € X and y = f(x), let I', (resp. ®,) be the connected
component of f~'g~'(g(y)) (resp. f~'(y)) containing x. Then @, is a connected component
of a fiber of ', — g~ '(g(y)). In case (1), f(T',) is compact, since it is a closed subset of a
connected component of g~ (g(y)); thus, T is also compact as a closed subset of f~! f(I',).
This shows (1). In case (2), I', is compact, and hence, I'y — f(I'y) is proper and @, is
compact. This shows (2).

(3): For a point x € X and the connected component I', of f~'g~!(g(f(x))) containing x,
by Lemma 1.7, we have an open neighborhood U, of I'; in X and an open neighborhood W,
of g(f(x)) in Z such that g o f induces a proper morphism U, — W,. We may assume that
W, is connected. Then g~! W, is a connected open subset of ¥, which is irreducible as Y is



SINGULARITY OF SURFACES WITH ENDOMORPHISMS 411

locally irreducible. Now, f induces a proper morphism U — ¢g~'W,. For an irreducible
component U” of U}, the induced morphism f|y: U’ — g~'"W, is of maximal rank, and
hence, f(U") contains a non-empty open subset by Lemma 1.3. Thus, f(U”") = f(U}) =
g~ ' W;. Therefore, f(X) = f(U) = Ug "W, = Y, since g o f is surjective. |

Corollary 1.11. For a surjective morphism f: X — Y of normal varieties and for a
proper surjective morphism t: Y’ — Y of normal varieties with only connected fibers, let

e

X — X

7] I

Y —— Y
be a commutative diagram of varieties such that the induced morphism X’ — X Xy Y’ is
an isomorphism over a non-empty open subset of Y’'. If 7' is proper surjective and f is
discretely proper, then ' is surjective and discretely proper.

Proof. The composite f o 7’ is surjective and is discretely proper by Lemma 1.10(1).
Hence, f” is discretely proper by Lemma 1.10(2) applied to X — Y* — Y. The morphism
/7 is of maximal rank by Lemma 1.3, since f’(X”) contains the open subset of Y’ over which
X" — X Xy Y’ is an isomorphism. Thus, f” is surjective by Lemma 1.10(3) applied to
X" — Y’ — Y, since the normal variety Y’ is locally irreducible. |

The openness property in Corollary 1.8 is generalized to:

Lemma 1.12. Let f: X — Y be a fully equi-dimensional morphism of varieties and
assume that Y is locally irreducible. Then f is universally open in the sense that the base
change f': X Xy Y — Y’ is an open holomorphic map for any morphism t: Y’ — Y from
a complex analytic space Y'. If Y’ is a variety, then f'|y: V — Y’ is fully equi-dimensional
and dimV —dim Y’ = dim X — dim Y for any irreducible component V of X Xy Y.

Proof. The morphism f is open by [7, §3.10, Thm.]. For any point ' € Y’, we have
an open neighborhood Y’ with a closed immersion ¢: Y’ < U into a connected open
subset U" of an affine space C". Then the induced morphism (¢, 7[y): V' — U X Y isa
closed immersion and 7|y : Y’ — Y is the composite of (¢, 7|y-) and the second projection
U x Y — Y. In order to prove the openness of f’, we may replace Y’ with Y’. If 7 is
the second projection Y’ = U" X Y — Y, then Y’ is locally irreducible and f” is open by [7,
§3.10, Thm.]. Thus, we are reduced to the case where 7 is a closed immersion, but in this
case, the openness of f’ is obvious. This proves the first assertion.

For the second assertion, we set X’ := X Xy Y’. Then the function x - dim, f~'(f’(x))
on X’ is constant with value dim X — dim Y, since f is fully equi-dimensional. The openness
of f” implies that

dim, f~'(f/(x)) = dim, X’ — dim) ¥’ = dim, X’ — dim ¥’

for any x € X’ by [7, §3.10, Thm.]. In particular, x +— dim, X’ is constant. For the morphism
g = f'ly: V — Y of varieties, we have

dim, X’ — dim Y’ > dim, g"'g(v) > dim, V — dim(,) ¥’ = dim V — dim ¥’
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for any v € V by [7, §3.9, Prop.], since F~1(f' () > g~ (g(v)). For the open dense subset
Ve =V N (X, e of V,if v € V°, then dimV = dim, V = dim, X’. Hence, the upper semi-
continuous function v — dim, g~'(g(v)) on V attains the maximum at any point of V°. Thus,
the function is constant with value dim V —dim Y’ = dim X —dim Y. As a consequence, g is
fully equi-dimensional. O

Remark. For morphisms of schemes which are locally of finite presentation, we have a
result similar to Lemma 1.12 by [16, Prop. (14.3.2), Cor. (14.4.4), (Errpy, 41)]. Lemma 1.12
is not true in general if we drop the assumption on the local irreducibility of Y. For example,
if Y is a nodal cubic plane curve and if f: X — Y and 7: Y’ — Y are the normalization of
Y, then X Xy Y’ contains two isolated points.

Lemma 1.13. Let 7: Y’ — Y be a proper surjective morphism of normal varieties with
connected fibers and let f: X — Y be a fully equi-dimensional morphism of varieties. Then
X Xy Y’ is irreducible and is generically reduced, i.e., a dense open subset is reduced.

Proof. We set X’ = X Xy Y’ and consider the Cartesian diagram

’

X —~ 5 x

r l lf

Y —— Y.
By assumption, there exist non-singular Zariski-open dense subsets X° c X and Y’° C Y/,
and a non-singular open dense subset Y° C Y such that f is smooth on X°, 7 is smooth on
Y’°,and Y° D f(X°)UT(Y"®). Weset Uy := 7" 1(X°) = X°xy Y, Uy := f71(Y"°) = X xy Y°,
and Uz := Uy N U, = X° Xy- Y’°. Then U, is normal, U, is reduced, and U3 is non-singular,
since Uy — Y’ and U, — X are smooth. Here, U; is Zariski-open and dense in U; and
also in U,. Since 7’|y, : U; — X° is a proper surjective morphism with connected fibers
to a non-singular variety, we see that U; is a normal variety. Thus, Uz and U, are also
irreducible. For any irreducible component Z of X’, the morphism f’[;: Z — Y’ is fully
equi-dimensional by Lemma 1.12. In particular, f’|7 is of maximal rank and Z N U, # 0.
Since Z N U, is a closed analytic subset of the variety U, of the same dimension, Z D U»,
and moreover, Z is the closure of U, in X Xy Y’. Therefore, X Xy Y’ is irreducible. It is
generically reduced, since U3 is non-singular. O

Corollary 1.14. Let ;: X — Y| and ny: X, — Y, be proper surjective morphisms of
normal varieties with connected fibers. If f: X| — X, and g: Y| — Y, are finite surjective
morphisms such that my o f = g o my, then degg | deg f.

Proof. By Lemma 1.13, X, Xy, Y] is irreducible and generically reduced. For the normal-
ization X| of X5 Xy, Y1, we can consider a commutative diagram
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f
T ex Moy,

S,k

Y] —_— Yz.

Here, p; and 7 are finite surjective morphisms, and deg p; = degg. Therefore, deg f/ degg =
deg f/degp; = degt € Z. O

1.2. Glossaries on divisors. We recall basic properties of divisors on normal complex
analytic spaces fixing some notation used in this article. Especially, pullbacks of divisors by
morphisms of maximal rank are explained in detail. Some of properties are explained also
in [39, 11, §2].

ConvenTion (Drvisor). Let X be a normal complex analytic space. A divisor on X always
means a Weil divisor, i.e., a locally finite Z-linear combination of closed subvarieties of
codimension 1. A prime divisor means a closed subvariety of codimension 1. The divisor
group of X, i.e., the group of divisors on X, is denoted by Div(X). We use the following
conventions for a divisor D on X:

— The prime decomposition of D is the expression D = },.; m;['; as a locally finite
Z-linear combination, where m; € Z and I'; are prime divisors and where the set I, = {i € I |
m; # 0 and x € I’} is finite for any x € X, by the local finiteness. The integer m; is called
the multiplicity of D along I'; and denoted by multr, D. If m; # 0, then I'; is called a prime
component of D.

— We say that D is effective (resp. reduced) if multr D > 0 (resp. multr D € {0, 1}) for
any prime divisor I on X. For another divisor D', we write D > D’ or D’ < Dit D — D' is
effective.

— The support of D, Supp D, is the union of prime components of D: This is identified
with the reduced divisor Dieq := 3,20 I'; for the prime decomposition of D above. For a
closed subset 7', Divy(X) denotes the group of divisors on X whose supports are contained
inT.

— For an open subset U of X, the restriction D|y is defined as follows: Let ® be a
prime divisor on U such that ® C Supp D. Then ® C I for a unique prime component I" of
D. We set mg := multp D. Then the divisor D|y on U is defined by multe(D|y) = me for
any prime divisor ® on U.

Remark. The restriction D +— Dly gives rise to a group homomorphism Div(X) —
Div(U) for any open subset U. The correspondence U +— Div(U) gives rise to a sheaf Divy
of abelian groups. In particular, Div(X) = H(X, Divyx). If Z C X is a closed analytic subset
of codimension > 2, then Div(X) — Div(X \ Z) is bijective, and hence, Divy =~ j.Divx\z for
the open immersion j: X \ Z — X. In particular, Div(X) =~ Div(X,,) for the non-singular
locus Xieg.

Derinition 1.15. For a divisor D, there exist effective divisors D, and D_ uniquely such
that D, and D_ have no common prime component and Dy — D_ = D. In fact, D, =
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2ier, mil'yand D_ = 3o, (—m;)I'; for the prime decomposition D = }};.; m;I'; and for I, =
{i e 1| xm; > 0}. We call D, (resp. D_) the positive (resp. negative) part of the prime
decomposition of D.

ConvVENTION (CARTIER DIVISOR). A Cartier divisor on a complex analytic space Y is de-
fined as a divisor on the ringed space (Y, Oy) in the sense of [16, §21.1]. This is an element
of H(Y, N5/ Oy) for the sheaf N5 (resp. O} ) of invertible meromorphic (resp. holomorphic)
functions on Y. We set CDivy := Nt} /OF and set CDiv(Y) := HO(Y, CDivy) as the Cartier
divisor group. A principal divisor is a Cartier divisor belonging to the image of the homo-
morphism H°(Y, N5) — CDiv(Y) induced by the surjection 9ty — CDivy. For an invertible
meromorphic function ¢, we consider the @y-module Oyp~! generated by ¢! in the sheaf
My of meromorphic functions on Y. Then Oyp~' = Oy. The correspondence ¢ — Oxp!
for “local” invertible meromorphic functions ¢ defines a bijection between CDiv(Y) and the
set of invertible sheaves contained in My as Oy-submodules. For a Cartier divisor D, the
associated invertible sheaf is denoted by Oy (D) (cf. [16, (21.2.8)]).

Remark. The correspondence D — Oy(D) defines a homomorphism CDiv(Y) — Pic(Y)
= H'(Y, O}), which is isomorphic to a connecting homomorphism of the exact sequence
0= {1} - Oy —» M} — CDivy — 0. Here,

Oy(-D) = Oy(D)*' = Home,(Oy(D),Oy) and
Oy(D; + D,) = Oy(D;) ®e, Oy(D>)

for any D, Dy, D, € CDiv(Y). A Cartier divisor D is principal if and only if Oy(D) ~ Oy,
by the exactness of HO(Y, N5) — CDiv(Y) — Pic(Y).

Convention 1.16. Let £ be an invertible sheaf on Y. A holomorphic section o of L is
said to be nowhere vanishing if o induces an isomorphism @y — L, or equivalently, if

o(y) := 0, mod m, € L, ® C(y)

is not zero for any y € Y. A meromorphic section ¢ of L is by definition a global section of
L ®o, My. We say that ¢ is regular if ¢ induces an isomorphism Ny iy ®p, My (cf. [16,
(20.1.8)]). We note the following on the regularity:

e When L =~ Oy, ¢ is regular if and only if ¢ is invertible as a meromorphic function.

e When Y is a locally irreducible variety, ¢ is regular if and only if ¢ # 0.

e Even if ¢ is regular, it is not necessarily a holomorphic section of L.

RemMark. A Cartier divisor D on Y is in one-to-one correspondence with a pair (£, ¢)
of an invertible sheaf £ and a regular meromorphic section ¢ of L. In fact, the inclusion
Oy(D) — My defines an isomorphism Oy (D) ® Ny 5 Ny, and we have ¢ for L = Oy(D)
as the inverse of the isomorphism. Conversely, ¢! induces an injection £ < My.

Lemma 1.17. Let f: X — Y be a morphism of varieties of maximal rank (c¢f. Defini-
tion 1.1). Then there exist a canonical morphism
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H(Y,M}) —— CDiv(Y) —— Pic(Y)

r | |
H(X,M}) —— CDiv(X) —— Pic(X)

of exact sequences of abelian groups, where f* denote pullback homomorphisms of mero-
morphic functions, Cartier divisors, and invertible sheaves, respectively. In particular,
[ Oy(D) ~ Ox(f*D) for any Cartier divisor D on Y.

Proof. Let ¢ be a holomorphic function defined on an open subset V of Y. Then ¢ is
invertible as a meromorphic function on V if and only if it is not identically zero on any
connected component of Vie,. By Lemma 1.3, there is a dense Zariski-open subset X’ of
X such that flx: X’ — Y is smooth, where we may assume that X’ C Xpeg N f~! Yyeq. If
fX)NY # 0, then X’Nf~'V # 0, and the holomorphic function f*¢ = o f defined on f~'V
is not identically zero on each connected component of X’ N f~'V; thus, f*¢ is invertible
as a meromorphic function on f~!V. By the observation, we have a group homomorphism
FIM — M extending f7'OF — Of and compatible with f~'Oy — Ox. It induces a
morphism

0 —— f_1(9; —_— f_lim; ——— fICDivy —— 0

! ! !

0 —— 0§ —— My —— CDivy —— 0

of exact sequences of sheaves on X. By taking cohomologies, we are done. |

Convention (div(p)). Let X be a normal complex analytic space and let ¢ be a meromor-
phic section of an invertible sheaf £ on X. Assume that ¢ is regular, i.e., ¢ is not zero on
each connected component of X (cf. Convention 1.16). Then the divisor div(¢) = div.(¢) on
X associated with (L, ¢) is defined by the property that multy div(¢) equals the order of zeros
or the minus of the order of poles of ¢ along I for any prime divisor I' on X. If £ = Oy, then
div(y) is just the principal divisor associated with an invertible meromorphic function ¢.

Remark. For a Cartier divisor D on X, if a holomorphic section o~ of Ox(D) is not zero on
each connected component of X, then o is regular as a meromorphic section, and div(y) +
D = div(o) = dive,p)(o) = 0 for the meromorphic function ¢ defined as the image of o
under the inclusion Ox(D) C Ny.

Remark. The correspondence (L, ¢) — dive(¢) defines an injection CDivy — Divy,
which is an isomorphism on X,,. Hence, CDiv(X) is regarded as a subgroup of Div(X), and
we have Div(X) = Div(X,e,) = CDiv(Xieg).

DeriniTiON (Ox(D)). Let X be a normal complex analytic space. For a divisor D on X,
we set Ox(D) := j.Ox,,(Dlx,,) for the open immersion j: X,z < X. The sheaf Ox(D) is
regarded as an Ox-submodule of My and it is a coherent reflexive sheaf of rank 1 (cf. [49,
App. to §1]). Here, a coherent sheaf F on X is said to be reflexive if it is isomorphic to the
double dual F¥V = (FV)", where F¥ = Homep,(F,Ox). See [46, 11, §1.1] and [22, §1] for

details on reflexive sheaves.
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Remark 1.18. An effective divisor D is identified with a closed analytic subspace of X
defined by the ideal sheaf Ox(—D); the structure sheaf @p is the cokernel of the canonical
injection Ox(—D) — Ox. Hence, Supp D is the underlying set of D.q for any divisor D.
As a property of a divisor D, we consider a property of the complex analytic space D when
D is effective. For example, a divisor D is said to be non-singular if D is effective and the
complex analytic space D is non-singular. Thus, a non-singular divisor is reduced, and the
zero divisor is non-singular by considering it as the empty set.

CoNVENTION (Q-DIvISORS AND R-DIVISORS). A Q-divisor (resp. R-divisor) on a normal com-
plex analytic space X is a locally finite Q (resp. R)-linear combination of prime divisors. For
an R-divisor D, the prime decomposition D = };; r;I'; and the multiplicity multr D along a
prime divisor I" are defined similarly to the case of divisor. Hence, we can speak of effective
R-divisors, the support of an R-divisor, prime components of an R-divisor, and the positive
and negative parts of the prime decomposition of an R-divisor (cf. Definition 1.15). The
group of Q (resp. R)-divisors on X is denoted by Div(X, Q) (resp. Div(X, R)), and the group
of Q (resp. R)-divisors on X whose supports are contained in a closed subset T is denoted
by Divy(X,Q) (resp. Divy(X,R)) (cf. [39, II, §2.d]); these are Q (resp. R)-vector spaces.
For the prime decomposition of D above, the round-up "D, the round-down D, and the
fractional part (D) are defined by

D= Zid"rf'l"i, LD = ZielLr,-Jr,., and (D):=D - .D.,
where Lro=max{i € Z|i<rjand"r"=min{i€ Z|i > r} = ——raforr e R.

Remark. For & = Q or R, we have Div(X, &) = H°(X, Divy ® &), but Div(X, &) is not
necessarily isomorphic to Div(X) ® &. The fractional part of D is written as {D} in many
articles, but we write (D) as in [32] avoiding a confusion with the single set {D} consisting
of D.

ConNVENTION (LINEAR EQUIVALENCE). Let X be a normal variety. For two R-divisors D and
D’ on X, if D — D’ is a principal divisor, i.e., D — D’ = div(yp) for a non-zero meromorphic
function ¢ on X, then D is said to be linearly equivalent to D’, and we write D ~ D’ for the
linear equivalence. If m(D — D’) ~ 0 for a positive integer m, then D is said to be Q-linearly
equivalent to D’, and we write D ~g D’ for the Q-linear equivalence.

DeriniTioN (Q-CARTIER, R-CARTIER). Let X be a normal complex analytic space. A Q-
divisor D on X is said to be Q-Cartier if there is a positive integer m locally on X such that
mD is a Cartier divisor. The group of Q-Cartier Q-divisors on X is denoted by CDiv(X, Q).
Then we have CDiv(X,Q) = H°(X,CDivy ® Q). An R-divisor E on X is said to be R-
Cartier if it is locally expressed as a finite R-linear combination of Cartier divisors. The
group of R-Cartier R-divisors on X is denoted by CDiv(X,R). Then we have CDiv(X,R) =
H°(X, CDivx ® R).

Lemma 1.19. Let f: X — Y be a morphzsm of maximal rank of normal varieties. Then

the pullback homomorphism CDiv(Y) —> CDiv(X) in Lemma 1.17 extends to homomor-
phisms
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CDiv(Y,Q) 55 CDiv(X,@) and CDiv(Y,R) 1> CDiv(X, R).

Moreover, when codim(f~! Sing Y, X) > 2, these f* extend to homomorphisms

Div(Y) L5 Div(X), Div(¥,Q) 5> Div(X,Q). and Div(¥.R) 5 Div(X.R),

and the following hold on the pullback f*D of an R-divisor D on Y-
(1) If D is a divisor, then (f*Oy(D))"Y ~ Ox(f*D).
(2) If D is effective, then f*D is also effective and Supp f*D < f~'SuppD. If D is
R-Cartier in addition, then Supp f*D = f~' Supp D.
(3) The equality Supp f*D = f~! Supp D holds if f is fully equi-dimensional (cf. Defi-
nition 1.1).

Proof. We set & to be Z, Q, or R. By the proof of Lemma 1.17, we have a homomorphism
f‘l(CDivY ® &) — CDivy ® K, and a homomorphism CDivy ® 8 — f.(CDivy ® &) by
adjunction. It defines the expected pullback homomorphism f*: CDiv(Y, &) — CDiv(X, K).
We set X' := f‘l(Yreg) and f" = flx: X' — Y. If codim(f~! Sing ¥, X) = codim(X \
X', X) > 2, then we have

Divy ® & = i.(Divy,, ® 8) = i,(CDivy,, ®R) and

reg

Divy ® & = j,(Divy ® {) D j.(CDivy ® K)

for open immersions i: Y, < Y and j: X’ < X, and hence, the homomorphism
( f’)*lCDivYreg — CDivy defines a homomorphism Divy ® & — f.(Divy ® &): It induces
the expected pullback homomorphisms Div(Y) — Div(X), Div(¥,Q) — Div(X,Q), and
Div(Y,R) — Div(X, R).

We shall show assertions (1)—(3) on f*D. We have isomorphisms

(f Oy(D)lx = f"Oy,,(Dly,,) = Ox(f"(Dly,,) = Ox(f*D)lx

for any divisor D on Y, since Dly,, is Cartier. When codim(X \ X', X) > 2, by applying
J« to these isomorphisms, we have the isomorphism in (1) (cf. [46, II, Lem. 1.1.12], [22,
Prop. 1.6]). In the situation of (2), assume first that D is an effective divisor. By (1) and by
pulling back 0 — Oy(-D) —» Oy — Op — 0 to X, we have a commutative diagram

[ Oy(=D) —— f*Oy —— f*Op=0Ox,p —— 0

double duall J«: l

0 —— Oy(—f*D) — Oy —— Of*D — 0

of exact sequences. Thus, f*D is effective and Supp Cp U Supp f*D = £~ Supp D for the
cokernel Cp of the double dual homomorphism f*Oy(-D) — Oy(—f*D). In particular, if D
is Cartier, then Cp = 0 and Supp f*D = f~' Supp D. Even in case D is only an R-divisor,
for each prime component I of D, f*T is effective and Supp f*I" c f~'T; thus, f*D is also
effective and Supp f*D c f~! Supp D by linearity. Thus, we have shown the first assertion
of (2) and the second assertion in case D is Cartier.

The proof of the second assertion of (2) is reduced to the case of Cartier divisors as fol-
lows: Since D is an effective R-Cartier R-divisor, in order to prove Supp f*D = f~! Supp D,
by replacing Y with an open subset, we may assume that
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e D =} r;D; for finitely many Cartier divisors D; with real numbers r;,

e cach D; has only finitely many prime components,

e > rjmultr D; > 0 for any prime divisor I' contained in | Supp D, and

e > rimultr D; > 0if I' C Supp D.
Let L be a finite-dimensional Q-vector space consisting of collections (x;) of rational num-
bers x; such that ) x;multr D; = 0 for any prime divisor I' C (JSupp D; satisfying
2. rjmultr D; = 0. Then (r;) € L ®y R and there is a collection (r;.) € L such that
2 rymultr D; > 0 for any prime component I" of D. We set D" := 3, r’D;. Then D’ is an
effective Q-Cartier divisor on Y such that Supp D’ = Supp D. In particular, aD < D’ < bD
for some positive numbers a < b, and we have af*D < f*D’ < bf*D. It implies that
Supp f*D’ = Supp f*D. Thus, by replacing D with D’, we may assume that r; € Q for any
Jj. Moreover, by replacing D with its multiple mD, we may assume that D is Cartier. Thus,
we are reduced to the case of Cartier divisors and (2) has been proved.

Finally, we shall show (3). Assume that f is fully equi-dimensional. Then, if B is a
subvariety of Y, then dimA — dimB = dim X — dim Y for any irreducible component A
of f~'B, by Lemma 1.12. It implies that codim(f~! Sing¥,X) > 2 and that every irre-
ducible component of f~! Supp D is a prime divisor. If D is effective, then Supp f*D =
f~!' Supp D by the proof of (2), since Z U Supp f*D = f~' Supp D for a closed subset Z
with codim(Z, X) > 2. When D is not effective, for the decomposition D = D, — D_ in
Definition 1.15, we have Supp D = Supp D, U Supp D_. Here, no prime divisor on X is con-
tained in f~' Supp D, N f~! Supp D_. Therefore, Supp f*D = Supp f*D, U Supp f*D_ =
£~ ' Supp D, U f~' Supp D_ = £~ Supp D. Thus, we are done. i

DEeriniTiON (PUsHFORWARD). Let f: X — Y be a non-degenerate morphism (cf. Defini-
tion 1.1) of normal varieties. Let B be an R-divisor on X such that f|r: I’ — Y is proper
for any prime component I' of B. Then the pushforward f. B is defined as an R-divisor on Y
such that

dr/@ multr B

multg f.B = Z

for any prime divisor ® on Y, where C(B; ®) is the set of prime components I of B such that
f() = O and where dr/e is the degree of f|r: I' — O (cf. Definition 1.5). Note that if B is
a divisor (resp. Q-divisor), then f.B is so.

I'eC(B;0)

REmARK. Assume that f is proper. Then f. gives rise to homomorphisms Div(X) —
Div(Y), Div(X, Q) — Div(Y,Q), and Div(X, R) — Div(Y,R). If B € Div(X), then Oy(f.B) is
isomorphic to the double dual of

deg f deg f Y
(/\ £0xB) 2o, (/\ £0x)

(cf. [39, 11, §2.e]). Moreover, f.(f*D) = (deg f)D for any D € CDiv(Y,R).

DerinTion (EXcePTIONAL DIVISOR). Let f: X — Y be a non-degenerate morphism of nor-
mal varieties. A prime divisor I on X is said to be f-exceptional, or exceptional for f, if
dim, ' n f~'(f(x)) > 0 for any x € I'. An R-divisor on X is said to be f-exceptional if its
prime components are all f-exceptional. Note that when f is proper, an R-divisor D on X is
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f-exceptional if and only if f.D = 0.

Remark 1.20. Let I' be a prime divisor on X which is not f-exceptional. Then'N X" # 0
for X' := f ‘I(Yreg), and I'ly is also a prime divisor on X’, since X’ is a Zariski-open subset
of X (cf. [15, IX, §1.2]). Hence, we can consider the multiplicity of f"*(D| Yep) along I'ly: for

the morphism f” = flx.: X’ — Y. If f has no exceptional divisor, then codim(X \ X, X) =
codim(f~! Sing ¥, X) > 2.

Remark 1.21. If a non-degenerate morphism of normal surfaces has no exceptional divi-
sor, then it has only discrete fibers. Conversely, any morphism f: X — Y of normal surfaces
with only discrete fibers is non-degenerate by Corollary 1.4. In this case, f is open and is
locally a finite morphism by Corollary 1.8, i.e., for any x € X, there exists an open neigh-
borhood V" of x in X such that U" N f~'(f(x)) = {x}, f(V")isopenin Y, fly-: U — f(U')is
finite.

DeriniTion 1.22 (STricT PuLLBACK). Let f: X — Y be a non-degenerate morphism of
normal varieties. For an R-divisor D on Y, let S¢(D) be the set of non-f-exceptional prime
divisors on X contained in f~' Supp D. The strict pullback f*'D of D is a Q-divisor on X
defined by

multpy,, f*(Dly,,), if T € Sp(D),

multy f¥D =
v/ {o, it TgS/D),

for prime divisors I" on X, where X’ = f‘l(Yreg) and f" = flx : X’ — Yy, (cf. Remark 1.20,
[39, 11, §2.e]). If f is a bimeromorphic morphism, i.e., a proper surjective morphism such
that f~'U — U is an isomorphism for a non-empty open subset U C Y, then f*1D is called
the proper transform of D in X. In this case, f.(f1*!D) = D.

1.3. Numerical pullbacks of a divisor on a normal surface. For a bimeromorphic mor-
phism f: X — Y of normal surfaces and a divisor D on Y, we have the numerical pullback
f*D as a Q-divisor on X, which is introduced by Mumford [36, II, §(b)]. The pullback
defines intersection numbers of two divisors on normal surfaces which are not necessarily
Cartier. We can extend the definition of numerical pullback to the case of non-generate
morphisms of normal surfaces. We shall explain some elementary properties of numerical
pullbacks. The following is proved by the same method as in [36], [52, §1], or [41, §2.1].

Lemma-Definition 1.23 (Numerical pullback). For a non-degenerate morphism f: X —
Y of normal surfaces, there is a functorial linear map f*: Div(Y,Q) — Div(X, Q) of Q-
vector spaces satisfying the following conditions:

(1) For a further non-degenerate morphism g: Y — Z of normal surfaces, one has
[fog =(gof).

(2) If f is an open immersion, then f* is the restriction map: D — Dly.

(3) The map f* extends the pullback homomorphism CDiv(Y) — CDiv(X) for Cartier
divisors (cf. Lemma 1.17).

(4) In case X is non-singular and f is proper, the intersection number (f*D)E is zero
for any Q-divisor D on Y and any f-exceptional Q-divisor E.

The Q-divisor f*D is called the numerical pullback of D by f.
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Remark. When X is non-singular and f is a bimeromorphic morphism, the numerical
pullback f*D is expressed as the sum f*!D + E of the proper transform f*!D and an f-
exceptional Q-divisor E such that (f1*!D + E)I" = 0 for any f-exceptional prime divisor I".
Here, E is uniquely determined, since the intersection matrix (I';[;) of f-exceptional prime
divisors I'; contracted to a fixed point of Y is negative definite (cf. [36, p. 6]).

Remark. By resolution of singularities and indeterminacy of meromorphic maps, for the
morphism f, we have a commutative diagram

Mt x

“’l lf

N —— Y
of normal surfaces such that M and N are non-singular and that ¢ and v are bimeromorphic
morphisms. Then the numerical pullback is given by f*D = u.(g"(v*D)) for a divisor D,
where g* and v* indicate pullbacks of Cartier divisors, and y. indicates the pushforward of
a divisor by the proper morphism p.

DEeriNITION (INTERSECTION NUMBER). Let D and E be Q-divisors on a normal surface X such
that Supp D N Supp E is compact. Let u: M — X be a bimeromorphic morphism from a
non-singular surface M. Here, Supp u*D N Supp p*E is also compact, and one can consider
the intersection number DE := (u*D)u*E: This is independent of the choice of u, and is
called the intersection number of D and E.

RemaRrk 1.24. The numerical pullback f* in Lemma-Definition 1.23 and the intersection
number above are defined also for R-divisors by linearity. The following properties are
known or shown easily for f: X — Y and an R-divisor D on Y:

(1) If D is effective, then f*D is so and Supp f*D = f~'(Supp D) (cf. [41, Rem. (4) of
Def. 2.4] and Lemma 1.19).

(2) For an R-divisor E on X, if f~!(Supp D) N Supp E is compact, then the projection
formula: (f*D)E = D(f.E) holds.

(3) If f is proper, then (deg )D = f.(f*D).

(4) If an R-divisor D’ on Y has no common prime component with D and if DD" = 0,
then Supp D N Supp D’ = 0.

(5) If codim(f~! Sing ¥, X) > 2, then the pullback f*D given in Lemma 1.19 coincides
with the numerical pullback, since (f*D)lx = f"*(Dly,,) for X' = f"(Yreg) and
ff=flx: X - Yreg-

Remark 1.25. Let S be a non-zero reduced compact divisor on a normal surface X such
that the intersection matrix (I';I';) of prime components I'; of S is negative definite. Let D is
an R-divisor on X such that Supp D C § and that D is nef on S (cf. [41, Def. 2.14(i1)]), i.e.,
DI' > 0 for any prime component I' of S. Then —D is effective by [64, Lem. 7.1]. If S is
connected in addition, then either D = 0 or Supp D = S. In fact, if I'; ¢ Supp D for a prime
component I'; of S, then DI'; = 0, and hence, I'; N D = @ and I'; " D = @ for any other prime
component I'; such that I'; N I'; # 0; this implies that D = 0.
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DEriniTion 1.26. Let X be a normal surface and let y: M — X be the minimal resolution
of singularity. A divisor D on X is said to be numerically Cartier if the numerical pullback
u*D is Cartier (cf. “numerically Q-Cartier” in [39, II, §2.e]). We say that D is numerically
Cartier at a point P € X if D is numerically Cartier on an open neighborhood of P. The
numerical factorial index nf(X, P) at P € X is defined as the smallest positive integer r such
that rD is numerically Cartier at P for any divisor D defined on any open neighborhood of
P. The numerical factorial index nf(X) of X is defined as lcmpcx nf(X, P).

The numerical factorial index nf(X, P) is calculated by an intersection matrix:

Lemma 1.27. Let X be a normal surface and let f: Y — X be a bimeromorphic mor-
phism from a non-singular surface Y. Let P be a point on X such that f~'(P) is a divisor,
and let Ty, ..., Ty be the prime components of f~'(P). Then nf(X, P) equals the smallest

positive integer r such that rM™" is integral for the intersection matrix M = (F,-F j)1<_ o
<i,j<

Proof. We can find an open neighborhood U" of P and prime divisors By, By, ..., By on
£~V such that BI'j =¢;;forany 1 <i,j < k. WesetD;:= f.B; as a prime divisor on U".
Then f*D; = B; + Z§:1 a; ;I'; for non-negative rational numbers a; ; such that (a; j)i<; j<x =
—M~!. For a positive integer m, if f*(mD;) is Cartier along f~'(P) for any i, then m(a; ;) =
—mM~! is integral. Thus, r | nf(X, P). For a divisor D on an open neighborhood of P,
we write f*D = f*ID + Zf.‘zl ¢;T'; for rational numbers c;. Since f1*!D is Cartier, we have
dj:= (f[*]D)Fj € Z and

k
(FU'D - d:B)T;=0

for any 1 < j < k. This implies that (c1, ¢, ...,cr) = —(d1,da, ..., di)M™'. Then rc; € Z for
any 1 <i < n, and f*(rD) is Cartier. Therefore, nf(X, P) = r. m|

The following is a generalization of [52, Thm. (2.1)] and is shown by properties of relative
Zariski-decomposition (cf. [39, III, Lem. 5.10(2)]); here, we shall give a direct proof.

Lemma 1.28. Ler f: Y — X be a bimeromorphic morphism from a non-singular surface
Y to a normal surface X. Let D be a divisor on X and let B be a Q-divisor on Y such that
fiB = D. Then the canonical injection

An: f.Oy(LmBa) — (f.Oy(LmB1))"" = Ox(mD)
is an isomorphism for any integer m > 0 if and only if B > f*D.

Proof. Since the assertion is local on X, we may assume that f is an isomorphism over
X \ {x} for a point x € X. For any integer m > 0, we have an f-exceptional Q-divisor F,, on
Y such that mf*D — F,, is Cartier and

(f"Ox(mD))"" = Oy(mf*D — Fp).

Since the support of the cokernel of f*Ox(mD) — (f*Ox(mD))"" is a finite subset of £~!(x),
the intersection number (m f*D — F,,)I" = —F,I" is non-negative for any f-exceptional prime
divisor I'. Hence, F, is effective by Remark 1.25.

Assume that B > f*D. Then mB > vmBs > mf*D — F,, for any m > 0. Hence,
we have an injection Ox(mD) ~ f.Oy(mf*D — F,) — f.Oy(LmB.) giving the inverse of
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An. This shows the “if” part. The “only if” part is shown as follows: Suppose that A, is
an isomorphism for any m > 0. Then f*f.Oy(LmB1) — Oy(LmB.) induces an injection
Oy(mf*D — F,,) —» Oy(LmB.), which corresponds to an inequality f*D — (1/m)F,, < B of
Q-divisors. Hence, we are reduced to proving that F, := lim,,_,.(1/m)F,, = 0. Note that
the R-divisor F, exists, since F,, + F,, > F ., for any positive integers m and n (cf. [39, III,
Lem. 1.3]).

LetI'y, ..., I, be the f-exceptional prime divisors. Then there exist positive integers aj,
..., ay such that AT; > 0 for any 1 < i < [ for the divisor A = — )  ;[';. In particular, f
is a projective morphism and A is f-ample (cf. [37, Prop. 1.4]). Hence, mf*D + A is also
f-ample for any m > 0. For any positive integer b such that bf*D is Cartier, we can find a
positive integer k = k(b) such that

[ f:Or(k(bf*D + A)) = Oy(k(bf"D + A))

is surjective. Hence, k(bf*D + A) < kbf*D — Fy; equivalently, multr, Fy, < ka; for any
1 <i <[ By taking b — oo, we have

multr, Fo, = limy_e(1/k(b)b) multr, Fipyp < limye a;/b = 0.

Therefore, Fo, = 0, and we are done. ]

1.4. Pullback and pushforward by meromorphic maps. We shall define pullbacks and
pushforwards of R-divisors by “non-degenerate meromorphic maps” under certain condi-
tions, and give some of their properties.

DEriniTion 1.29. Let f: X --— Y be a meromorphic map of normal varieties, and let V
be the normalization of the graph of f. Then f = o u~! for the bimeromorphic morphism
u = pp:V — X and the morphism 7 = ny: V — Y induced by projections (cf. [50, §6,
Def. 15], [60, I, §2, Def. 2.2]). We say that f is proper (resp. of maximal rank, resp. non-
degenerate) when r is so.

Derinition 1.30. In the situation of Definition 1.29 above, assume that f is non-
degenerate. We setn := dim X = dim Y. Let B and D be R-divisors on X and Y, respectively.
(1) The strict pullback f*1D is defined as the R-divisor u,(7*!D) on X, where 7*1D is
defined in Definition 1.22.
(2) When D is R-Cartier or when n = 2, the (total) pullback f*D is defined as the
R-divisor u.(7*D) on X.
(3) When Supp B is compact or when f is proper, the strict pushforward f;,B is defined
as 71'*(;1[*]3).
(4) Assume that B is R-Cartier or n = 2. When Supp B is compact or when f is proper,
the (total) pushforward f.B is defined as m.(u*B).

REMARK. (1) When B and D are R-Cartier, we have pullbacks y*B and n*D by
Lemma 1.19. When n = 2, we have y*B and n*D as the numerical pullbacks (cf.
Lemma-Definition 1.23).

(2) If f is holomorphic, then f*1D, f*D, and f.B above, respectively, are equal to the
same ones defined for the morphism f, since uy is an isomorphism. Moreover, in
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this case, we have fj. B = f.B.

(3) When f is a bimeromorphic map, the strict pullback f*1D is called also the proper
transform of D. When f is a bimeromorphic morphism, this is expressed as f;!D
in some articles (e.g. [35]), but this is not equal to the total pushforward (f -1, D for
fliy-—X.

Lemma 1.31. Let f: X--— Y be a non-degenerate meromorphic map of varieties of
dimension n and let v: W — X be a bimeromorphic morphism from a normal variety W
such that @ = fov: W — Y is holomorphic. Let B and D be R-divisors on X and Y,
respectively.

(1) The strict pullback f'D equals v.(@w"*1D).

(2) If D is R-Cartier or n = 2, then f*D = v.(@"D).

(3) If Supp B is compact or if f is proper, then fi B = w.(v'*|B).

(4) Assume that B is R-Cartier or n = 2. If Supp B is compact or f is proper, then
f«B = @w.(v'B).

Proof. For the normalization V of the graph of f, there is a bimeromorphic morphism
o: W — Vsuchthat v = yoo and w = n o o for morphisms u = uy and 7 = 7y in
Definition 1.29. Then @*1D = o*l(z*ID) and v'*'B = o(u*'B). Hence, we have (1)
and (3) by using o.(@"*!D) = 71D and o,(/*!B) = p™B. Similarly, we can prove (2)
and (4), respectively, by @*D = o*(n*D) and o.(@w*D) = n*D and by v'B = o*(u*B) and
o.(v'B) = u*B. m]

Lemma 1.32. Let f: X--— Y and g: Y -— Z be non-degenerate meromorphic maps of
normal varieties of dimension n. Then we have a commutative diagram

of meromorphic maps of normal varieties, where V (resp. W) is the normalization of the
graph of f (resp. g), morphisms uy (resp. uy) and ny (resp. n,) are as in Definition 1.29,
U is the normalization of the graph of the meromorphic map h = ,u;l omp: Vo> W, and
morphisms p, and ©ty, are as in Definition 1.29. We consider two conditions:
(a) every my-exceptional divisor is pg-exceptional,
(b) every ugy-exceptional divisor is rr,-exceptional.
Then the following hold for any R-divisors B and D on X and Z, respectively:
(1) If (a) or (b) holds, then (g o )*ID = f*(gl*ID).
(2) Assume either that Supp B is compact or that f and g are proper. If (a) or (b) holds,
then (g o f)B = g« (fi«B)-
(3) Assume either that n = 2 or that D and g*D are R-Cartier. If (a) holds, then (g o
D = f(g"D).
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(4) Assume either that Supp B is compact or that f and g are proper. Moreover, assume
either that n = 2 or that B and g.B are R-Cartier. If (b) holds, then (g o f).B =

g+(f<B).
Proof. We consider R-divisors
E =D -y (u,(x' D)) and  E = 7D — 11 (1, (7, D))
on W in the cases (1) and (3), respectively, and R-divisors
C = 7, W' B) =l (WB)) and € = m (it B) = 1 (. (14 B)
on W in the cases (2) and (4), respectively. Here, we have
WIE = e, 751D = 7 g R5IDY), - 1E = py (i D) = 71ty D))

ﬂ'El*] o ug*], My omy = my oy, and pp. 0 ,uEf] = pty= o = id. For these R-divisors,

*]:

by oy
we can prove:
(i) E and E are Hg-exceptional;
(i1) if every prime component of ﬂ;*]D is not u,-exceptional, then E = 0;
(iii) A"'E and h*E are & -exceptional;
(iv) C and C are ug -exceptional;
(v) if every prime component of ,u;*]B is not 7 s-exceptional, then C = 0.
In fact, by linearity, we may assume that D and B are prime divisors for proving (i)—(v), and
we have

HgeE = pg E = pg.C = p14,C = 0

by g © ,ulg*J = fge © fy = id, Hge O T = Tpu O fhpe, and pps © ,uk*J = M o iy = id.
This shows (i) and (iv), and we have (iii) as a consequence of (i). Moreover, in case (ii),
E has no u,-exceptional prime component but ug.E = 0; hence, E = 0, and (ii) holds.
In case (v), ﬂ'f*(ﬂ?]B) = mO for a prime divisor ® on Y and a positive integer m, and
nh*(yz*],u[;]B) = myg*](a, since u, and p, are bimeromorphic morphisms; thus, C = 0, and
we have proved (v).

By Lemma 1.31, we have four equalities

(g o HNID - f¥(G"D) = py (WE), (go f)'D - f*(g'D) = up(h"E),
(g © f)[*]B - g[*](f[*]B) = ﬂg*Ca (g o f)*B - g*(f*B) = ﬂg*a-

For example, we have

(g0 N™D = (uy o pp)o((my © T)™D) = pry. (i (71 DY))

by Lemma 1.31(1), and this implies the first equality. Hence, for the proof of (1)-(4), it
suffices to verify:

(I) W*E and h*E are pus-exceptional, and

(I) hpyC and h*5 are m -exceptional.
If (a) holds, then we have (I) and C = 0 by (iii) and (v). It implies (1) in the case (a), (2) in
the case (a), and (3). If (b) holds, then we have (II) and £ = 0 by (ii) and (iv). It implies (1)
in the case (b), (2) in the case (b), and (4). Thus, we are done. m]
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Corollary 1.33. In the situation of Lemma 1.32, assume that n = 2 and that 7,D is pi,-
nef (¢f: Convention 2.14(1) below), i.e., (m,D)I" = O for any pi4-exceptional prime divisorT.
Then (g o f)'D < f*(¢"D).

Proof. The R-divisor E in the proof of Lemma 1.32 is u,-exceptional and p,-nef. Then
—E is effective by Remark 1.25, since the intersection matrix of prime components of any
connected non-zero pg-exceptional divisor is negative definite (cf. [36, p. 6]). Hence, (g o
F)'D = f(g"D) = psp(h*E) < 0. o

RemMark. An inequality of currents similar to the above is noticed in the study of dynam-
ical systems (cf. [4, Prop. 1.13] and () in the proof of [20, Prop. 1.2]).

1.5. Canonical divisors and ramification formulas for normal varieties. In the first
half of Section 1.5, we shall explain the canonical divisor Ky of a normal variety Y and the
ramification formula Ky = f*Ky + R for a non-degenerate morphism f: X — Y of normal
varieties in some special cases (cf. Situation 1.36), which include the case where dim X =
dim Y = 2. Especially, we want to emphasize that Ky is unique up to linear equivalence but
the ramification formula is regarded as an equality not only as a linear equivalence. In the
last half, we shall give some variants of the ramification formula including the logarithmic
ramification formula due to Iitaka (cf. (I-2) in Proposition 1.40 below).

ConVENTION (CaNONICAL DIVISOR). The canonical divisor Ky of a normal variety Y is re-
garded as the following object: We set n = dim Y. In case Y is non-singular, the canonical
sheaf wy is defined as the sheaf ] = Q’l‘,/ SpecC of germs of holomorphic n-forms on Y. In
general, the canonical sheaf wy is a coherent reflexive sheaf of rank 1 on Y defined as j.wy,,
for the open immersion j: Yo < Y (cf. [49, App. of §1, Cor. (8)]); this is isomorphic to the
(=n)-th cohomology sheaf H™"(w},) of the dualizing complex w}, (cf. [21], [48]). If wy has a
non-zero meromorphic section 7, then MYree is a meromorphic n-form on Y., and there is a
unique divisor div(n) on Y satisfying div(n)ly,, = div(nly,,), since codim(Y \ Yee) > 2. The
divisor div(n) is called the canonical divisor and is denoted by Ky, even though it depends
on the choice of . Hence, Oy(Ky) ~ wy, and Ky is unique up to linear equivalence. Even
if wy has no non-zero meromorphic section, the symbol Ky is used virtually, which means

just the canonical sheaf wy.

Remark. If Y is Stein, or more generally, if Y is weakly I-complete with a positive line
bundle, then every non-zero reflexive sheaf on Y admits a non-zero meromorphic section
(cf. [9, Lem. 3]); thus, we can consider Ky as a divisor. Even if Y is a reducible normal
complex analytic space, one can consider Ky as the union of canonical divisors of connected
components of Y.

DeriNiTioN 1.34 (f®n). Let f: X — Y be a non-degenerate morphism of non-singular va-
rieties of dimension n > 1. For a holomorphic n-form 1 on Y, we write f®n for the pullback
of n by f as a holomorphic n-form on X. This is given by the canonical homomorphism
¢: ffwy = 72} — wxy = . Even for a meromorphic n-form 7 on Y, we have the
pullback f®n as a meromorphic n-form on X by
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y y
POy ®wy) = F My & frwy — My ® frwy — My ® wy,

where ¢: f*My — Niy is the pullback homomorphism of meromorphic functions, which
exists as f is non-degenerate (cf. the proof of Lemma 1.17).

Remark. The pullback f®n is usually denoted by f*n, but here, we use f® for avoiding
confusions with other f*.

Lemma-Definition 1.35. Let f: X — Y be a non-degenerate morphism of normal va-
rieties of dimension n > 1 and let n be a non-zero meromorphic section of wy. For the
open subset X, = Xeg N f‘l(Yreg) and for the induced morphism f, = flx,: Xo = Yreq, the
pullback f&(n| Yep) @S @ meromorphic n-form on X, extends to a unique meromorphic section

of wy. This section is denoted by f®n.

Proof. The uniqueness of f®n is obvious. Thus, we can replace Y with any open subset.
By the local theory of complex analytic spaces, we may assume that there is a finite surjec-
tive morphism 7: ¥ — € to a domain  of the affine space C" (cf. [7, §3.1, Thm. 1]). Let
be the standard holomorphic n-form on Q, i.e., = dz; Adz; A --- A dz, for a coordinate
(21, 22,...,2,) of C". For the induced morphism 7z : Y — € of non-singular varieties,
we have a meromorphic function ¢ on Y such that

@ —
Treg{ - 9077|Ymg'

Let & be a meromorphic section of wy such that the restriction £y, equals the pullback
(to freg)®§ as a holomorphic n-form on X, for the induced morphism freg := flx,, : Xreg =

Y. Then

Elx. = (F ) f2(ly,y)-
Thus, it is enough to set f®n := (f*@) &, !

Remark. If Codim(f‘1 Sing ¥, X) > 2, then codim(X \ X,,X) > 2. In this case, for any
holomorphic section i of wy, the pullback f®n is also a holomorphic section of wy. In fact,
the section f®n is holomorphic if and only if the restriction f®nly, is so by codim(X\ X, X) >
2, and now f2(nly..) is holomorphic.

reg

Srruation 1.36. Let f: X — Y be a non-degenerate morphism of normal varieties. As a
pullback homomorphism f* for certain R-divisors, we consider one of the following:
(I The homomorphism f*: CDiv(Y,R) — CDiv(X,R) in Lemma 1.19.

(II) The homomorphism f*: Div(Y;R) — Div(X,R) in Lemma 1.19, which is defined
only when codim(f~! Sing ¥, X) > 2.

(III) The numerical pullback homomorphism f*: Div(Y,;R) — Div(X,R) in Lemma-
Definition 1.23, which is defined only when dim X = dim Y = 2. This f* extends
the homomorphisms f* in (I) and (II), but does not induce Div(Y) — Div(X) in
general.

Lemma 1.37. Let D be an R-divisor on Y such that the pullback f*(Ky + D) is defined
in one of cases in Situation 1.36. Then Kx — f*(Ky + D) is uniquely determined as an R-
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divisor on X when wy has a non-zero meromorphic section n, by setting Kx = div(f®n) and
Ky = div(n).

Proof. For non-zero meromorphic sections 7; and 77, of wy, there is a non-zero meromor-
phic function ¢ on Y such that ; = ¢n,. Then f®n; = (f*¢)f®n,, and we have

div(n) + D = div(ipp) + D + div(e) and  div(f®n,) = div(fon) + div(f* ).
Since f* div(e) = div(f*¢) (cf. Lemma 1.17), we have

div(f®n1) = f*(divin) + D) = div(f®n2) = f*(div(m2) + D).
Thus, Kx — f*(Ky + D) is uniquely determined. m|

ConventioN. Let f: X — Y be a non-degenerate morphism of normal varieties and let B
and D be R-divisors on X and Y, respectively. By an equality Ky + B = f*(Ky + D), we
mean the following:

(1) Assume that wy admits a non-zero meromorphic section 7. Then the pullback
f*(div(n) + D) exists in one of cases in Situation 1.36 and div(f®n)+ B = f*(div(n) +
D) as an R-divisors on X.

(2) It Y = |, Y, for open subsets Y, such that each wy, admits a non-zero meromorphic
section on Y, then

Kx, + Blx, = f{(Ky, + Dly,)

for any A, where X, = f 'Y and £ = flx,: Xa — Yo
Note that (1) is independent of the choice of 7 by Lemma 1.37.

DEerINITION (RAMIFICATION DIVISOR (CF. [25, §5.6])). In Situation 1.36, we define the rami-
fication divisor of f as a Q-divisor Ry on X such that Kx = f*Ky + Ry.

Remark. If X and Y are non-singular, then Ry is the usual ramification divisor in the
sense that Ry is an effective divisor and that the canonical injection f*wy — wy induces
an isomorphism f*wy = wx ® Ox(=Ry) (cf. [25, §5.6]). In Situation 1.36(I), Ry exists
when Ky is Q-Cartier, but R, is not necessarily effective. In fact, when f is a resolution
of singularities, Ry is effective if and only if Y has only canonical singularities (cf. [49,
Def. (1.1)], [32, Def. 0-2-6]). In Situation 1.36(II), R exists always as an effective divisor
as the closure of the ramification divisor Ry, of the induced morphism f, = flx,: Xo — Yy
for X, = Xieg N f‘lYmg. In Situation 1.36(IIT), Ry exists always, but it is not necessarily
effective.

Now, we shall present some variations of ramification formula for non-degenerate mor-
phisms. We begin with:

Lemma 1.38. Let f: X — Y be a non-degenerate morphism of non-singular varieties of
dimension n > 1 and let B and D be non-singular prime divisors on X and Y, respectively,
such that B = f~'D.

(1) If B is not f-exceptional, then 1 + multg Ry = multg f*D.
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(2) If Bis f-exceptional, then the image of the pullback homomorphism
f2y(log D) — Q4 (log B)
of logarithmic n-forms is contained in the subsheaf 2%,

Proof. We shall give a sheaf-theoretic proof even though (1) is obvious by a local descrip-
tion of f. For each 1 < p < n, there is a commutative diagram

0 — Q) —— [ (logD) —— f*.QZ_l — 0

(I-1) a w| o |

0 — Qf —— (logB) _r, Qg_l —s 0

of exact sequences on sheaves of holomorphic and logarithmic p-forms, where the pullback
homomorphisms ¥ = APy and ¢” = AP¢! are injective as f is non-degenerate. Moreover,
r! is induced by the residue isomorphism Q;((log B) ® Op ~ O3, and P! is expressed as

the composite homomorphism

for g := flgp: B — D, where wg_l is the pullback homomorphism of holomorphic (p — 1)-
forms, and 77~! is a surjection induced by f*Op — Op.

Assume that B is not f-exceptional. Then g is non-degenerate and l//Z_l is injective. We
set m = multg f*D. Then f*D = mB, ¢"~! is generically surjective on B, and the kernel of
¢"~! is isomorphic to

On-1y8 ® Ox(=B) ® f*2y(logY)

if m > 1, and is zero if m = 1. In particular, ¢" is surjective on a dense open subset of B. By
applying the snake lemma to (I-1) for p = n, we have multg Ry = m — 1, since the cokernel
of ¢ is isomorphic to wy ® Og,. This shows (1).

Assume next that Bis f-exceptional. Thenn > 2, and 1//2‘1 = 0 as g is degenerate. Hence,
the image of ¢" is contained in £%. This shows (2). |

Lemma 1.39. Let f: X — Y be a non-degenerate morphism of normal varieties without
exceptional divisors and let B C X and D C Y be reduced divisors such that B = f~'D. Then
Kx + B = f*(Ky + D) + A for an effective divisor A having no common prime component
with B. In particular, the induced morphism X \ B — Y \ D is étale in codimension 1 if and
only if A = 0.

Proof. We can consider the pullback homomorphism f*: Div(Y) — Div(X) in Situ-
ation 1.36(1I), since codim(f~' Sing ¥, X) > 2. Thus, we may assume that X and Y are
non-singular by replacing ¥ and X with Yy, and X;eg N f ‘I(Yreg), respectively. For the ram-
ification divisor Ry = Ky — f*Ky, we have A = Ry + B — f*D. Let I be a prime divisor on
X. IfT ¢ B = f7'D, then multr A = multr Ry > 0. If T C B, then T C £7'® for a prime
component ® of D. In this case, since B is not f-exceptional, we have

1 + multr Ry = multr f*0 = multr f*D
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by applying Lemma 1.38(1) to suitable open subsets U € X and V C Y such that U c 'V
and that I'ly = B|y and ®|y = D|y are non-singular prime divisors; hence, multr A =
multr(Ry + B — f*D) = 0. Thus, A is effective and has no common prime component with
B. i

The equality (I-2) below is known as the logarithmic ramification formula due to litaka
(cf. [24, §4, (R)], [25, Thm. 11.5]). The generalization (I-3) is obtained by an argument of
Suzuki in the proof of [58, Prop. 2.1] in the case of bimeromorphic morphisms and by litaka
[26, Part 2, Prop. 1] in the general case.

Proposition 1.40. Let f: X — Y be a non-degenerate morphism of normal varieties and
let B and D be reduced divisors on X and Y, respectively, such that Y is non-singular, D is
normal crossing, and f~'D c B.

(1) There is an effective divisor R on X such that
(I-2) Ky +B=f"(Ky +D)+R

and that any common prime component of f~'D and R is f-exceptional.

(2) Let C be a non-singular divisor on Y and A a reduced divisor on X such that
(f"1C)eq < A, A + B is reduced, and C + D is reduced and normal crossing. Then
there is an effective divisor R& on X such that

(I-3) Ky +A+ B=f"(Ky +C+ D) +R.

Proof. By replacing X with a Zariski-open subset whose complement has codimension at
least 2, we may assume that X and B are non-singular and that B=( f7C + A+ B)q is also
non-singular in the situation of (2).

(1): The pullback homomorphism

[*2y(log D) = f*(wy ® Oy(D)) — y(log B) =~ wx ® Ox(B)

of logarithmic n-forms is injective as f is non-degenerate, and it implies that R > 0. It is
enough to prove that I ¢ Supp R for any non- f-exceptional prime component I" of f~'D. For
this, by replacing X and Y with suitable open subsets, we may assume thatI' = B = f~'D.
ThenT = B ¢ Supp R by Lemma 1.39.

(2): By (1), we have Kx + B = f"(Ky+C+ D)+ R for an effective divisor R. It is enough
to prove that R>B- (A + B), or equivalently that R > T for any prime component [" of
B— (A +B). By assumption, I' is f-exceptional, I' ¢ f~'C, and " ¢ B. By replacing X and
Y with open subsets, we may assume that B = 0, B-(A+B) = (ffC+A)yea — A = f7IC,
and " = f~!C. Then the image of

[ 2y(1og C) = [ (wy ® Oy(C)) — y(logl) = wx ® Ox(I

is contained in wx by Lemma 1.38(2). It implies that R > T, and we are done. m|

Remark. We have a little generalization of [26, Part 2, Prop. 1] in [39, II, Thm. 4.2]. But
the assumption p*!X < Y in the statement is stronger than what we expect. The correct
assumption is (p"1X).q < Y. This correct case has been treated in the proof of [26, Part 2,
Prop. 1], where (f1*!C)q is written as f~![C]. The stronger assumption affects [39, II,
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Lem. 4.4] given as an application of [39, II, Thm. 4.2].

The following lemma is borrowed from [39, II, Lems. 4.3 and 4.4], which are stated for
generically finite morphisms.

Lemma 1.41. Let f: X — Y be a non-degenerate morphism of normal varieties and let
D be an effective Q-divisor on Y. Assume that Y is non-singular and "D™ is reduced and
normal crossing.

(1) There is an effective Q-divisor Rp on X such that
Ky + (f"D)wea = f*(Ky + D) + Rp.

(2) If DJ = 0, then there is a Q-divisor Rp on X such that "Rp™ is effective and
KX = f*(KY + D) + RD.

(3) If C := LDu. is non-singular, then there is a Q-divisor R‘E‘ on X such that '_R‘;;" is
effective and

Kx + (f"C)ea = f*(Ky + D) + RS

Proof. We may assume that D # 0, since the ramification divisor Ry = Ky — f*Ky
is effective. Hence D;q = SuppD = "D™. By replacing X with a Zariski-open subset
whose complement has codimension at least 2, we may assume that X and (f*D).q are
non-singular.

(1) and (2): By Proposition 1.40(1), Kx + (f*D)teqd = f*(Ky + Dyeq) + R for an effective
divisor R. Then R, is effective by

R=R;+(f*D)red — [*(Drea) = Rp = f*(Drea — D).

This proves (1). Assume that LD = 0. Then Rp = Rp + (f*D)teg = 0. For any prime
component I" of f*D, we have multy f*(Dyeq — D) > 0, and

multr Rp + 1 = multy Rp = multy R + multy £*(Dyeq — D) > 0.

Hence, "Rp ™ is effective, and (2) has been proved.
(3): We set A := (D) = D — C. By Proposition 1.40(2), we have

Kx + (f"Orea + (f*Dhrea = [ (Ky + C + Area) + R
for an effective divisor R on X. Then
Ry + (f"Drea = RS + [ (Brea = A)
is effective. For any prime component I" of f*A, we have
multr f*(Area —A) >0 and 1+ multy RS = multr(RE + (f*A)rea) > 0.

Therefore, "R%" is effective, and (3) has been proved. ]

2. Log-canonical singularities for complex analytic surfaces

We shall explain basic properties of log-canonical singularities and their variants only in
the surface case, in Section 2.1, and give results related to ramification formulas in Sec-
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tion 2.2. The relative abundance theorem and the log-canonical modifications for surfaces
are given in Section 2.3.

2.1. Log-canonical singularities.

DeriniTion 2.1. Let X be a normal surface with an effective Q-divisor Band letu: M — X
be a bimeromorphic morphism from a non-singular surface M. We set ¥ = X,(X, B) to
be the union of u~!' Supp B and the u-exceptional locus. Note that ¥ > u~'Sing X. Let
B, = B,(X,B) and T, = T,(X, B) be the positive and negative parts, respectively, of the
prime decomposition of u*B — R, (cf. Definition 1.15) for the ramification divisor R,, (cf.
Section 1.5), i.e., Ky + B, = p*(Kx + B) + T,,. Note that B, > !B for the proper trans-
form p*!B in M (cf. Definition 1.22) and that 7}, is p-exceptional. When there is such a
bimeromorphic morphism p with X being a normal crossing divisor, the pair (X, B) is said to
be:

e log-canonical, if "B, is reduced;

e log-terminal, if LB, = 0;

e 1-log-terminal, if "B, is reduced and if B, is a non-singular divisor identified
with the proper transform of LB.in M.

Here, the zero divisor is considered as a reduced and non-singular divisor (cf. Remark 1.18).
For a point P € X, the pair (X, B) is said to be log-canonical (resp. log-terminal, resp. 1-log-
terminal) at P if (U, B|y) is so for some open neighborhood U of P.

Remark 2.2. The conditions above are independent of the choice of u: M — X. This
follows from special cases of Lemma 2.10 below.

Remark. If (X, B) is log-terminal, then multr B, < 1 for any prime component I" of .
The prefix “I-” of 1-log-terminal comes from a property that we allow multr B, = 1 only
for proper transforms I" of prime components of B.

Remark 2.3. It is known that Ky + B is Q-Cartier if (X, B) is log-canonical in the sense
above (cf. [30, Cor. 9.5], [34, §4.1]). We shall prove it in Corollary 2.21 below by applying
the relative abundance theorem, Theorem 2.19. As a consequence, our definitions of log-
canonical and log-terminal coincide with those given in [32, Def. 0-2-10]. The log-terminal
and 1-log-terminal are called “Kawamata log terminal” (klt) and “purely log terminal” (plt),
respectively, in [56] and [35]. As our policy, we do not use the notion of “log terminal” in the
sense of [56] and [35], since it is not analytically local (cf. Remark 2.8 below). Accordingly,
the use of “purely log terminal” is not allowed, since it is weaker than our log-terminal.

RemaArk. The pair (X, B) is 1-log-terminal if and only if (X&B, 0) is log-terminal for the
bimeromorphic pair X&B in the sense of [39, II, Def. 4.8].

Bimeromorphic contraction morphisms of extremal rays in the minimal model program
preserve log-canonical (resp. log-terminal, resp. 1-log-terminal) pairs by:

Lemma 2.4. Let v: X — X’ be a bimeromorphic morphism of normal surfaces with a
unique exceptional prime divisor I. Let B be an effective Q-divisor on X such that (Kx +
B < 0. If (X, B) is log-canonical (resp. log-terminal), then (X', B") is so for B’ := v.B. If
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(Kx + B)I' < 0 and (X, B) is log-canonical, then (X', B) is 1-log-terminal at v(I).

Proof. By assumption, there is a rational number @ > 0 such that Kx + B = v*(Ky +
B’) + aI'. Here, @ > 0 if and only if (Kx + B)[' < 0. Let u: M — X, B,, and T}, be as
in Definition 2.1 for (X, B). Here, we may assume that the union of x~'(I" U Supp B) and
the p-exceptional locus is normal crossing and that the proper transform of (LB1 + I')eq i
non-singular. Then

Ky+B,=Wou) Ky +B)+T,+auT.

In particular, the first assertion holds when @ = 0. Thus, we may assume that @ > 0, i.e.,
(Kx + B)I' < 0. Let B,., and T,., be the positive and negative parts, respectively, of the
prime decomposition of B,, — (T, + au*I'). Then the following hold for any prime divisor ©®
on M:

o If O ¢ u~'T, then multg B, = multg B..

e IfOCu ' Thut® ¢ Supp B, then multg B, = multg B,., = 0.

e IfOCcu'I'n Supp B, then 1 > multg B, > multg B,.,.
In particular, if (X, B) is log-terminal, then (X', B’) is so, since LB, o = 0 implies LB, = 0.
If (X, B) is log-canonical, then "B, " is reduced and B, is a reduced subdivisor of LB, 1
having no prime component contracted to v(I') by v o u; thus, (X', B’) is 1-log-terminal at
v(I'). Therefore, the first assertion for @ > 0 and the second assertion have been proved, and
we are done. o

Remark. The first assertion is a special case of Proposition 2.12(1) below.

Fact 2.5. The germs of log-canonical pairs (X, S) of a normal surface X and a reduced
divisor S at a point x € S are classified in [30, Thm. 9.6] (cf. [35, Ch. 3]). In particular, one
of the following three cases occurs (cf. [41, Thm. 3.22]):

(1) x € Sing S and (X, S) is toroidal at x;
(2) x € Syeg and (X, S + ") is toroidal at x for a non-singular divisor S" ¢ S such that
xes;
(3) x € Sweg N Sing X and there is a double cover T X — X such that
e 7 is ¢tale over X \ {x},
o 77'(x) = {%) for a point X € SingE, where S := S, and
° (i,g) is toroidal at X.
Here, for a reduced divisor D, the pair (X, D) is said to be toroidal at x, if X\ D — X is a
toroidal embedding at x (cf. [33, 11, §1]), or equivalently, there exist an affine toric variety
V and an open immersion 0: U — V from an open neighborhood of U of x such that
6~1(T) = U\ D for the open torus T of V.

Moreover, for the minimal resolution u: M — X of singularities, the dual graph of prime
components of the union of 1=\ S and the p-exceptional locus is completely described (cf. [30,
Thm. 9.6], [41, Thm. 3.22]). In particular, (X, x) is a cyclic quotient singularity in (1) and
(2), and is a cyclic or dihedral quotient singularity in (3). The pair (X, S) is 1-log-terminal
at x if and only if (2) occurs. The divisor Kx +S is Cartier at x if and only if either (1) occurs
or x € Xieg N Sreg.
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Lemma 2.6. Let (X, B) be a log-canonical pair of a normal surface X and an effective Q-
divisor B. If (X, B) is not 1-log-terminal at a point x € X, then (X, B+ D) is not log-canonical
for any effective Q-divisor D such that x € Supp D. In particular, Supp{B) N Sing . B1 = (.

Proof. The last assertion follows from the first one, since (X, S) is log-canonical for
S :=cBaand (X, ) is not 1-log-terminal at any point of Sing S.

For the bimeromorphic morphism p: M — X in Definition 2.1, we may assume that the
union of u~!(Supp B U Supp D) and the u-exceptional locus is normal crossing. For the Q-
divisors B, and T, above, let B, and T, be the positive and negative parts, respectively, of
the prime decomposition of B, + u*D — T,,.. Then

KM+BI’1=/1*(KX+B+D)+T;.

The first assertion holds if the following condition (x) is satisfied:
(*) There is a prime component I" of LB, such that u(I') = {x}.
In fact, if () holds, then "B/, is not reduced by

multr B/’l = multy B, + multr 4D = 1 + multr "D > 1,

and (X, B + D) is not log-canonical (cf. Remark 2.2).

For the rest, we shall check (). If x € S, for § = LB, then () holds, since (X, B)
is not 1-log-terminal at x. Thus, we may assume that x € Sing S. Then (X, S) is toroidal
at x by Fact 2.5. Let U be an open neighborhood of x in X such that SingU c {x} and
U N Sing S = {x}. When x € Sing X, let n: Y — U be the minimal resolution of singularity.
When x € X, let n: ¥ — U be the blowing up at x. Then

I-1) Ky + Sy =1 (Ky + Slv)

for the reduced divisor Sy = 7' (S|y). In fact, if x € Sing X, then 7 is a toroidal blowing up
with respect to (U, S|y) (cf. [41, Exam. 3.2, §4.3]), which induces (II-1); if x € Xz, then
we have (II-1) by a direct calculation. Since u~'U — U factors through 7, an n-exceptional
component of Sy gives a prime component I' of B, lying over x. Thus () is satisfied also
in case x € Sing S, and we are done. O

Corollary 2.7. For a normal surface X and an effective Q-divisor B, the pair (X, B) is
weak log-terminal in the sense of [32, Def. 0-2-10] if and only if
(a) (X, B) is 1-log-terminal at any point of X \ Sing LB,
(b) Sing LB C Xy \ Supp(B), and
(¢) LBulx,, is a normal crossing divisor.

Proof. Assume that (X, B) is weak log-terminal. Then we have (a) by [32, Def. 0-2-10,
(ii") and (iii)]. By Fact 2.5 and Lemma 2.6, we see that Sing . B N Supp(B) = 0, and (X, B)
is toroidal at any point of Sing.B.. Moreover, X is non-singular along Sing B by [32,
Def. 0-2-10(iii)]. This shows (b) and (c).

Conversely, assume (a), (b), and (c). Then we can find a bimeromorphic morphism
p: M — X from a non-singular surface M such that

e the union of the u-exceptional locus and x~' Supp B is a normal crossing divisor,
and
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e 1 is an isomorphism over an open neighborhood of Sing L B_.
Moreover, as in the proof of Lemma 1.28, we can find a p-exceptional effective divisor E
such that —F is py-ample: This implies [32, Def. 0-2-10(iv)]. For the effective Q-divisors
B, and T, in Definition 2.1, "B, is reduced as (X, B) is log-canonical (cf. Remark 2.2),
and moreover, LB, is the proper transform of LB in M by (a). Thus, (X, B) is weak log-
terminal. m|

REmARK 2.8. By the proof above, we see that (X, B) is “log terminal” in the sense of [56]
and [35] if and only if (a), (b), and the following stronger version (c’) of (c) are satisfied:
(¢/) vBulx,, is a simple normal crossing divisor.
Note that the condition (c’) is not analytically local. When B is reduced, the “log terminal”

condition for (X, B) is equivalent to the condition that (X, B) has only “Kawamata singulari-
ties” in the sense of Tsunoda—Miyanishi (cf. [59, 1.1]).

2.2. Relations with ramification formulas. We shall show that singularities on (X, B)
such as log-canonical, log-terminal, and 1-log-terminal are preserved by a non-degenerate
morphism under certain conditions. The results here give refinements of a similar result [41,
Lem. 3.19] in the case of schemes.

Lemma 2.9. Let X be a normal surface with an effective Q-divisor B and let f: Y — X
be a non-degenerate morphism from another normal surface Y. Then there exist bimero-
morphic morphisms u: M — X and v: N — Y from non-singular surfaces M and N with a
commutative diagram

N 2>y
(11-2) | |’

M-t x

for a non-degenerate morphism g which satisfy the following conditions:
(1) For the u-exceptional locus E,, the union E = E,, U u~ ' Supp B is a normal crossing
divisor.
(2) For the v-exceptional locus E, and for

Ef := £~ 1(Sing X U Supp B) U Supp Ry,

the union F = E, U v‘lff is a normal crossing divisor.
(3) The equality F = g~'E U Supp R, holds for the divisors E and F above.
Here, Ry and R, denote the ramification divisors of f and g, respectively. Moreover, there
is an effective divisor Eg in N such that Ky + F = g"(Ky + E) + Eg and that any common
prime component of I_?g and g*E is g-exceptional.

Proof. By resolutions of singularity and indeterminacy of meromorphic maps, we have
such a commutative diagram satisfying the conditions except (3). The last assertion on
Eg follows from (3) and Proposition 1.40(1), since g~'E c F. Thus, it suffices to prove
(3): Weset F/ = g7'E U SuppR,. Then N \ F’ is the maximum among open subsets of
N\ g~' (1" Supp B) étale over Xy, \ Supp B. Since f induces an étale morphism ¥ \ T, —
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Xieg \ Supp B, the complement N \ F is étale over X, \ Supp B. Hence, F' O F’. If a prime
divisor I on N is not contained in F’, then f o v: N — X is étale along a non-empty open
subset of I', and hence, I is not v-exceptional and v(I') ¢ Ef. Thus, F C F’, and (3) has been
proved. |

Lemma 2.10. Let X be a normal surface with an effective Q-divisor B and let f: Y — X
be a non-degenerate morphism from another normal surface Y. Let By and Ty be the positive
and negative parts, respectively, of the prime decomposition of f*B— Ry for the ramification
divisor Ry, i.e., Ky + By = f*(Kx + B) + T.

(1) If (X, B) is log-canonical (resp. log-terminal), then " B is reduced (resp. LBy = 0).
If Ty = 0 in addition, then (Y, By) is log-canonical (resp. log-terminal).

(2) If (X, B) is 1-log-terminal, then By has no f-exceptional prime component. If
Ty = 0 in addition, then (Y, By) is 1-log-terminal.

Proof. We use the commutative diagram (II-2) in Lemma 2.9. When we consider (2), we
may assume that

(©) the proper transform of SuppLBa = (LBu)eq in M and the proper transform of
Supp LBsa = (LBy1)req in N are both non-singular,

by taking further blowings up. We may assume that conditions for (X, B) to be log-canonical,
log-terminal, and 1-log-terminal, are checked on the bimeromorphic morphism u: M — X
in (II-2) with Q-divisors B,, and T, defined in Definition 2.1, where Ky, + B, = u*(Kx + B) +
T,.

First, we shall prove the first half of (1): Assume that (X, B) is log-canonical. Then "B,
is reduced, and

Ky + (g*Bu)red = g*(KM + B,u) +R
for an effective Q-divisor R’ by Lemma 1.41(1). By applying v,, we have
Ky + V*((g*Bu)red) = f(Kx + B) + V*(g*T,u +R).

Then By < v.((g"Bu)red), and "B is reduced. Assume next that (X, B) is log-terminal, i.e.,
LBﬂ_I = (0. Then

Ky = g*(KM + BIJ) + R’
for a Q-divisor R such that "R” ™ is effective, by Lemma 1.41(2). Hence,
Ky = f"(Kx + B) + v.(g"T, + R"),

and LB;a=0by Ty — By = v.(g"T, + R”). This shows the first half of (1).

Next, we shall prove the first half of (2): Assume that (X, B) is 1-log-terminal and LB #
0. We set C := LB,1. Then C is just the proper transform of . B. in M, and it is reduced and
non-singular by (¢). By Lemma 1.41(3),

Ky +¢"IC = g"(Ky + B,) + R
for a Q-divisor R”” such that "R”’™ is effective. Applying v., we have

Ky +v.(g"1C) = f*(Kx + B) + v.(g’T, + R"") and
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T By =vi(g'T,+R") - v.(g"C).

Hence, LB;1 < v.(g"*/C), and every prime component of v..(g"*!C) is not exceptional for f.
This proves the first half of (2).

Finally, we shall prove the remaining parts of (1) and (2): Assume that 7y = 0. Let B, and
T,, respectively, be the positive and negative parts of the prime decomposition of v*By — R,
Then

Ky +B, =" (Ky + By) + T, = u"(f"(Kx + B)) + T,

Moreover, we have By = v.B, and Ty = v.T, = 0 by applying v.. In the situation of (1),
"B, is reduced (resp. . B, 2 = 0) by the first half of (1) applied to f ov: N — X and (X, B);
hence, (Y, By) is log-canonical (resp. log-terminal).

In the situation of (2), LB, 1 has no f o v-exceptional prime component by the first half of
(2) applied to f ov and (X, B). Hence, LB, . equals the proper transform of LBy in N, and it
is reduced and non-singular by (1) and (<). Therefore (Y, By) is 1-log-terminal by (1). Thus,
we are done. O

Remark. The proof above does not use any result in Section 2.1 (cf. Remark 2.2). Some
reader may think that Lemma 2.10 can be proved by the same argument as in the proof
of [34, Prop. 5.20]. But there is a difficulty in constructing the “fiber product diagram” in
the proof, since the non-degenerate morphism f is not necessarily proper (cf. [41, Rem. of
Cor. 3.20]).

Lemma 2.11. Let X be a normal surface with an effective Q-divisor B and let f: Y — X
be a surjective and discretely proper morphism (cf. Definition 1.6) from another normal
surface Y with effective Q-divisors By and A such that Ry = f*B + A — By, i.e., Ky + By =
f*(Kx + B) + A. For the diagram (1I-2) of Lemma 2.9, let B,, T, C,, and S, be effective
Q-divisors on N such that

e B, and T, are the positive and negative parts, respectively, of the prime decomposi-
tion of v'By — R,, and

o C, and S, are the positive and negative parts, respectively, of the prime decomposi-
tion of B, — v*A.

In particular, one has
Ky+B,=v(Ky+By)+T, and Ky+C,=Vv'(f"(Kx+B)+S,+T,.

In this situation, the following hold.:
(1) IfTC,"is reduced (resp. LC, 1 = 0), then (X, B) is log-canonical (resp. log-terminal).
(2) IfTC,"Vis reduced and if LC, 1 is a non-singular divisor having no f o v-exceptional
prime component, then (X, B) is 1-log-terminal.
(3) Suppose that Supp By C Ef (cf. Lemma 2.9(2)). If "B™ and "By are reduced, then
there is an effective Q-divisor A such that

(11-3) Ky +VWBy + E, = g"(Ky + p"' B+ E,) + A

and that any v-exceptional prime component of Ais g-exceptional.
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Proof. Note that g is surjective and discretely proper by Corollary 1.11. Since C, < B,,
effective Q-divisors C, and S, + T, have no common prime component, and these are the
positive and negative parts, respectively, of the prime decomposition of (f o v)*B — Ry,,. In
particular, v.C, = By and v.(S, + T,) = v..S, = T for divisors By and T in Lemma 2.10.
Note that Supp C, C F by

Supp C,, € v~ (Supp Bf)UE, and SuppB;C ff.

By equalities Ky; + B, = u*(Kx + B)+ T, and Ky + F = g"(Ky + E) + ﬁg (cf. Lemma 2.9),
we have

Ky+F=g"(u(Kx+B)+g"(E+T,-B,)+R,,
and by comparing with Ky + C, = v*(f*(Kx + B)) + S, + T, we have
(I1-4) g'(E+T,—B,)+ 1_?g =F-C,+S,+T,.

We shall prove (1) and (2). Assume that "C," is reduced. Then F > C,, and we have
E > B, by (II-4), since any common prime component of Eg and g*B, is g-exceptional
(cf. Lemma 2.9) and since B, and T}, have no common prime component. Hence, (X, B) is
log-canonical, and we have proved (1) in the log-canonical case.

For the proof of (1) in the log-terminal case and for that of (2), we consider a prime
component I' of B,. We can take a non-g-exceptional prime component ® of f*T’, since g
is surjective. Then ® ¢ Supp Eg by Supp B, C E and by the last assertion of Lemma 2.9.
Moreover, the following equalities hold by (II-4):

(I1-5) (multg g'T’) multr(E — B,) = multg g"(E — B,)
= multg g*(E — B, + T,,) = multe(F — C,) + multe(S, + T)).

Assume that LC,1 = 0. Then F' > C, and Supp F' = Supp(F —C,). Thus, multr(E - B,) >
0 for any prime component I' of B, by (II-5). In other words, E > B, and SuppE =
Supp(E - B,,). Hence, .B,,1 = 0 and (X, B) is log-terminal. Thus, (1) has been proved.

Next, assume the condition for C, in (2). Then F > C, and E > B, by the proof above
for (1) in the log-canonical case. Assume that I' is a prime component of .B,1. Then
I' ¢ Supp(E - B,), and we have ® ¢ Supp(F — C,) by (II-5). Thus, © is a prime component
of LC, 1, which is not exceptional for f o v: N — X. Hence, I' is not u-exceptional. This
implies that (X, B) is 1-log-terminal, and we have proved (2).

Finally, we shall prove (3). Note that £ = Supp(u!*!B + E,)). By the assumption on By,
we have

Supp( !By + E,) cv'T, UE, = F.

Since "B and "By are reduced, there exist effective Q-divisors Dy; and Dy on M and N,
respectively, such that

E=p"'B+E,+Dy and F=vBy+E, +Dy.
Then the equality (II-3) holds for

(I1-6) A :=g'Dy — Dy +R,.
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Here, any prime component of D, (resp. Dy) is not exceptional for u (resp. v), and multz A
> 0 for any v-exceptional prime divisor Z. On the other hand, we have v,A = A by ap-
plying v, to (II-3). Thus, A is effective. It remains to prove that any v-exceptional prime
component Z of A is g-exceptional. Assume that = is not g-exceptional. Then E c ¢g~'T
for a prime divisor I' on M, and g|z: E — I is non-degenerate. Here, I" is p-exceptional as
E is v-exceptional. Thus, I' C E, and I ¢ Supp Dy,. Hence, = C Supp E.q by (II-6). This
contradicts the last assertion of Lemma 2.9, since = is a common prime component of g*E
and Eg. Therefore, = is g-exceptional. Thus, we are done. O

Proposition 2.12. Let X be a normal surface with an effective Q-divisor Band let f: Y —
X be a non-degenerate morphism from another normal surface Y with effective Q-divisors
By and A such that Ry = f*B+ A — By, i.e., Ky + By = f*(Kx + B) + A. Then the following
hold for any x € f(Y):
(1) If (Y, By) is log-canonical (resp. log-terminal) along a non-empty compact con-
nected component of f~'(x), then (X, B) is log-canonical (resp. log-terminal) at x.
(2) If (Y, By) is 1-log-terminal along a non-empty compact connected component A of
f~1(x) such that A N Supp LBy is finite, then (X, B) is 1-log-terminal at x.

Proof. For a non-empty compact connected component A of f~!'(x), there exist an open
neighborhood U of x and an open neighborhood V of A such that V c f~'U, VNnf=1(x) = A,
and fly: V — U is proper and surjective, by Lemma 1.7. Hence, by replacing X and Y with
U and V, respectively, we may assume that f is proper and surjective, (¥, By) is log-canonical
(resp. log-terminal) in case (1), and (Y, By) is 1-log-terminal in case (2). Moreover, in case
(2), we may assume that

() fl.p,.: LBya — X is a finite morphism

by Lemma 1.7. We consider the commutative diagram (II-2) in Lemma 2.9 and divisors B,
and C, in Lemma 2.11.

We shall show (1). In this case, "B, is reduced (resp. B, = 0) as (Y, By) is log-
canonical (resp. log-terminal). Hence, "C, " is reduced (resp. .C, 2 = 0), by C, < B,. Thus,
(X, B) is log-canonical (resp. log-terminal) by Lemma 2.11(1).

Finally, we shall show (2). In this case, LB, 2 is a non-singular divisor having no v-
exceptional component as (Y, By) is 1-log-terminal. Since v.B, = By, .B,1 has no f o v-
exceptional component by (f). Hence, LC, . is also a non-singular divisor having no f o v-
exceptional component by C,, < B,. Thus, (X, B) is 1-log-terminal by Lemma 2.11(2), and
we are done. m]

2.3. Relative abundance theorem. The abundance theorem is one of the main results in
the theory of open algebraic surfaces (or logarithmic algebraic surfaces), which is proved
in several versions in [29], [51], [59], and [11]. Theorem 2.19 below is a relative version
of the abundance theorem, and Lemma 2.18 below is its special case. We shall prove them
for the sake of completeness not using the classification of log-canonical singularities but
using Fujita’s argument in [11] and Kawamata’s argument in the proof of [30, Lem. 9.3]
with some modifications.

Let us consider a proper surjective morphism 7: X — Y of normal varieties such that
dim X = 2, and assume either that dimY > O or that X is a normal Moishezon surface
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with dimY = 0. Before Lemma 2.18, we fix the morphism 7. We shall explain relative
versions of the Kawamata—Viehweg vanishing theorem (cf. Proposition 2.15) and Zariski-
decompositions (cf. Lemma-Definition 2.16) for the morphism n. The relative abundance
theorem (cf. Theorem 2.19) is stated in the case where X is non-singular, but it is applied
to log-canonical pairs by taking resolutions. As an application of the relative abundance
theorem, we shall define the log-canonical modification for pairs (X, B) of a normal surface
X and an effective Q-divisor B such that "B™ is reduced (cf. Lemma-Definition 2.22), and
show a compatibility for certain morphisms with only discrete fibers (cf. Proposition 2.23).

Lemma 2.13. [fdimY > 0, then « is a projective morphism locally over Y, i.e., for any
point y € Y, there exist an open neighborhood Y C Y and an invertible sheaf on n='(Y)
which are relatively ample over Y (cf. [37, Prop. 1.4]).

Proof. Since finite morphisms are projective locally over the base varieties, we may
assume that every fiber of 7 is connected by considering Stein factorization. If dimY = 2,
then 7 is a bimeromorphic morphism and is projective locally over Y by an argument in the
last paragraph of the proof of Lemma 1.28. Thus, we may assume that dim ¥ = 1. Then Y is
a non-singular curve and every fiber is 1-dimensional. We fix a point y € Y and consider an
irreducible component I" of 77! (). For a point x € [yeg N Xieg, there is an open neighborhood
U of x with a coordinate system (zj, z) such that I'l;, = div(z,) and that nt|-: U — Y is
defined by the function u(zi, z2)z}' on U for a positive integer m and a nowhere vanishing
function u(z;, z;). Then n~!(y) N ® = {x} for the non-singular divisor ® = div(z;) on U".
Hence, nlg: ® — Y is a finite morphism over an open neighborhood of y by Corollary 1.8.
By considering divisors ® for all irreducible components I of 77! (y), we can find an open
neighborhood Y of y and a non-singular divisor D on 7~!()) such that DI" > 0 for any
irreducible component I" of 77'(y). Then, by [37, Prop. 1.4], n~'(})) — Y is a projective
morphism over an open neighborhood of y in which D is relatively ample. O

ConvenTioN 2.14. For the morphism 7: X — Y with dimY > 0, a Q-divisor D on X is
said to be:
(1) m-nef (resp. m-numerically trivial), if DC > 0 (resp. DC = 0) for any prime divisor
C c X such that dim 7(C) = 0 (cf. [39, 11, Def. 5.14], [41, Def. 2.14(1)]);
(2) m-semi-ample, if there is a positive integer m locally over Y such that mD is Cartier
and the canonical homomorphism 7*7.Ox(mD) — Ox(mD) is surjective (cf. [39, 11,
Def. 1.9(4)]);
(3) m-pseudo-effective, if D|¢ is pseudo-effective for any irreducible component C of a
sufficiently general fiber of  (cf. [39, II, Cor. 5.17]);
(4) m-big, if D|c is big for any irreducible component C of a general fiber of 7 (cf. [39,
II, Cor. 5.17)).
Note that if dim Y = 2, then any D is n-big. Similarly, if dimY = 1, then D is m-pseudo-
effective (resp. n-big) if and only if DC > 0 (resp. DC > 0) for any irreducible component
C of a general fiber of 7. For the morphism 7 with dimY = 0, i.e., for a normal Moishezon
surface X, we use the same notions of nef, numerically trivial, semi-ample, pseudo-effective,
and big, respectively, as in [41, Def. 2.11] for Q-divisors on X. Sometimes we add the prefix
“n-" even when dim Y = 0.
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The Kawamata—Viehweg vanishing theorem for non-singular projective surfaces is gen-
eralized to the relative situation as follows (cf. [52, Thms. (2.2) and (5.1)]):

Proposition 2.15. For any n-nef and n-big Q-divisor D on X and for any i > 0, one has
Rin,Ox(Kx + D7) = 0.

Proof. Our proof is slightly different from Sakai’s one in [52, Thm. 5.1]. Since the asser-
tion is local on Y, we may assume the existence of a bimeromorphic morphism u: M — X
from a non-singular surface M such that the union of the u-exceptional locus and p~! Supp D
is a normal crossing divisor and that 7 o u: M — Y is a projective morphism. In fact, if
dimY = 0, then M is projective as X is Moishezon, and if dimY > 0, then x is locally
projective by Lemma 2.13. Hence,

Ri(mou),Ou(Ky +"1'D) =0 and Ru,Oy(Ky +"u'D") =0

for any i > 0 by a relative version of Kawamata—Viehweg’s vanishing theorem on M (cf.
[37, Thm. 3.7]). Let F be the direct image sheaf 1.y (Ky + "u*D™). Then Rin,F =0 for
any i > 0 by a standard argument on Leray’s spectral sequence. Since F is a subsheaf of the
double dual FVV = Ox(Kx +"D7) with dim Supp FVV/F < 0, we have R'r,Ox(Kx+"D7) ~
Rin,F =0 forany i > 0. |

We have a relative version of the notion of Zariski-decomposition (cf. [64], [10], [52, §7],
[54, App.], [39]) as follows:

Lemma-Definition 2.16. Let D be a n-pseudo-effective Q-divisor on X. Then there exists
a unique effective Q-divisor N satisfying the following conditions:
o Every prime component of N is contained in a fiber of .
o The difference P := D — N is n-nef and satisfies PN = 0.
e If N # 0, then the intersection matrix (N;N;); ; of any finitely many prime compo-
nents N; of N is negative definite.

The equality D = P + N is called the relative Zariski-decomposition of D with respect to 7,
where P (resp. N) is called the positive (resp. negative) part.

Proof. First assume that dimY = 0. For the minimal resolution u: M — X of singu-
larities, we have the unique Zariski-decomposition u*D = P~ + N~ on the non-singular
projective surface M by [10], since u* D is pseudo-effective, where P~ (resp. N™) is the posi-
tive (resp. negative) part. Here, P~ is y-numerically trivial. In fact, for a u-exceptional prime
divisor I', if I' € Supp N~, then P"T =0by PPN~ =0, and if ' ¢ SuppN~, then P°T =0
by (w'D)I' =0, P°’T >0,and N°T > 0. Thus, P~ = yu*P and N~ = u*N for P := u, P~ and
N :=u.N~,and D = P + N is the Zariski-decomposition of D.

Second, assume that dim Y > 0. Our proof in this case is based on Sakai’s argument in
[52, §7] and [54, App.]. By the uniqueness of the decomposition, we can localize Y. Thus,
we may assume the finiteness of the set S(X/Y) of prime divisors I on X such that I? < 0
and dim 7(I") = 0. Note that

e if dimY = 2, then S(X/Y) is the set of m-exceptional prime divisors;
e if dimY = 1, then S(X/Y) is the set of irreducible components of reducible fibers
of 7.



SINGULARITY OF SURFACES WITH ENDOMORPHISMS 441

We shall prove the existence and the uniqueness of relative Zariski-decomposition by induc-
tion on s(X/Y) := #S(X/Y). We may assume that D is not n-nef; for, otherwise, N = 0
satisfies the condition and it is unique. Then DI' < O for an irreducible component I" of a
fiber of 7. If T2 > 0, then dim ¥ = 1, I'?> = 0, and I' is a connected component of a fiber of 7;
this implies DI" > 0, a contradiction. Hence, I' € S(X/Y) and s(X/Y) > 0. Letv: X —» X’
be the contraction morphism of I, i.e., a bimeromorphic morphism to a normal surface X’
with a point x” such that v~!(x’) = T and v is an isomorphism outside I': The existence
of v follows from a generalization [53, Thm. 1.2] of the Grauert contraction criterion [13,
(e), pp. 366-367] (cf. [41, Thm. 2.6]). Let n’: X’ — Y be the induced morphism such that
7’ ov =nx. Then s(X’/Y) = s(X/Y) — 1. We have D = v*(v,.D) + oT for @ := DI'/T? > 0.
By induction, the n’-pseudo-effective Q-divisor v, D admits a relative Zariski-decomposition
over Y. For the negative part N’ of v,.D, the Q-divisor N := v*N’ + al satisfies the condition
of the negative part of the relative Zariski-decomposition of D over Y. In order to prove
the uniqueness, assume that another effective Q-divisor N satisfies the condition of negative
part. Then DI < 0 implies that NT < 0 and (D —N)F = 0. Thus, N = v*(v*ﬁ) +al’, and v.N
equals the negative part N’ of the relative Zariski-decomposition of v.D. Hence, N = N.
Therefore, D admits a unique relative Zariski-decomposition. O

The following is well known in the absolute case.

Lemma 2.17. In the situation of Lemma-Definition 2.16, let E be an effective Q-divisor
on X such that D — E is n-nef. Then E > N. In particular, for any rational number t > 0,

m.Ox(LtPa) = 1,0Ox(LtDJ).

Proof. For the first assertion, we may assume that N # 0. Let B, and B_ be the positive
and negative parts, respectively, of the prime decomposition of E — N. Then Supp B C
Supp N, and

(B, - B_)B_=(E—-N)B_ < (D - N)B_=PB_=0.

Hence, B> > B.B_ > 0, and we have B_ = 0, since the intersection matrix of finitely many
prime components of N is negative definite. Thus, £ > N. For the last assertion, let 7 be
the image of the canonical homomorphism

7' . Ox(LtDa) = Ox(LtDJ).

Then the double dual F"V is expressed as Ox(LtDa — F) for an effective divisor F, and
LtD1 — F is m-nef, since the support of VY /F is at most O-dimensional. Hence, we can
apply the first assertion to E = (1/1)({tD) + F), where (tD) = tD — .tD., since D — E =
(1/6)(wtDa — F). As a consequence, (tD) + F > tN, or equivalently, .tP1 > tD. — F.

Therefore, 7.0x(LtD1 — F) = 1,Ox(LtPa) = 1.O0x(LtDJ). O

The following is a special case of the relative abundance theorem.

Lemma 2.18. For a normal surface X, let u: M — X be the minimal resolution of
singularities. Let B be an effective Q-divisor on M such that " B™ is reduced and that Ky, + B
is u-numerically trivial. If mB is Cartier for a positive integer m, then m(Kx + . B) is Cartier
and m(Ky; + B) ~ u*(m(Ky + w.B)).
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Proof. We borrow an argument in the proof of [30, Lem. 9.3]. Since the assertion is local
on X, we may assume that X is Stein and Sing X consists of one point x. Then X := u~!(x)
is the p-exceptional locus, which is considered as a compact connected reduced divisor on
M. First, we treat the case where (X, x) is a rational singularity, i.e., R'u,@y = 0. Then
the element of the Picard group Pic(M) = H'(M, O3,) corresponding to the invertible sheaf
Ox(m(Ky; + B)) is sent to zero by the canonical homomorphism

Pic(M) — H'(X, R'11,0%) = (R' 1.0} = (R*1.Zr)x
o 172 ~ 2 ~
~H'(,2)~ (P H(T.2)~ Z,

Icx
since (K + B)I' = 0 for any prime component I' of . The kernel of the homomorphism is
u* Pic(X). Hence, m(Ky; + B) ~ u*L for a Cartier divisor L on X, and L ~ p.(m(Ky + B)) =
m(Kx + . B). This proves the assertion for rational singularities (X, x).
Next, we treat the case where (X, x) is not a rational singularity. We set

oo - T
B = Zrcz(multr B and D:=.B'..

Then B—B" is u-nef, and —B'—Kj; = (B—B")—(K;+B) is also u-nef. Hence, R' 1,0y(~=D) =
0 by Proposition 2.15, since "—B'™ = —D. Thus,

0 # (R'u.On), ~ (R'u.0p), ~ H(D, Op),

and D is connected by the surjection Oy = u.QOy — w.Op, since w.Op is the skyscraper
sheaf of the residue field C(x) at x. In particular, (K3, +D)D = degwp = —2x(D, Op) > 0 by
Riemann—Roch. On the other hand, (Ky;+D)D < (Ky+B")D < 0, since —(Ky;+B") is u-nef.
Hence, (Ky + D)D = 0 and H'(D, Op) ~ H(D, wp)" ~ C, which imply Oy (Ky + D)|p =
wp = Op. Moreover, DN Supp(B— D) =0by 0 =(Ky +B)D—-(Ky +D)D =(B-D)D. If
% # D, then I' N D # @ for some prime component I of £ — D, since X is connected. In this
case, I ¢ Supp B by D N Supp(B — D) = 0, but Ky I' > 0, BI' > 0, and (K, + B)I' = 0 imply
that T'NSupp B = 0; this contradicts TND # (. Therefore, X = D. Since m(Ky+B)—B'— Ky,
is u-nef, by Proposition 2.15, we have R' 1,y (m(Ky + B) — X) = 0 and a surjection

WOy (m(Ky + B)) = w1, Os(m(Ky + B)ls) = 1.0Os.

Hence, a section of Oy, (m(Ky, + B)) over an open neighborhood of X is nowhere vanishing.
This means that m(Ky; + B) ~ u*L for a Cartier divisor L on X, and L ~ u.(m(Ky + B)) =
m(Kx + u.B). Thus, we are done. m]

Theorem 2.19 (Relative Abundance Theorem). Let M be a non-singular surface with
an effective Q-divisor B such that "B™ is reduced. Let m: M — Y be a proper surjective
morphism to a normal variety Y such that either dim Y > 0 or M is projective with dimY =
0. Assume that Ky + B is m-pseudo-effective. Then the positive part P of the relative Zariski-
decomposition Ky + B = P + N with respect to n is m-semi-ample.

Proof. The assertion is known as [11, Main Thm. (1.4)] in case dimY = 0. Hence, we
may assume that dimY > 0 and that x is a fibration by taking Stein factorization. Since
the assertion is local on Y, we may assume further that Y is Stein, mB is Cartier for a
positive integer m, and x is smooth over Y \ {y} for a point y € Y. For a prime divisor ®
on M is contained in a fiber of x, if ®* < 0, then 71(®) = {y}, by the assumption. Thus,
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Supp N c 7! (y).

First, we reduce the assertion to the case where Ky, + B is m-nef (cf. [11, (3.2)-(3.5)]).
Assume that Kj; + B is not m-nef, i.e., N # 0. By subtracting some effective Q-divisor from
B and N, we may assume that B and N have no common prime component. By the Grauert
contraction criterion, we have the contraction morphism y: M — M of Supp N, since the
intersection matrix of prime components of N is negative definite. Then 7 = 7 o y for the
induced fibration 7: M — Y, P := v, P is 7-nef, and P = y*P. It suffices to prove that P is
7-semi-ample. Let v: M’ — M be the minimal resolution of singularities. Then there is a
bimeromorphic morphism y’: M — M’ such that y = v o y’. For pushforwards B’ = y.B,
P =y.P,and N’ = y'N, we have Ky + B = P’ + N’ and P’ = v*P, and Supp N’ is just the
v-exceptional locus. Moreover, Ky I' > 0 and B'T" > 0 for any prime component I" of N’,
since v is the minimal resolution and since B’ and N’ have no common prime component.
Hence, (Ky + B)N’ = P'N’ + N’?> = N’? > 0. Therefore, N’ = 0, v is an isomorphism, and
Ky + B = P’ = v*P is relatively nef over Y. In order to prove the 7-semi-ampleness of P,
by replacing (M, B) with (M’, B’), we may assume that Kj; + B is m-nef.

Second, we consider the case where Kj; + B is m-nef and n-big. Let P be the set of
prime divisors ® on M contained in 77'(y) such that (Kj; + B)® = 0. The intersection
matrix of members of P is negative definite, since Ky, + B is n-big. Let u: M — X be
the contraction morphism of all the members of P and let u": M — X be the minimal
resolution of singularities. Then there is a bimeromorphic morphism 6: M — M such that
u = u'od, and we have Ky;+B = §*(K,++B") for B' = 6, B. Hence, by replacing (M, B) with
(M7, BY), we may assume that g is the minimal resolution of singularities of X. Since mB is
Cartier for an integer m > 0, there is a Cartier divisor L on X such that m(Ky; + B) ~ u*L,
by Lemma 2.18. By the definition of P, LE > 0 for any prime divisor Z contained in the
fiber over y of the fibration X — Y induced by x. Thus, L is relatively ample over Y (cf. [37,
Prop. 1.4]), and Ky, + B is m-semi-ample.

Finally, we consider the case where Kj; + B is m-nef but not 7-big. Then dimY = 1 and
(Ky + B)F = 0 for any smooth fiber F of n. If BF > 0, then F ~ P' and BF = 2. If
BF =0, then F is an elliptic curve and Supp B is contained in a union of fibers of . In both
cases, Op(m(Ky + B)|r) ~ OF for a positive integer m such that mB is Cartier. In particular,
7.0y (m(Kx + B)) # 0. Then there is an effective divisor E on M such that Supp E c 77! (y))
and

Ox(m(Ky + B)) ~ Ox(E) @ n*1.Ox(m(Ky + B)).

We may assume that 7,.Oy(m(Ky + B)) =~ Oy by replacing Y with an open neighborhood
of y. Hence, m(Ky; + B) ~ E. For the relative Zariski-decomposition £ = Pg + Ng with
respect to m, it suffices to show that the positive part Pg is m-semi-ample, since Pr ~ mP.
Now Supp Pr € SuppE c n~'(y). As is well known, the intersection matrix of prime
components of 77! (y) is negative semi-definite with signature (0, » — 1) for the number r of
prime components of 77! (y). Hence, Pr = gn*(y) for a rational number ¢ > 0, since P is
m-nef. Therefore, P and P are m-semi-ample. Thus, we are done. O

By Lemma 2.17 and Theorem 2.19, we have:
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Corollary 2.20. In the situation of Theorem 2.19, the graded Oy-algebra
P 7OumKy + B
m=>0

is finitely generated locally on Y.

Corollary 2.21. Let X be a normal surface with an effective Q-divisor B. If (X, B) is
log-canonical at a point x € X (in the sense of Definition 2.1), then Kx + B is Q-Cartier at
X.

Proof. By localizing X, we may assume that X is Stein, Sing X = {x}, and (X, B) is log-
canonical. Let u: M — X, B,, and T, be as in Definition 2.1. Then "B, is reduced, and
Ky + B, = u*(Kx + B) + T,,. Hence, u*(Kx + B) is the positive part of the relative Zariski-
decomposition of Ky, + B, over X and it is u-semi-ample by Theorem 2.19. Therefore, there
is a positive integer m such that mB is a divisor and that mu*(Ky + B) ~ 0. It implies that
m(Kx + B) is Cartier. O

Lemma-Definition 2.22. Let X be a normal surface and B an effective Q-divisor on X
such that " B™ is reduced. Then there exist a bimeromorphic morphism p: Y — X from a
normal surface Y and an effective Q-divisor By such that

e (Y, By) is log-canonical,

o Ky + By is p-ample, and

e By = pIIB + E, for the p-exceptional locus E,,.
The pair (Y, By) is unique up to isomorphism over X, and Sing Y U Supp By = p~!(Sing X U
Supp B). The pair (Y, By) and the morphism p: (Y, By) — (X, B) are called the log-canonical
modification of (X, B).

Proof. First, we shall show the existence of (¥, By). Let u: M — X be a bimeromor-
phic morphism from a non-singular surface M such that the union of x~! Supp B and the
u-exceptional locus E,, is a normal crossing divisor. We set By := uB + E,. Then "By "is
reduced, Supp By, is normal crossing, and u. By, = B. Let P be the positive part of the rela-
tive Zariski-decomposition of Kys + By, with respect to y1: M — X. Then P is u-semi-ample
by Theorem 2.19. Therefore, there exist bimeromorphic morphisms ¢: M — Y, p: ¥ — X,
and a p-ample Q-divisor A such that Y is a normal surface, u = p o ¢, and P ~q ¢*A. In
particular, Y =~ Projany R over X for the graded Ox-algebra

R =D, wOulcmKy + By = D), 1.0u(mPo,

which is finitely generated locally over X (cf. Lemma 2.17 and Corollary 2.20). The negative
part N of the relative Zariski-decomposition of K3 + By is ¢-exceptional, since PN =
(¢*A)N = 0. Hence, ¢.P = ¢.(Ky + By) = Ky + By ~q A for the Q-divisor By := ¢.By.
It implies that (Y, By) is log-canonical, Ky + By is p-ample, and p.By = B. Moreover,
By = p*1B + E,, for the p-exceptional locus E, by By = u!*!B + E,.. Therefore, (Y, By) is a
log-canonical modification of (X, B).

Second, we shall show the uniqueness of (Y, By). Let p’: (Y, By:) — (X, B) be another
log-canonical modification. Then we have bimeromorphic morphisms ¢’: M’ — Y’ and
0: M’ — M from a non-singular surface M’ such that the diagram
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is commutative and that the union of §~!(u~' Supp B) and the u o 6-exceptional locus E,e
is a normal crossing divisor. We set By = (u o OB + E,.¢ as above. Then Ky + By =
¢ (Ky +By)+R’ for a ¢’-exceptional effective Q-divisor R’, since (Y’, By) is log-canonical.
Thus, ¢”*(Ky: + By) is the positive part of the relative Zariski-decomposition of Ky, + By
over X. On the other hand, we have Ky, + By = 60" (Ky + By) + R” for a f-exceptional
effective Q-divisor R”, since (M, By) is log-canonical. Hence, 6P = 6*(¢*(Ky + By)) is
equal to ¢"*(Ky- + By) as the positive part of the relative Zariski-decomposition of Ky + By
over X. Therefore, Y ~ Y’ over X.

Finally, we shall show the equality on Sing Y U Supp By. By By = p*IB + E, and by
the isomorphism Y \ E, ~ X \ p(E,), we have Supp By = E, U p~' Supp B, SingY UE,, =
(o' Sing X) UE,, and E,, = p~'p(E,,). Moreover, the uniqueness of log-canonical modifica-
tion of (X, B) over X \ (Sing X U Supp B) implies that p(E,) C Sing X U Supp B. Therefore,

Sing Y U Supp By = SingY U E,, U p~! Supp B = p~!(Sing X U Supp B).

Thus, we are done. O

A certain morphism of normal surfaces with only discrete fibers lifts to log-canonical
modifications as follows:

Proposition 2.23. Let f: Y — X be a morphism of normal surfaces with only discrete
fibers and let Bx and By be effective Q-divisors on X and Y, respectively, such that " Bx™ and
"By are reduced and Ky + By = f*(Kx + Bx). Let o: (V, By) — (X, Bx) and t: (W, By) —
(Y, By) be the log-canonical modifications. Then there is a morphism h: W — V with only
discrete fibers such that f ot = 0 o h and Ky + By = h*(Ky + By).

Proof. We set B = By and apply results in Section 2.2. For the commutative diagram
(I1-2) of Lemma 2.9 defined for (X, B) = (X, Bx), by the proof of Lemma-Definition 2.22,
we can find bimeromorphic morphisms ¢: M - V,o: V- X, y: N - W,and7: W - Y
such that the extended diagram

N—y>W——>Y
| x
M

is commutative and that ¢*(Ky + By) (resp. ¢*(Kw + By)) is the positive part of the relative
Zariski-decomposition of Ky +u*!Bx+E,, (resp. Ky+v!*|By +E,) over X (resp. Y), where E,,
(resp. E,) is the exceptional locus for u (resp. v). By assumption, By = Byand Ty = A =0
for Q-divisors By, Tr, and A in Lemmas 2.10 and 2.11. Hence, Supp By C Ef, and
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Ky +VWIBy + E, = g"(Ky + l*'Bxy + E,) + A

for an effective Q-divisor A which is exceptional for both v and g by Lemma 2.11(3) as
v.A = A = 0. Therefore,

(I11-7) Ky + V" By + E, = g*(¢"(Ky + By)) + G

for an effective Q-divisor G exceptional for ¢ o g. The fiber product V Xy Y is irreducible
and generically reduced by Lemma 1.13. For the normalization V' of V Xx Y, we have a
commutative diagram

NV — =y
N
M— vy X,

in which ¢" and o’ are bimeromorphic morphisms and p is induced by the first projection
V Xx Y — V. Note that p also has only discrete fibers. Then G is exceptional for ¢’,
g (¢*(Ky + By)) = ¢""(p"(Ky + By)), and p*(Ky + By) is o’-ample. Hence, by (II-7), we
have an equality

W (Kw + Bw) = g"(¢"(Ky + By))

as the positive part of the relative Zariski-decomposition of Ky + v*!/By + E, over Y. Con-
sequently, there is an isomorphism A: W — V' such that Aoy = ¢, 7 = ¢’ o 4, and
Kw + By = A*(p*(Ky + By)). Then the morphism / = p o A satisfies the required conditions.

O

3. Singularities of pairs for endomorphisms of surfaces

As a generalization of an endomorphism of a normal surface X, we shall consider a mor-
phism X° — X from an open subset X° of X. The main result in Section 3 is Theorem 3.5
below on the log-canonicity of pairs (X, B) in which X admits a morphism X° — X with
only discrete fibers and B satisfies a special condition. Theorem 0.1 in the introduction is a
direct consequence of Theorem 3.5. As a corollary of Theorem 3.5, we can prove results of
Wahl [62] and Favre [6] on the log-canonicity of a normal surface singularity which admits
a non-isomorphic finite surjective endomorphism (cf. Corollary 3.7). In Section 3.1, we ex-
plain the situation, the statement, and corollaries of Theorem 3.5, as well as a 1-dimensional
analogue, Proposition 3.4. The proof of Theorem 3.5 is given in Section 3.2.

3.1. Setting and statements.

Derinition 3.1. For a normal variety X, let f: X° — X be a morphism from an open
subset X° of X. We define open subsets X® = X;k) for k > 0 inductively by

x9.=x, x®=x° and X%V =p1x®),

Composing f and its restrictions to X/, we have a morphism
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0. x® L, xan LI g0

for any k > 0, where f© = idy and ) = f. Note that f® has a meaning when X% % 0.
We define Xy = X/, ) to be the image f®(X®). Note that X, is an open subset of X when
f has only discrete fibers (cf. Corollary 1.8). The intersection ()5 X is called the limit
set of f and is denoted by X(wo) = X¥, (c0)-

RemMark 3.2. For a germ X = (X, x) of a normal variety X at a point x, an endomorphism
f: X — X is induced by a morphism f: X° — X from an open neighborhood X° of x such
that f(x) = x. The k-th power f* = fo---of: X — X is induced by f®: X® — Xx.
The endomorphism f also corresponds to an endomorphism *: Ox, — Oy as a local ring
homomorphism. When {* is finite, f is said to be finite. In this case, x is an isolated point of
f~'(x), and we may assume that f~'(x) = {x} and f has only discrete fibers by replacing X°
with an open neighborhood of x (cf. Corollaries 1.4 and 1.8).

RemArk. For the germ X = (X, x) above, assume that x is an isolated singular point. Then
we may take X as the complex analytic space X*" associated with an algebraic scheme X over
Spec C by [1, Thm. 3.8]. Hence, the endomorphism §: ¥ — X is induced by a morphism
f: U — X of algebraic schemes from an étale neighborhood U of x. It is not clear that one
can choose U as a Zariski-open neighborhood of x.

We use the following notation for Q-divisors in Section 3.

Nortarion 3.3. Let B be a Q-divisor on a normal variety with the prime decomposition
B =3} bl;, where b; € Q, and I'; are prime divisors. For a rational number ¢, we define

BZC = Zb,’ZC b,-I“i, BSC = Zb;SC b,-l"l-, and Bzc = Zbi:c F,’.

The following deals with the 1-dimensional case, which improves a part of [40, Lem.
3.5.1].

Proposition 3.4. Let X be a non-singular curve and B an effective Q-divisor on X such
that Supp B! is a finite set. Let f: X° — X be a non-degenerate morphism from an open
subset X° of X such that

KXO + leo = f*(KX + B) +A

for an effective Q-divisor A on X°. Then the following hold for any point P € X (eo) = X(eo):
(1) If multp B > 1, then (f®)~1(P) N X(oo) = {P} for some k > 0.
(2) If multp B > 1, then f is a local isomorphism at P and multspy B = multp B.
(3) If multp B = 1, then P ¢ Supp A and multspy B = 1.
@) If f(P) = P, then

(d—-1)(multp B—1) = —multp A

for d := multp f*P. In particular, when f is not an isomorphism at P, multp B < 1
if and only if multp A > 0.

Proof. For a point Q € X°, we set dp := multy f*(f(Q)). Note that f is a local isomor-
phism at Q if and only if dyp = 1. We have equalities
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dp — 1 = multyg Ry = dp multsg) B — multy B + multy A
for the ramification divisor Ry = Kx- — f*Kx = f*B — Blx- + A of f. Hence,
(III-1) multy B — 1 = dp(multsy B — 1) + multyg A > dp(multy) B - 1).
Then we have (4) by the first equality of (III-1) for P = Q. Moreover, (III-1) implies that
£~ (Supp B*!) c Supp B>'.

In particular, for any £ > 1, we have

Xet1) N Supp B C f(Xgy) N Supp B*' € f(X( N Supp B*).

We set S := Xy N Supp BZ!. Then S = Xy N Supp B>! for k > 0, since Supp B! is
finite, and hence, f(S) = S, X N f'S = S, and fls: S — & is bijective. We may
assume that S # 0 for assertions (1)—(3). We write S = {Py, P,, ..., P,}. Then there is a
permutation o of {1,2, ..., n} such that f(P;) = P, for any i. Let k be the order of o. Then
(fO)"1(P) N X() = {P} for any P € S; this shows (1). We set

d; :=dp, = multp, f*(f(P;)), Pi:=multp, B>1, and §; :=multp, A
for 1 <i < n. Then
(111-2) Bi—1=diBeiy— 1) +6; 2 di(Boiy — 1)
by (IlI-1) for Q = P;, and hence,
(1I-3) Bi—12dids) - dgi13(Bi — 1)

forany 1 <i<n IfB; > 1,thend; = 1, 5; = Boi), and 6; = 0 by (IlI-2) and (III-3); this
shows (2). If 5; = 1, then B, = 1 and 6; = 0 by (III-2); this shows (3). Thus, we are done.
O

Remark. The idea of the proof above is originally in the proof of [40, Lem. 3.5.1]. It is
used in the proof of Lemma 5.3 of the preprint version of [44] (= RIMS-1613, Kyoto Univ.
2007) and in the proof of [23, Prop. 2.4].

The following is the main result of Section 3, and it is regarded as a 2-dimensional ana-
logue of a part of Proposition 3.4:

Theorem 3.5. Let X be a normal surface and B an effective Q-divisor on X such that
Sing X U Sing Beq is a finite set. Let f: X° — X be a morphism with only discrete fibers
from an open subset X° of X such that

KXO + leo = f*(KX + B) +A

for an effective Q-divisor A on X°. Then the following hold for the Q-divisor B := Bl +
2.es1 B=¢ (cf. Notation 3.3) and for any point x of the limit set X) = Xy, (o) (cf. Defini-
tion 3.1):
(1) If x € Supp A, then (X, B) is 1-log-terminal at x (cf. Definition 2.1).
2) If (X, E) is not log-canonical at x, then f is a local isomorphism at x, and (f®)~'(x)N
X(oo) = {x} for some k > 1.
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By Remark 3.2, we have Theorem 0.1 directly from Theorem 3.5. We have two corollaries
of Theorem 3.5. The first corollary below is a generalization of [40, Thm. 4.3.1], where X
is assumed to be a normal Moishezon surface:

Corollary 3.6. Let f: X — X be a non-isomorphic finite surjective endomorphism of a
normal surface X and let S be a reduced divisor on X such that Sing X U Sing S is a finite set
and that f~'S = S. Then (X, S) is log-canonical.

Proof. There is an effective Q-divisor A such that Kx+S = f*(Kx+S)+A by Lemma 1.39.
Thus, we can apply Theorem 3.5 to the situation where X° = X and B = S. Here, Xf, (o) = X,
since f is surjective. Assume that (X, S) is not log-canonical at a point x. Then f is a local
isomorphism at x and (f*)~!(x) = {x} for some k by Theorem 3.5(2). This contradicts:
deg f > 1. Thus, (X, S) is log-canonical. O

The second corollary below is well known: The first assertion has been proved by Wahl
in [62] by using an invariant —P - P, and the second assertion has been proved by Favre in
[6, Thm. B(3)] by using the theory of valuation spaces of normal surface singularities.

Corollary 3.7 (Wahl, Favre). Let f: X — X be a non-isomorphic finite surjective endo-
morphism of a germ X = (X, x) of a normal surface X at a point x. Then X is log-canonical.
If the ramification divisor R; is not zero at x, then X is log-terminal.

Proof. By Remark 3.2, we may assume that f is induced by a morphism f: X° — X
with only discrete fibers from an open neighborhood X° of x such that f(x) = x and f is
not a local isomorphism at x. Then x € X (). Moreover, x € Supp Ry when x € Supp R;.
Obviously, we may assume that Sing X is finite. Hence, the required assertions are derived
from Theorem 3.5 applied to the case where B = 0. m|

3.2. Proof of Theorem 3.5. We shall prove Theorem 3.5 after proving preliminary results
Lemma 3.8, Proposition 3.9, and Lemma 3.10, in which the latter two are special cases of
Theorem 3.5.

Lemma 3.8. In the situation of Theorem 3.5, there is an inclusion
(I11-4) £~ (Supp B*!) c Supp B!,
and there is an effective Q-divisor A on X° such that
(I11-5) Ky + By = f*(Kx + B) + A.

Assume the following three conditions:
(i) The Q-divisor BZ! has only finitely many prime components.
(ii) For any prime component T of B!, T'\x- is a prime divisor.
(iii) For any prime component T of BZ', f~'T is not empty.
Then f*(B=.) = B_.|x- for any ¢ > 1, f~'(B=1) = B_i|x-, and B*'|x- has no common prime
component with A. In particular, in this case, A= A, and

Kyx- + B! = f*(Kx + BS)) + A.

Proof. Let S be the set of prime divisors on X and let 7 be the set of prime divisors I"°
on X° such that I'® is a prime component of f~'D for an effective divisor D on X. Then, for
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each I'° € T, there is a unique prime divisor I' on X such that I'° is a prime component of
f7'T, and we have amap ¢: Ty > Sby I® > I'. ForI* € 7; and I = y(I"°), the integer
a := multp- f*T is the ramification index of f along I'°. Hence,

a—1 = multr- Ry = amultr B — multre B|x- + multr- A
for the ramification divisor Ry = Kx- — f*Kx = f*B — Blx- + A, and
(II1-6) multre Blye — 1 = a(multr B — 1) + multr- A > a(multr B - 1).

If T' ¢ Supp B!, i.e., multy B > 1, then I'° ¢ Supp B*!|x. by (III-6). This shows (III-4).
Next, we shall prove that the Q-divisor A defined by (III-5) is effective. The Q-divisor is
written as

A=R;+Blx- - f'B=A-(B-B)lx- + f*(B- B),

where B— B = Yes1(c = 1)B_.. It is enough to show that multr- A > 0 for any prime divisor
I'® such that I° ¢ Supp(B — B)|x- N f~! Supp B, since Supp B = Supp B. Here, I"* € 7; and
I' := ¢(I°) c Supp B. Hence, multy- B|x- = 1, multr B < 1, and

multpe A=a—1+ multre Elxe — a multp B>0

for the ramification index a of f along I'°. Therefore, A is effective.

For the rest of the proof, we assume three conditions (i)—(iii). Let S be the set of prime
components of B=!. Then S is finite by (i), and ¢: y~(S) — S is surjective by (iii)
and (III-4). On the other hand, by (ii) and by the inclusion (III-4), we have an injection
i: y'(S) — S such that I = i(I)|x. for any I'* € ¢~'(S). Thus, i: ¢y '(S) — S and
W: Y~ 1(S) — S are both bijective. Let I'j, ..., I, be the elements of S. Then, by maps ¢
and i, there is a permutation o of the set {1, ..., n} such that

' Tow) = Tilxe
forany 1 <i < n. We set
a; = multr,.|xo f*l"(,(i), Bi = multrl. B, and ¢; = multmxo A.

Here, a; € Zs1, B; € Qs1, and 6; € Q. By (III-6) for I';|x-, we have

(111-7) Bi—1=aiBeiy— D +6; = ai(Boiy — ).
Let & be the order of the permutation o~. Then
(I11-8) Bi—1 2 aiasi - ag-15(Bi — 1)

forany 1 <i <nby (II-7). If 8; > 1, then a; = 1, B = Bi, and 6; = 0 by (I1I-7) and (I1II-8).
Therefore, for any ¢ > 1, the equality f*(B-.) = B-.|x- holds, and B_.|x- has no common
prime component with A. Subtracting f*(B=.) = B=¢|x- from Kx- + Blx- = f*(Kx + B) + A,
we have

Ky + By = f"(Kx + BS')+A and A=A.

If 5; = 1, then B,; = 1 and 6; = 0 by (I1II-7). Therefore, £~ (B-) = B_i|x-, and B_i|x- has
no common prime component with A. Thus, we are done. O



SINGULARITY OF SURFACES WITH ENDOMORPHISMS 451

We shall prove the following special case of Theorem 3.5(1).

Proposition 3.9. In the situation of Theorem 3.5, assume that "B™ is reduced, i.e., B =
B=!. Let x be a point of X° such that f(x) = x and x € Supp A. Then (X, B) is 1-log-terminal
at x.

Proof. There is a positive integer m such that mB is a divisor on an open neighborhood of x
in X. Then mA is also a divisor on an open neighborhood V" of xin X° by A = Ry~ f*B+Blx-
(cf. Remark 1.24(5)). Here, we may assume that Sing " C {x}. Thus, mrA is numerically
Cartier on U for the numerical factorial index r := nf(X, x) (cf. Definition 1.26). For an
integer k > 1, we set B® := Blyw, A® := Alyw, and

k—1 ,
(I11-9) A= Algn + ) fi(A?)

for the composite f;;: X® — X% — ... — X® of morphisms induced by f. Then the
ramification formula for f* is equivalent to:

(I11-10) Kyw + B® = (fO)(Kx + B) + Aq.

We can take a bimeromorphic morphism g: M — X from a non-singular surface M such
that
e the union X, of 1~ Supp B and the u-exceptional locus is a normal crossing divisor,
o the proper transform of LB. in M is non-singular.
Note that LB is reduced by B = B<!. Then K, + B, = u*(Kx + B) + T, for effective Q-
divisors B, and T, having no common prime components such that Supp B, USupp 7, C X,
B, = B, and u,T,, = 0. For an integer k > 0, we set

MY = X BY = Blyw, T = Tulyw

and let u®: M® — X® to be the morphism induced by u. Let C; and S; be the positive
and negative parts, respectively, of the prime decomposition of B/(f) — (u®)*Ay. Then

(I1-11) Kyw + BY = () (Kyw + BY) + T, and
Kyw + Cr = (9" (Kx + B) + S + T

by (III-10) for the composite g® = fOoy®: M® — X Here, C; < B/(f), and Cy has
no common prime component with Sy + Tl(lk). In particular, Supp Cy is normal crossing and
TC,7is reduced. Let I be a prime divisor on M contained in g~ '(x). Then I'is also a divisor
on M® for any k > 1, and

k—1 .
multr(u®)* Ay = multy 1A + Z--1 multr(fi.)*A?Y > k/(mr)

by (III-9), since x € Supp A and since mrA is numerically Cartier on U". Hence, if k > mr,
then any prime component of Cy is not contained in g~ ! (x), since "C; ™ is reduced. For this &,
1~ '(x) N Supp LCy. is a finite set contained in the proper transform of LB in M, and hence,
LCy. is non-singular along x~'(x). In particular, (M®, C}) is 1-log-terminal along p~'(x).
Since p~!(x) is a compact connected component of (¢g*)~!(x), (X, B) is 1-log-terminal at x
by (III-11) and by Proposition 2.12(2) applied to g®: M® — X. i
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Remark. The iteration f® is also considered in the proof of [6, Thm. B(3)].

We shall prove the following special case of Theorem 3.5(2) by applying the log-
canonical modification (cf. Lemma-Definition 2.22) and Proposition 2.23.

Lemma 3.10. In the situation of Theorem 3.5, assume that "B™ is reduced, i.e., B = B=".
Let x be a point of X° such that f(x) = x and x ¢ Supp A. If f is not a local isomorphism at
x, then (X, B) is log-canonical at x.

Proof. We shall derive a contradiction by assuming that (X, B) is not log-canonical at
x. By replacing X° with an open neighborhood of x, we may assume that A = 0. Let
p: (Y, By) = (X, B) be the log-canonical modification. Then p~!(x) is a non-zero compact
divisor as (X, B) is not log-canonical at x. We set Y° = p~!(X°), By- = Byly-, and p° :=
Plye: Y° — X°. Since p° is the log-canonical modification of (X°, B|x-), by Proposition 2.23,
there is a morphism fy: Y° — Y with only discrete fibers such that po fy = fop° and Ky- +
By- = f;(Ky + By). On the other hand, by Remark 1.21, we can find open neighborhoods
V, and V, of x in X° and X, respectively, such that f(V;) = V,, f'(x) N V; = {x}, and
the induced morphism 7 := f|y,: V| — V; is finite. Here, degt > 1, since f is not a local
isomorphism at x. We set ¥; := p~!V; fori = 1, 2. Then 7 lifts to a finite surjective morphism
0 := fyly,: Y1 — Y2 such that deg @ = deg 7. In particular, ],-1(,: p ' (x) = p(x)is also
finite and surjective. Let S be the set of prime components of p~!(x). ThenT + fy(I') = 6(I')
gives rise to a bijection S — S. By replacing f: X° — X with the k-th power f®: X® — x
for some k > 1, we may assume that I' = fy(I') = 6(I') for any I' € S. Then ¢°T" = dI” for
a positive integer d, where d> = degf = degt by I'> < 0 and (0'T)? = (deg)I'> (cf.
Remark 1.24). Hence, (Ky + By)' = 0 forany I' € S by d > 1 and by

d(Ky + By)I' = (Ky + By)Q*F = (Ky- + Byo)e*l—‘ = (f;(Ky + By))H*F
= (KY + By)fy*(g*r) = (deg 9)(Ky + By)l' = dz(KY + By)r

This contradicts the p-ampleness of Ky + By. Thus, we are done. O

Now, we are ready to prove Theorem 3.5:

Proof of Theorem 3.5. Let X C X be the set of points x such that (X, E) is not 1-
log-terminal at x. Then f~!'X c X by Proposition 2.12(2) applied to the equality (III-5) in
Lemma 3.8. Note that X is finite by X C Sing X U Sing Breqg. We set X(w) := X N X(0). Then
2(eo) = 2 N Xy for k > 0. Since

X(k+1) NnNXc f(X(k)) NnNXc f(X(k) N Z)

for any k > 1, we have f(Z(c0)) = (o) a0 X(o) N 7 E(e0) = Z(oo); hence, flz, : Zieo) = Z(oo)
is bijective, and f~'(x) N Xy = (f Iz(m>)‘1(x) for any x € 2. There is a positive integer k
such that f*(x) = x for any x € X.). By replacing f with f*, we may assume that f 5., = id.
Then f~'(x) N X(oo) = {x} for any x € X(o).
For the proof of Theorem 3.5, we may assume that X(.,) # (0. For a point x € X, we can

choose an open neighborhood U of x in X satisfying the following conditions:

e If x ¢ Supp B=!, then B='|;; = 0.

e If x € Supp B!, then B='|; has only finitely many prime components, and each
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component contains x and is locally irreducible at x.

There is an open neighborhood U° of x such that U° ¢ U N f~'U and that I'| - is irreducible
for any prime component I' of B=!|;;. Then we can apply Lemma 3.8 to the restriction
U° — U of f and to B='|y. Asa consequence,

Ky + Bly- = f*(Kx + B)ly- + Aly-

(cf. (III-5) in Lemma 3.8). Then x ¢ Supp A by Proposition 3.9 applied to U° — U. This
proves Theorem 3.5(1). Moreover, if (X, B) is not log-canonical at x, then f is a local

isomorphism by Lemma 3.10 applied to (U° — U, B|y) instead of (X° N X, B), since
x & Supp A. This proves Theorem 3.5(2), and we are done. m|

4. Some technical notions for the study of endomorphisms

We prepare some technical results on toric surfaces (Section 4.1) and cyclic covers (Sec-
tion 4.2), and introduce two notions: essential blowings up (Section 4.4) and dual R-divisors
(Section 4.4) with their properties. These results and properties are applied to discussions in
Section 5 on lifts of endomorphisms.

4.1. Endomorphisms of certain affine toric surfaces. We shall explain basic properties
of toric surfaces, toric morphisms, and toric endomorphisms, by using the theory of toric
varieties (cf. [33], [45], [12], etc.) with some related arguments in [38, §3.1] and [41, §3.1]
in addition. An affine toric surface, which is considered as a complex analytic surface, is
expressed as

Tn(o) = (Spec CloY N M])™",

for a free abelian group N of rank 2, a closed strictly convex rational polyhedral cone o in
N ® R, the dual abelian group M := Homz(N, Z), and the dual cone

o' ={meM®R | m(x) > 0 for any x € o}.

Here, " stands for the analytic space associated to an algebraic scheme over C (cf. [18, XII,
§1]), the strict convexity means that o N (—o) = {0}, and C[o"Y N M] denotes the semi-group
ring over C. We write Ty = Tn({0}), which is canonically isomorphic to the algebraic torus
N ®z C*, where C* := C \ {0}. The toric surface admits an action of Ty and an equivariant
open immersion Tn({0}) < Tn(o).

Remark. If o is 1-dimensional, then o = Ryge for a primitive element e of N and we
have an isomorphism Ty(0") ~ C x C* extending Tn({0}) ~ C* x C*.

Fact 4.1 (cf. [41, Exam. 3.2]). Assume that o is 2-dimensional. Then N has two primitive
elements ey, ey such that (ey, e;) is a basis of N ® R and o = Rype; + Rypen. Let € be the
set of elements e € o N N such that N = Ze + Ze,, and let u € £ be the element attaining
the minimum of e (e) for e € E, where (e}, e)) is the dual basis of (e1,e;) in M®R. Then
there exist integers n > q > 0 such that gcd(n,q) = 1 and u = (1/n)(e; + gey). The integer
n is uniquely determined by (N, o). But q can be replaced with an integer 0 < q' < n by
interchanging e; and e, where ¢ =0ifq =0, and q¢g" =1 mod n if g > 0.
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DEeriniTION 4.2, When dim oo = 2, the number n above is called the order of (N, o), and
the pair (n, q) is called the type of (N, o).

REmMARK (cF. [41, Exam. 3.2]). For o in Fact 4.1, Tn(0) has a unique fixed point * on the
action of Ty: For e; and e, above, the complement of Tn(Rxpe;) U Tn(Rxoe2) in Tn(o) is
just {*}. If ¢ = 0, then Tn(or) = C2. If g > 0, then Ty(0) is singular at *, and it is a cyclic
quotient singularity of type (n, q) (or type (1/n)(1, g) in some literature); in this case, the
exceptional locus of the minimal resolution forms a linear chain of rational curves whose
self-intersection numbers are calculated by a kind of continued fraction of n/gq.

In general, a toric surface is expressed as

Tne) = | ) Tn(o)

for a free abelian group N of rank 2 and for a fan A of N: A finite collection A of closed
strictly convex rational polyhedral cones of N ® R is called a fan if each face of a cone in
A belongs to A and the intersection of two cones in A is a face of both cones. The open
immersion T\({0}) € Tn(A) is also Ty-equivariant. The open orbit Ty ({0}) or Ty is called
the open torus and the complement Tn(2) \ Tn({0}) is called the boundary divisor. We have
the following analogy of [41, Exam. 3.4].

ExawmpLE 4.3. Assume that the union [A| = | ¢, O is a strictly convex cone of dimension

2. Then A gives a subdivision of |A| and there exist primitive elements v; of N for 0 < i </
such that A consists of

e 2-dimensional cones o; = Rygv; + Rygvjyq for0 <i <[ -1,

e |-dimensional cones R; := Rygv; for 0 < i </, and

e the O-dimensional cone {0},
where |A| = Ryovp + Rsov;. The toric surface Tn(A) is obtained by gluing Ty(o;) for 0 <
i <1—1 by open immersions Ty(R;;1) € Tn(o;) and Tn(Ri41) € Tn(oi41). The boundary
Tn(2) \ Tn({0}) consists of prime divisors I'(v;) for 0 < i < [ which are determined by the
property that I'(v;) N Tn(R;) = Tn(R;) \ Tn(fO}).

Remark 4.4. For m € M, let e(m) denote the nowhere vanishing function on Ty =
(Spec C[M])*" corresponding to the invertible element m of C[M]. We regard e(m) as a
meromorphic function on a toric surface Tn(A) for the fan A in Example 4.3. Then the prin-
cipal divisor div(e(m)) is written as Zfzo m(v;)I'(v;) for any m € M (cf. [12, §3.3, Lem.], [45,
Prop. 2.1(i1)]).

RemaArk. If A consists of the faces of the cone o0 = Rype; + Rspe; in Fact 4.1, then Tn(A)
is just the affine toric surface Tn(0), and [ = 1 in Example 4.3.

Dernition 4.5. For toric varieties Ty(A) and Ty (A7), a morphism f: Ty (A") — Tn(A)
of varieties is called a toric morphism if there is a homomorphism ¢: N° — N such that f
is equivariant under actions of Ty- and Ty with respect to the complex Lie group homomor-
phism¢®@C*: Tyy =N @ C* —» Ty = N® C*.

A homomorphism ¢: N — N is said to be compatible with their fans A" and A (or
¢ is called a morphism (N’,A") — (N, A) of fans) if, for any 0’ € A’, there is a cone
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o € A such that ¢r(0”) C o, where ¢ denotes the induced linear map p @ R: N @ R —
N ® R (cf. [45, §1.5]). In this case, the dual homomorphism ¢": M = Homgz(N,Z) —
M’ = Homz(N’, Z) induces homomorphisms ¥ "M — oY N M’ of semi-groups, and toric
morphisms T/ (o) — Tn(o). These are glued to a toric morphism Ty (A”) — Tn(2), which
is denoted by T(¢). Note that every toric morphism Ty (A") — Tn(2) is expressed as T(¢)
for a homomorphism ¢: N” — N compatible with A” and A (cf. [45, Thm. 1.13]).

RemMark 4.6. The toric morphism f in Definition 4.5 is proper if, for any oo € A, the
inverse image ¢H‘£10' is the union of some cones o’ in A’ (cf. [45, Thm. 1.15]). In particular,
the fan A in Example 4.3 gives a toric bimeromorphic morphism p: Tn(A) — Tn(|A]), where
I'(v;) is p-exceptional for any 1 < i < /—1. If p is an isomorphism, then / = 1, i.e., A consists
of the faces of the cone |A]|.

RemaARk 4.7. The toric morphism u: Tn(A) — Tn(lA]) above is expressed as the blowing
up along an ideal as follows: LetI'; and I'; be the boundary prime divisors of Ty(|A[) defined
by Rsovp and Rxvy, respectively. We have positive rational numbers ¢; and b; for 1 <i <[-1
such that v; = a;uy9 + bjv;. Then ay /by > ay/by > --- > a;_1/b;_1. Let pifor 1 <i<[—1be
positive integers such that — )’ p;I'(v;) is u-very ample. Then yu is the blowing up along the
ideal sheaf

-1
T = 1Orya(= ), PT@)).

For an element m € |A]Y N M, the holomorphic function e(m) on Tn(|A[) belongs to J if and
only if

div(e(m)) > Zl: pil @),

i.e., m(v;) = aym(vg) + bym(v;) > p; forany 1 <i <[ - 1. Since [J is preserved by the action
of Ty, J is generated by such e(m). Hence,

-1
J = mi:l Zaic+bid2pi OTN(lAl)(_Crl —dl),

where ¢ and d are non-negative integers.

Lemma 4.8. Let A and 1 be fans of a free abelian group N of rank 2 such that T = |A|
and T = |A’| are strictly convex cones of dimension 2 and T’ C t. Let

9: Ty (a) 5 Ty(@) =5 Ta(r) - Tn(a)

be the composite of meromorphic maps, where y and p’ are canonical bimeromorphic toric
morphisms defined as in Remark 4.6, and t is the toric morphism defined by " C T. Then ¢
is holomorphic if and only if any o’ € A’ is contained in some cone o € A. In particular,
when T = T’ and #A = #A', the map 9 is holomorphic if and only if A = A’, and in this case,
9 is the identity morphism of Tn(A).

Proof. The second assertion follows from the first one, since fans A and A’ give polyhedral
decompositions of the same cone 7 = 7’. For the first assertion, it suffices to prove the
“only if” part, and we may assume that A" consists of the faces of a single 2-dimensional
cone. Thus, from the beginning we may assume that Ty(A") = Tx(7’) and u” is the identity
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morphism. The normalization of the fiber product of u and ¢ over Tn(7) is a toric variety
expressed as Tn(A”) for the fan A” = {T' N o | o € A}. If ¥ is holomorphic, then Tn(A”) —
Tn(7’) is an isomorphism, and it implies that A" consists of the faces of T/ by Remark 4.6.
Hence, T C o for some o € A. O

Lemma 4.9. For (N, o) in Fact4.1, let ¢: N’ — N be an injective homomorphism of free
abelian groups of rank 2, and let 0’ be a 2-dimensional strictly convex rational polyhedral
cone of N' @ R such that ¢pg(0”) C o for the isomorphism ¢ = pQR: N @R — N®R. As
in Fact 4.1, we write 0’ = Ryoe] + Rxo€) for two primitive elements e and e}, of N" which
form a basis of N’ @ R. Let n: Ty (07) — Tn(0) be the toric morphism T(¢). Then

7' L(er) = anl'(e)) + ainl'(€y) and 7'T(ez) = axL(e)) + axnl'(e))

for non-negative integers a;; defined by

(B()). 6(&5)) = (e1,2) (Z? )

1 dx
Moreover, #N/¢(N") = (n/n")|aj1ax — apaqi| for the order n’ of (N', o).

Proof. Let (e, ;) be the dual basis of (e;, e;) in M®R and let (¢}", €,") be the dual basis
of (e}, ¢}) in M"®R, where M" = Homz(N’, Z). Let ¢": M — M’ be the dual homomorphism
of ¢. Then ¢ = ¢¥ ® R is given by

(@Y(e)), ple))) = (€], &) ("“ ‘”‘).

ajpp  dx
Let k be a positive integer such that ke}, key € M and ke!’, ke’ € M". Then
ne(ke)) = e(¢” (ke))) = e(kaj e} Ye(kape™)
fori =1, 2. By Remark 4.4, we have div(e(kel.v)) = kI'(e;), and hence,
kn'T(e;) = div(r*e(ke!)) = kayL'(e}) + kanT'(e))

for i = 1, 2: this proves the first assertion. For the last assertion, we choose an element of
N” of the form u” = (1/n")(e] + q’¢}) such that N" = Zu’ + Ze’,. Then

/7 0 1/ 0
(¢<u’>,¢(e’2>)=<¢<e1>,¢<e’2>>( I )=<e1,ez)(““ m)( i )

qg/n 1 ari an)\q'/n" 1
:(mez)(l/n 0)_1(a11 alz)(l/n’ 0)'
g/n 1) \an axn)\q'/n" 1
Taking determinants of matrices above, we have the equality for #N/#(N’). O

Lemma 4.10. For (N, o) in Fact 4.1, let f: Tn(o) — Tn(0) be the finite surjective toric
morphism T($) associated with an injective homomorphism ¢: N — N such that ¢pr(0) = 0.
Then there exist positive integers d, and dy and a permutation ¢: {1,2} — {1, 2} such that

deg f =didr, fTi=dily, and fTy=dI0

where I'y = T'(ey) and I’y = I'(ey) are prime components of the boundary divisor of Tn(0),
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and n is the order of (N, o). If (1) = 1, then di = d, mod n. If «(1) = 1 and dy = d,, then ¢
is the multiplication map by d,.

Proof. By Lemma 4.9, there exist positive integers d; and d, and a permutation ¢ such that
@(ey 1)) = die; and ¢(e,2)) = darey, since I'y and I'; are not f-exceptional. Thus, deg f = dd>,
[T =diLqy, and f*T, = diI',0). Assume that (1) = 1. Then, for the primitive element
u = (1/n)(e; + gey) in Fact 4.1, we have

¢(u) = (1/n)(dye; + gdrer) = diu + (q/n)(dy — dy)e; € N.

Thus, d| = d, mod n. If d| = d,, then ¢ is the multiplication map by d,, since ¢p(u) = dju
and ¢(€2) = dye;. O

4.2. Lifting endomorphisms to certain cyclic covers. There is a well-known construc-
tion of cyclic covers of normal varieties due to Esnault [5, §1] and Viehweg [61, §1]. A
similar construction can be found in [47, §5] and [3]. We shall present another construction
of cyclic covers from a Q-divisor whose multiple is principal: This yields the notion of an
index 1 cover (cf. Definition 4.18(2) below), which is a generalization of the same cover
considered in [31]. As a byproduct, we shall give a sufficient condition for an endomor-
phism of a variety to lift to an index 1 cover (cf. Lemma 4.21). In Section 4.2, varieties are
not necessarily 2-dimensional.

DeriniTion 4.11. For a normal variety X and a Q-divisor L on X, assume that mL is a
principal divisor for a positive integer m; hence, we have an isomorphism s: Ox(mL) — Ox.
‘We consider the Ox-module

R(L,m, s) := EB; Ox(uiL2)
and endow it an Ox-algebra structure by homomorphisms
i j: Ox(Lila) ® Ox(LjLa) — Ox(um{(i + j)/m)L.)
defined as follows for integers 0 < i, j < m: If i + j < m, then fi; ; is just the composite
Hij: Ox(Lila) ® Ox(cjLa) — Ox (il + L jLa) — Ox(L(i + j)La),

where the first homomorphism is given by taking the double dual and the second one is
induced by the inequality LiLi + L jLa < (i + j)La of divisors. If i + j > m, then fi; ; is the
composite

Ox(LiLs) ® Ox(LiLs) 25 Ox(ui+ HLs) 2> Ox(L(i + j — m)Lo).

The associated finite morphism 7: V(L,m, s) := Specany R(L,m,s) — X is called the
cyclic cover with respect to (L, m, s). For Specan, see [7, §1.14]. Note that R(L, m, s) = Ox
and V(L,m, s) = X whenm = 1.

Remark. For the variety X above, let H be a Cartier divisor on X with a non-zero global
section o of Ox(mH) for an integer m > 1. Then the effective divisor D = div(co), the
divisor of zeros of o, is linearly equivalent to mH, and o induces an isomorphism Oy (D) ~
Ox(mH). We set L := (1/m)D — H as a Q-divisor, and set s: Ox(mL) = Ox(D —mH) — Ox
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to be the isomorphism induced by o. Then V(L, m, s) is the cyclic cover defined in Esnault
[5, §1] and Viehweg [61, (1.1)] for (H, m, o). Conversely, for (L, m, s) in Definition 4.11, if
we set H := —_L.and D := m(L), then we have a section o of Ox(mH) such that div(c) = D
by the isomorphism s: Ox(mL) = Ox(D — mH) — Ox. Thus, the notion of cyclic covers in
the sense of Esnault and Viehweg is equivalent to our notion.

Remark 4.12. The Ox-algebra R(L,m, s) is graded by Z/mZ. Hence, V(L,m, s) admits
an action of the group u,, of m-th roots of unity over X. The action of { € u,, is de-
fined by multiplication maps Ox(LiL.) — Ox(LiLJ) by *. For an open subset U such that
L|y is Cartier, we know that V(L|y,m, s) — U is a p,,-torsor by [17, Prop. 4.1]. For an-
other isomorphism s": Ox(mlL) 5 Oy, there is a pu,,-equivariant isomorphism V(L, m, ") =~
V(L,m, s) over X if and only if s’ = &5 for a nowhere vanishing function € on X.

Lemma 4.13. Let X be a non-singular variety with a non-zero holomorphic function t
such that the principal divisor D = div(t) is non-zero and non-singular. For an integer
0 < a < m, we define L := (a/m)D as a Q-divisor on X, and consider t* as a nowhere
vanishing section of Ox(—mL) = Ox(—aD) = Oxt*. Then

(IV-1) R(L,m, 1) = Ox[u,yl/(u’ = 1,y" = )Ox[u,y]

as an Ox-algebra for integers d := gcd(a, m) and m’ := m/d, where u and y are variables. In
particular, V(L, m, t*) is non-singular and is a disjoint union of d copies of V((1/m")D, m’, t).

Proof. Let B be the Ox-algebra in the right hand side of (IV-1), and let us consider an
Oyx-algebra

A = Ox[z]/(z" - 1*)Ox|z]

for a variable z. Then there an @x-algebra homomorphism .A — BB given by z +— uy“ for
a’ = a/d, since m’a = a’m. Moreover,

(uya’)i — tLai/MJui m'{ai/m)
in BB for any i € Z, and the correspondence
i = (i mod d, m’{ai/m) mod m")

gives rise to a bijection Z/mZ — Z/dZ X Z/m'Z. Hence, A — B is isomorphic to the

canonical injection
m—1 . m—1 . .
@ Oxz' = @ Oyt Mgt
i=0 i=0
As a consequence, we have (IV-1), i.e., B ~ R(L,m, t*). The last assertion is deduced from
the isomorphism

V(L,m, s) = Specany B =~ u, x V((1/m")D,m’, 1)

with a property that V((1/m")D,m’,t) ~ Specany Ox|y]/ (y" — t)Oxly] is non-singular.
O
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Lemma 4.14. Let: V = V(L,m, s) — X be the cyclic cover in Definition 4.11 with m >
1. Then V is normal, n*L is a principal divisor on V, and Oy (n*L) has a p,,-linearization
such that the associated 7Z/mZ-graded R(L,m, s)-module n.Oy(Ix*L) is isomorphic to the
twist R(L,m, s)(I) by l forany l € Z, i.e.,

m—1
(IV-2) n.0y(r'L) = (P " Ox(ul+ L),
Here, the image v of 1 under the injection
Ox = R(L,m, s)(=1)1 € R(L,m, s)(-1) = 1.0y(-n"L)

is regarded as a nowhere vanishing section of Oy(—n*L) satisfying n*s = v". If X and
Supp(L) are non-singular, then V is also non-singular.

Proof. We set X° := X'\ (Sing X U Sing Supp(L)). For any point x € X° N Supp(L), we can
find an open neighborhood U of x and a non-zero holomorphic function ¢ on U such that
e div(¢) is non-singular,
e (L)|y = (a/m)div(¢?) for an integer 0 < a < m, and

o sly = &"t as a section of Ox(—mL)|y for a nowhere vanishing section & of
Ox(—LLJ)|y, where we regard Ox(—m(L))|y as an ideal sheaf of Oy generated by
1.

In particular, V|y =~ V((a/m) div(t), m, t*) by Remark 4.12 and it is non-singular by Lemma
4.13. Hence, V° := 7~1(X°) is non-singular, since V. — X is a u, -torsor over X° \ Supp(L)
(cf. Remark 4.12). This shows the last assertion. For open immersions j: X° <— X and
Jj: V° — V, we have isomorphisms R (L, m, s) ~ j.(R(L,m, s)|x-) and Oy =~ j.Oy-, since
R(L,m, s) is a reflexive Ox-module and codim(X \ X°, X) > 2 (cf. [46, II, Lem. 1.1.12], [22,
Prop. 1.6]). Hence, V is normal.

For the rest, by the same property of reflexive sheaves, we may assume that X and Supp(L)
are non-singular, by replacing X with X°. Let

m—1
Ui Ox(eLs) = R(L,m,5) = () Ox(uiLs) = w04

be the canonical injection from the factor of i = 1. For the m-th tensor product ¢*", we have
a commutative diagram

Ox(mils) —2— Ox(ml) —— O

(IV-3) :T l

Ox(LL)® —2 (10" - 1.0y,

in which ¢,, is the inclusion corresponding to the inequality m oLy < mL of divisors, p,, is
defined by m-times products in the Ox-algebra m.Oy, and the right vertical arrow indicates
the canonical homomorphism of Ox-algebras. Let ¢: n°Oy(LLi) — Oy be an injection
corresponding to ¢ by adjunction for (7%, r.). Then the image of ¢ is the ideal sheaf Oy (—FE)
of an effective Cartier divisor £ on V. By (IV-3), the m-th tensor product

(,0®m2 ﬂ'*OV(LL_I)®m — O?}m = Oy
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equals the composite (r*s) o 7°6,,, and hence, mE = n*(mL — m.L.) = mn*(L). Therefore,
E =n*(L), and n*L = n*(L.) + E is a principal divisor. For an integer n, let us consider the
diagram

m—1
ﬂ*@v(—nﬂ'*L) B P @izo Ox(I_(i _ n)L_n)
(Iv-4)
~ m—1
1.0y (- La) ——= 5" "Ox(-n L) ® Ox(uiL1)

of R(L,m, s)-modules in which the bottom isomorphism is derived from the projection for-
mula and vertical arrows are injections defined by inequalities (i — n)Ls < —nLa + cila
of divisors for 0 < i < m. We shall show that the dotted arrow exists as the isomorphism
(IV-2) for [ = —n and that it makes the diagram (IV-4) commutative. For the purpose, we can
localize X and we may assume that L = (a/m)D, D = div(t), and s = * as in Lemma 4.13.
In this case, LLa = 0, n°L = aE, E = div(z) for z = uy“' in the proof of Lemma 4.13, and
the diagram (IV-4) is expressed as

’ ’ m—1 . .
(uya )nOX[u’ y]/(ud _ 1, ym _ 1)(9)([1.1, y] e OXt—L(l—ﬂ)a/m_lzl

i=0 l/\
m—1

Oxfu v/ = 1,y" ~ 1)Oxlu,y] —— (P Oxriamz!

Thus, we have the dotted arrow as an isomorphism making the diagram commutative. As a
consequence, m,Oy(In*L) ~ R(L,m,v)(l) for any [ € Z.

For the section v of Oy(—n*L) in the statement, the section v of Oy(—mn* L) corresponds
to the section s of Ox(—mL) by the isomorphism

1.Oy(—mn*L) =~ R(L,m, s)(—m) =~ R(L,m, s) ® Ox(—mlL).

Thus, 7*s = v™, and we are done. ]

Corollary 4.15. The cyclic cover V = Y(L,m, s) is reducible if and only if there exist a
positive integer k and a nowhere vanishing section w of Ox(—kL) such that k < m, k | m, kL
is Cartier, and s = w™'*. If V is irreducible, then

(IV-5) Ky =n"(Ky+ Ziu — 1/e))T)

for the prime components I; of (L) and for the denominator e; of the rational number
multri L.

Proof. We may assume that X and Supp(L) are non-singular as in the proof of Lemma
4.14. The second assertion is reduced to the case where L = (1/m)D for D = div(¢) in
Lemma 4.13, and we have (IV-5) from the ramification formula for the cyclic cover

Specany Ox[y]/(y" — )Ox[y] — X.

For the first assertion, it is enough to prove the “only if” part, since the “if”” part is shown by
the isomorphism
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V(L,m, s) = p,,, X V(L, k, w).

Assume that V is reducible, and let Y be an irreducible component of V. Then ¥ N 7~ (X*)
is a connected component of the y,, -torsor a 1(X*) over X* := X \ (Sing X U Supp(L)) (cf.
Remark 4.12). Let H C pu,, be the subgroup consisting elements ¢ € u,, such that {(Y) C Y,
and set k := #H. Then H is the Galois group of the Galois cover ry = ntly: ¥ — X, k | m,
k < m, and V is a disjoint union of m/k-copies of Y. Let v be the nowhere vanishing section
of Oy(—n*L) in Lemma 4.14. Since v € R(L, m, s)(—1),, for any ¢ € pu,,, the pullback {*v by
the automorphism ¢: V — V equals v as a section of Oy(—n*L). Thus,

D, e = G0 L, 000 = A

is an H-invariant nowhere vanishing section of Oy(—kn"L) ® Oy ~ Oy(-n}(kL)). Hence, kL
is a principal divisor on X and 7y (w) = ¥y for a nowhere vanishing section w of Ox(—kL).
Here, w"/* = s by v"" = n*s. Thus, we are done. m]

Lemma 4.16. For the quadruplet (X, L,m, s) in Definition 4.11 withm > 1, let f: Y — X
be a morphism of maximal rank (cf. Definition 1.1) from a normal variety Y such that
codim(f~!'SingX,Y) > 2. Then V(f*L,m, f*s) is isomorphic to the normalization of
V(L,m, s) Xx Y overY.

Proof. For each i € Z, we have a composite homomorphism
i FFOx(ULs) S Op(fruils) 5 Op(Lif L),

where « is the canonical homomorphism on the pullback (cf. Lemma 1.19(1)) and S cor-
responds to the inequality f*(ciLa) < vif*La. Note that y; is an isomorphism over Y’ :=
Y \ f~'(Sing X U Supp(L)), which is a non-empty open subset of Y, since f is of maximal
rank. The sum of v; induces an Oy-algebra homomorphism f*R(L,m, s) — R(f*L,m, *s)
and the associated finite morphism V(f*L,m, f*s) — V(L,m, s) Xx Y over Y, which is an
isomorphism over Y’. Then the assertion is a consequence of a theorem of Grauert—Remmert
(cf. [14], [18, XII, Thm. 5.4]), since V(f*L, m, f*s) is normal (cf. Lemma 4.14). ]

Proposition 4.17. For the quadruplet (X, L, m, s) in Definition 4.11 with m > 1, let
f: X' — X be a morphism of maximal rank from a normal variety X' such that
codim(f~!' Sing X, X") > 2. Let L' be a Q-Cartier Q-divisor on X’ such that mL' ~ 0
and s’ a nowhere vanishing section of Ox/(—mL’). We set n: YV := V(L,m,s) — X and
V' = V(L' ,m,s") = X' as the associated cyclic covers. For an integer k, assume that
f*L ~ kL' and f*s = &"(s")* for a nowhere vanishing section € of Ox.(kL’ — f*L). Then:

(1) There is a morphism g: V' — V such that m o g = f o n’ and that it is equivariant
under the actions of u,, on V and V' explained in Remark 4.12, with respect to the
k-th power map p,, — W, i.e., g({x) = {*g(x) for any x € V' and ¢ € p,,.

(2) If k is coprime to m, then V' is isomorphic to the normalization of V Xx X’ over X'.

Proof. By Lemma 4.16, it suffices to construct a certain morphism V(L',m,s’) —
V(f*L,m, f*s) over X’. Thus, we may assume that X’ = X and f = idx. Moreover, by
Remark 4.12, we may assume that L = kL', e = 1, and s = (s)k. By interchanging L and L',
we are reduced to constructing a morphism gy : V(L,m, s) — V(kL,m, s5) over X such that
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(a) itis equivariant with respect to the k-th power map y,, — u,,, and
(b) itis an isomorphism when k is coprime to m.

Lik/m_l

For each 0 < i < m, by tensor product with s , we have an isomorphism

;1 Ox(LikLa) = Ox(tm(ik/myLa) ® Ox(m Lik/miL) — Ox(um(ik/m)L.),

since ik = mvik/ma + m(ik/m). For any O < i, j < m, the diagram
i®pj
Ox(UikLs) ® Ox(LjkLy) ——25  Ox(umlik/m)La) ® Ox(umjk/m)Lo)
i, jl lﬁm([k/)n),/?!( Jkfmy

Pm{(i+j)/m)

Ox(L(m((i + j)/m)kLa) ——— Ox(um({(i + j)k/m)L.)

is commutative, where fi.. are homomorphisms defining Ox-algebra structures of
R(kL, m, s) and R(L, m, s) (cf. Definition 4.11) and where we use

m{(m(ik/m) + m(jk[/m))[m) = m{(ik[m) + (jk[/m)) = m{(i + j)k[m).
Thus, the sum of ¢; for all 0 < i < m gives an Ox-algebra homomorphism
®y: R(KL,m, s°) = R(L,m, s),

which corresponds to a finite morphism gy : V(L, m, s) — V(kL,m, s*) over X. It is equivari-
ant with respect to the k-th power map u,, — p,,, since each ¢; commutes with multiplication
maps by

é«ik — {m<ik/m)

for any ¢ € u,,. This shows (a). If k is coprime to m, then the correspondence i — m(ik/m)
gives a permutation of {0, 1,...,m — 1}, which is identified with the k-th power map of u,,;
hence, @, and g are isomorphisms. This shows (b), and we are done. |

Dermvirion 4.18. Let X be a normal variety and L a Q-Cartier Q-divisor on X.

(1) The Cartier (resp. torsion) index of L is either the smallest positive integer r such
that rL is Cartier (resp. rL ~ 0), or oo if such r does not exist. For a point P € X, the
local Cartier index of L at P is the smallest positive integer r such that rL is Cartier
at P.

(2) A finite morphism ¥ — X is called an index 1 cover (or a global index 1 cover) with
respect to L if ¥ ~ V(L,m, s) over X for the torsion index m of L and an isomor-
phism s: Ox(mL) 5 Oyx. Note that the index 1 cover is normal and irreducible by
Lemma 4.14 and Corollary 4.15.

(3) For apoint P € X, a local index 1 cover with respect to L and P is an index 1 cover
with respect to L|y for an open neighborhood U of P such that the torsion index of
L|y equals the local Carter index of L at P.

(4) For a point P € X, an index 1 cover of the germ (X, P) with respect to L is a mor-
phism (X,P) > (X,P) of germs (or the germ (X, P)) induced by a local index 1
cover X with respect to L and P and for the point P lying over P.
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RemMARk 4.19. Let V = V(L,m, s)and V' = V(L,m, s”) be two index 1 covers with respect
to L. Then s = as’ for a nowhere vanishing function @ on X. We have a finite étale morphism
7: X - X from a normal variety X such that e = B for a nowhere vanishing function g
on X. In fact, X is glven as a connected component of V(0,m, @) (cf. Lemma 4. 14) Then
V Xx X =V Xx X over X by Remark 4.12. If H'(X, ©x) ~ C, then « is constant, X - X
is an isomorphism, and hence, V ~ V’ over X. Similarly, every point P € X has an open
neighborhood U such that V Xy U ~ V' xx U over U. Consequently, the index 1 cover of
the germ (X, P) with respect to L is unique up to isomorphism.

Remark. In [31], an index 1 cover is considered only for Ky + D ~g 0, where X is a
normal surface and D is a reduced divisor.

Properties in Remark 4.19 are generalized to:

Lemma 4.20. For (X, L,m,s) in Definition 4.11 with m > 1, let T: Y — X be a finite
surjective morphism from a normal variety Y such that m = degt and "L ~ 0.

(1) If H'(X, Ox) =~ C and if m is the torsion index of L, then T is an index 1 cover with
respect to L.

(2) If m is the local Cartier index of L at a point P, then T™'U — U is a local index 1
cover with respect to L and P for an open neighborhood U of P.

Proof. Let: V := V(L,m, s) — X be the associated cyclic cover over X. By assumption,
there is a nowhere vanishing section # of Oy(=7*L). Then 7*s = at™ in H(Y, Oy(-m1*L))
for a nowhere vanishing function @ on Y. Suppose that « = " for a nowhere vanishing
function S on Y. Then 7*s = (B¢)" and the normalization of V Xy Y is isomorphic to

V(@*L,m, (Bt)") ~ p,, x V(T*L,1,B1) ~ p,, X Y

by Lemma 4.16 and Remark 4.12. Thus, there is a finite morphism 8: ¥ — V over X. If
V is irreducible, then 6 is an isomorphism, since V is normal (cf. Lemma 4.14) and since
deg T = deg . In the situation of (1), H(Y, Oy) =~ C, since it is integral over H(X, Ox) ~ C
(cf. [7, §2.27, Integrity Lemma]); hence, such g exists and (1) holds, since V is irreducible
(cf. Corollary 4.15).

In the situation of (2), by replacing X with an open neighborhood of P, we may assume
that mL ~ 0. Then n~'U — U is an index 1 cover with respect to L|y for any open
neighborhood U of P; hence, 7~ U are irreducible. It suffices to find an open neighborhood
U and a function Sy on 77'U such that a1, = (By)”. This is shown by the finiteness
of T as follows: Now, t~!(P) is a finite set {Q1,0>,...,0). Foreach 1 < i < k, we
have an open neighborhood V; of Q; and a nowhere vanishing function 8; on V; such that
Uf-‘:] V; is a disjoint union of V; and that aly, = B!". Then U ¢ Ule V; for an open
neighborhood U of P, and functions f3; define a nowhere vanishing function 8y on ~'U
such that a|.-1;; = (By)™. Thus, we are done. m|

Lemma 4.21. For a normal variety X with a connected open subset X°, let f: X° — X
be a non-degenerate morphism without exceptional divisor. Let L be a Q-Cartier Q-divisor
on X such that L ~q 0 and that f*L ~ kL|x- for an integer k € Z and let t: V — X be an
index 1 cover with respect to L.



464 N. NAKAYAMA

(1) If H'(X°, Ox-) = C, then there is a morphism g: V° — V such thatmo g = f o 1°,
where V° = 7'V and n° = nt|y-: V° — X°.

(2) For any point P € X°, there exist an open neighborhood U of P in X° and a
morphism gy : V), — V such that ® o gy = [ o n},, where V}, := aW(U) and
my, = 7T|VLD/Z Vi, = U <> X°

(3) Assume that k is coprime to the torsion index of L. Then the morphism g (resp. gy)
in (1) (resp. (2)) induces an isomorphism from V° (resp. V) to the normalization of
V Xxr X° (resp. (V Xx 5 X°) Xx- U).

Proof. Let m be the torsion index of L and we write V = V(L,m,s) for a nowhere
vanishing section s of Ox(—mL). By mf*L ~ mkL|x-, we have a nowhere vanishing section
@ of Ox.(m(kL|x- — f*L)) such that f*s = as¥|x-. For an open subset U of X°, assume that

(x) aly = By, for a nowhere vanishing section 8 of Ox-(kL|x- — f*L)|y.
Then there is a morphism gy : V), = N U) - Vsuchthatmogy = fo ny; by Propo-
sition 4.17(1), since j*(f*s) = (By)"s|y for the open immersion j: U < X°. Moreover,
if k is coprime to m, then V7, is isomorphic to the normalization of V Xy ¢.; U by Propo-
sition 4.17(2). Thus, it is enough to verify (x) for U = X° in case (1) and for an open
neighborhood U of P in case (2). This is trivial in case (2), and this is deduced from @ € C
in case (1). m]

Remark. In (1), if X° = X, then g: V — V is a lift of the endomorphism f: X — X.
In (2), if the torsion index of L equals the local Cartier index of L at P, then V — X and
Vi, — U are local index 1 covers with respect to L and P.

4.3. Essential blowings up of log-canonical pairs. We shall introduce the notion of an
essential blowing up for a log-canonical pair (X, S) of a normal surface X and a reduced
divisor S. This generalizes the notion of toroidal blowing up of a toroidal pair (cf. [41,
§4.3]). We begin with some preliminary results on B for log-canonical pairs (X, B).

Lemma 4.22. Let X be a normal surface with an effective Q-divisor B such that (X, B) is
log-canonical. Let f: Y — X be a bimeromorphic morphism from a normal surface Y and
let By and Ty be the positive and negative parts, respectively, of the prime decomposition of
f*B—Ry, i.e., Ky+By= f"(Kx+B)+Ty. Then .Bya = D+ D’ for two reduced divisors D
and D', which might be zero, such that

e DND =0, f(D)=Supp.By, f(D')NSuppLBs=10,
o f(D’) is at most O-dimensional, and
e finduces an isomorphism O g, ~ f.Op when .B1 # (.

Proof. Since Ty — By — Ky = —f*(Kx + B) is f-nef, we have
(IV-6) R'f.Oy("T;" = B1) =0

by Proposition 2.15. We set T := "T; " and C := .By.. Note that C is reduced, since "B
is so (cf. Lemma 2.10(1)). Let F be the cokernel of the canonical injection Oy(T — C) —
Oy(T). Since Oy(T — C) N Oy = Oy(-C) as a subsheaf of Oy(T), we have a commutative
diagram



SINGULARITY OF SURFACES WITH ENDOMORPHISMS 465

0 —— Oy(-C) —— Oy Oc 0
| Jr I
0 —— Oy(T - C) —— O(T) F 0

of exact sequences of sheaves on Y in which @ and §8 are also injective. By applying f. to
this diagram and by (IV-6), we have a commutative diagram

0 —— f.Oy(-C) —— Ox = f.0y —— f.Oc

| s Iz
0 — fOy(T-C) — f.Oy(T) —— f,F — 0

of exact sequences in which f.« is an isomorphism as 7" is f-exceptional. Hence, f. is
an isomorphism and Oy — f.O¢ is surjective. On the other hand, we have f,C = LB. by
f«By = B. Hence, the ideal sheaf Ox(—LB.) equals the double dual of f,Oy(-C), and there
is a surjection f,Oc — O_p, which is an isomorphism outside a discrete set Z. Since C is
reduced, LBuNZ = (. Thus, C = D+ D’ for reduced divisors D and D’ suchthat DN D" = ()
and f(D’) c Z and f(D) = B. with an isomorphism f.Op ~ O_g,. m]

Lemma 4.23. In Lemma 4.22, the following hold for any x € _B.:

(1) If (X, B) is 1-log-terminal at x, then f|p: D — LB. is an isomorphism over an open
neighborhood of x.

(2) If x € SingvBu and if f~'(x) is contained in LBy, then f is a toroidal blowing up
with respect to (X, LB1) over an open neighborhood of x.

Proof. (1): By shrinking X, we may assume that (X, B) is 1-log-terminal and that D =
LBy1 by Lemma 4.22 and Definition 2.1. Then D is just the proper transform of LB in Y,
and the finite morphism f|p: D — LBuis an isomorphism by O, g, = f.Op.

(2): By Lemma 2.6, B = LBJ on an open neighborhood of x, since x € Sing.B.. By
shrinking X, we may assume that B is reduced, Sing X C {x}, and f is an isomorphism
outside f~'(x). Moreover, we may assume that D = By and Supp D = (Supp f*1B)U f~1(x),
since "B is reduced and f~'(x) C LBy.. In particular, Ky + D = f*(Kx + B). Now, Kx + B
is Cartier (cf. Fact 2.5(1)). Thus, (¥, D) is log-canonical and Ky + D is Cartier, and it implies
that (Y, D) is toroidal (cf. [41, Def. 3.12(2)], Fact 2.5). Therefore, f is a toroidal blowing up
with respect to (X, B) (cf. [41, Def. 4.19]). m|

DeriniTION 4.24. Let (X, S) be a log-canonical pair of a normal surface X and a reduced
divisor S. A bimeromorphic morphism f: ¥ — X from a normal surface Y is called an
essential blowing up of (X, S) if Ky + Sy = f*(Kx + S) for a reduced divisor Sy such that

e the f-exceptional locus is contained in Sy, and
e (Y, Sy)is 1-log-terminal on Y \ Sing Sy.
In this case, we say also that f: (¥,Sy) — (X, S) is an essential blowing up. Furthermore, if

S = 0, then X has only log-canonical singularities, and we call f an essential blowing up of
X.
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Remark. The pair (Y, Sy) is log-canonical (cf. Lemma 2.10(1)), and Sy is the union of
f7'S and the f-exceptional locus, since f,Sy = S. If (X,S = 0) is log-terminal, then any
essential blowing up of X is an isomorphism.

Remark. The referee pointed out that the essential blowing up is very similar to the dlt
modification (cf. [63, Def. 2.4]) for 2-dimensional log-canonical pairs. Since dlt is not an-
alytically local (cf. Remark 2.3), the dlt modification does not cover the case of essential
blowing up (¥,Sy) — (X,S) in which Y is non-singular and Sy contains a nodal rational
curve (e.g. Example 4.29(3) below).

Lemma 4.25. For a normal surface X with a reduced divisor S, assume that (X,S) is
log-canonical and that (X, S) is 1-log-terminal outside Sing S. Let f: Y — X be a bimero-
morphic morphism from a normal surface Y. Then the following conditions are equivalent:

(1) f is an essential blowing up of (X, S);
(1) f is a toroidal blowing up with respect to (X, S);

(iii) there is a reduced divisor Sy on Y such that Ky + Sy = f*(Kx + S) and that Sy

contains the f-exceptional locus.

Proof. We have (i) = (iii) by Definition 4.24. Assume (iii). Then any f-exceptional
prime divisor is contracted to a point of Sing S, since it is contained in Sy and since (X, S) is
1-log-terminal outside Sing S. Thus, f is an isomorphism over X \ Sing S, and (ii) holds by
Lemma 4.23(2).

Next assume (ii). Then Ky+Sy = f*(Kx+S), where Sy := f~'S contains the f-exceptional
locus. For a point x € X, if f~'(x) is not a point, then (¥, Sy) is toroidal along f~!(x), and
(Y, Sy) is 1-log-terminal along f~'(x) \ SingSy. Hence, (Y, Sy) is 1-log-terminal outside
Sing Sy, since (X, S) is so outside Sing S. This proves (ii) = (i). Thus, we are done. O

Lemma 4.26. For a log-canonical pair (X, S) of a normal surface X and a reduced divisor
S, let u: M — X be a bimeromorphic morphism from a non-singular surface M such that
the union of u='S and the u-exceptional locus is a normal crossing divisor. Let B, and
T, be effective Q-divisors on M without common prime components such that Ky + B, =
M (Kx+8)+T,. Let o: M — Y be the contraction morphism of all the y-exceptional prime
divisors not contained in _B, .. Let f: Y — X be the induced morphism such that u = f oo,
and set Sy := o.B,. Then f: (Y,Sy) — (X, S) is an essential blowing up.

Proof. The divisor "B, is reduced (cf. Lemma 2.10(1)). Since 7, is o-exceptional, by
applying o, to Ky + B, = u*(Kx + S) + T,,, we have Ky + Sy = f*(Kx + §). Then (Y, Sy) is
also log-canonical (cf. Lemma 2.10(1)) and Sy = 0. B, is reduced. We set D := .B,,.. Then
D = oISy by construction, and o|p: D — Sy is an isomorphism by Lemma 4.22 applied
to o and to the equality Ky, + B, = 0*(Ky + Sy) + T, (cf. the proof of Lemma 4.23(1)).
In particular, o(Sing D) = SingSy. Hence, (Y, Sy) is 1-log-terminal on the open subset
U := Y\ Sing Y by Proposition 2.12(2), since (M, B,,) is 1-log-terminal on o~ 'U. Moreover,
the f-exceptional locus is contained in o(D) = Sy, since the image of the u-exceptional
locus under o is contained in the union of o"(D) and a finite set. Therefore, f is an essential
blowing up. O
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Derinition 4.27. The essential blowing up (Y, Sy) — (X, S) in Lemma 4.26 is called the
standard partial resolution if u: M — X is the minimal resolution of singularities.

Note that the union of u~'S and the u-exceptional locus is normal crossing for the min-
imal resolution yu (cf. [30, Thm. 9.6]). We shall give local descriptions of standard partial
resolutions in Examples 4.28 and 4.29 below:

ExampLE 4.28. Let (X, S) be a log-canonical pair of a normal surface X and a reduced
divisor S. Assume that Sing X = {x}, Sing S C {x}, and x € S. Let f: (¥,Sy) — (X, S) be the
standard partial resolution, S’ the proper transform f1*1S in ¥, and C the exceptional divisor
f~'(x). If x € Sing S, then (X, S) is toroidal at x by Fact 2.5(1), and hence:

e f is the minimal resolution of singularities;

e (Cis a linear chain of rational curves (cf. [41, Def. 4.1]);

¢ Y intersects C only at two points in Cg, the intersection is transversal, and when C
is reducible, each end component of C contains just one intersection point.

If x € Seg and (X, S) is 1-log-terminal at x, then, by Lemma 4.25, f is an isomorphism.
Assume that x € Sy, and (X, S) is not 1-log-terminal at x. Then the local description of
(X, S) at x as in Fact 2.5(3). For the minimal resolution of singularities of X, the dual graph
of the union of the exceptional locus and the inverse image of S is well known (cf. [30,
Thm. 9.6(6)], [35, Ch. 3], [41, Thm 3.22(iii), Fig. 2]). As a consequence, the following
hold:

e ( is a linear chain Zf: | C; of rational curves;

e § intersects C only at one point in Yy, N C| N Creg for an end component C; of C,
and the intersection is transversal;

e Sing Y consists of two A;-singular points contained in Cyee, and when k > 1, these
points are contained in the other end component C;, of C.

ExampLE 4.29. Let X be a normal surface with a point x € X such that (X, 0) is log-
canonical and Sing X = {x}. By the classification of 2-dimensional log-canonical singulari-
ties (cf. [55, App.], [30, Thm. 9.6], [35, Ch. 3]), the standard partial resolution f: (¥, Sy) —
(X, 0) is described as follows:

(1) If (X, x) is a quotient singularity, then f is an isomorphism.

(2) If (X, x) is a simple elliptic singularity, then f is the minimal resolution of singular-
ities, and Sy is an elliptic curve.

(3) If (X, x) is a cusp singularity, then f is the minimal resolution of singularities, and
Sy is a cyclic chain of rational curves (cf. [41, Def. 4.3]).

(4) If (X, x) is a rational singularity and its index 1 cover with respect to Ky (cf. Defini-
tion 4.18(4)) is a simple elliptic singularity, then Sy is a non-singular rational curve,
and Sing Y consists of three or four cyclic quotient singular points contained in Sy.

(5) If (X, x) is a rational singularity and its index 1 cover with respect to Ky is a cusp
singularity, then Sy is a reducible linear chain of rational curves, Sing ¥ consists of
four A;-singular points contained in (Sy )y, and each end component of Sy contains
exactly two A;-singular points.
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DerintTioN 4.30. Let I' be a prime component of a reduced divisor S on a normal surface.
We define v(I'/S) :=#I' N (S -1).

Lemma 4.31. Let f: (Y,Sy) — (X,S) be an essential blowing up of a log-canonical pair
(X, S) of a normal surface X and a reduced divisor S. Let 0: Z — Y be a non-isomorphic
bimeromorphic morphism from another normal surface Z with a reduced divisor Sy such
that Sy contains the f o o-exceptional locus and that Kz + Sz = 0*(Ky + Sy). Then:

(1) The composite f oo: (Z,5S7) — (X,S) is an essential blowing up, and o: (Z,Sz) —
(Y, Sy) is a toroidal blowing up with respect to (Y, Sy).

(2) For any non-singular prime component I of Sy and for the proper transform o'
in Z, one has v(T'/Sy) = v(c™IT'/Sy).

(3) For any o-exceptional prime divisor O, one has v(®/Sz) =2

Proof. By Lemma 4.25, ¢ is a toroidal blowing up with respect to (¥, Sy) and is also an
essential blowing up of (¥, Sy). In particular, (Z, Sz) is 1-log-terminal outside Sing Sz. This
proves (1). Assertions (2) and (3) are deduced from properties of a toroidal blowingup. 0O

Lemma 4.32. Let (X, S) be a log-canonical pair of a normal surface X and a reduced
divisor S. For two essential blowings up fi: (Y1,51) — (X,S) and fr: (Y»,8) — (X,S),
there exists an essential blowing up f5: (Y3,S3) — (X,S) such that fl._' of3:Ys = Yiis
holomorphic and is a toroidal blowing up with respect to (Y;,S;) for any i = 1, 2.

Proof. We can take a bimeromorphic morphism y: M — X from a non-singular surface
M such that the union of x~'S and the u-exceptional locus is a normal crossing divisor and
that v; := fl.‘1 ou: M — Y;is holomorphic for any i = 1, 2. Let B, and T, be effective
Q-divisors on M without common prime components such that Ky + B, = u*(Kx +5) + T,.
Foreachi =1, 2,

Ky + B, =vi(Ky, + Si) + Ty,

and (B,)+ T, is v;-exceptional, since f; is an essential blowing up of (X, S). Letvz: M — Y3
be the contraction morphism of all the prime divisors exceptional for both v; and v,. Let
f3: Y3 = X be the induced morphism such that 4 = f3 o v3. Then we have a commutative
diagram

s

TN
e

y

of bimeromorphic morphisms. Now, Ky, + §3 = f;(Kx + §) for the reduced divisor S5 :=
v3.B, = v3..B, 1, since (B,) + T, is v3-exceptional. Hence,

(IV-7) Ky, + S5 = o(Ky, + S;)

for any i = 1, 2. Here, 0(S3) C S;, since Y; \ S; has only log-terminal singularities, and the
induced morphism ols, : S3 — §; is an isomorphism over S; \ Sing S; by Lemma 4.23(1).
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Hence, S; = 0(S3) forany i = 1, 2.

Let I' be an f3-exceptional prime divisor on Y3. Then o;(I) is a prime divisor for i = 1
or 2, and in this case, o;(I') is contained in the f;-exceptional locus; thus, o;(I') C S;. Here,
the proper transform I" of o;(I') is contained in S3 by S; = 0;(S3). Hence, S; contains the f3-
exceptional locus. Therefore, o;: (Y3,53) — (¥}, ;) is a toroidal blowing up for any i = 1,
2,and f3: (¥3,53) — (X, S) is an essential blowing up, by Lemmas 4.25 and 4.31. m]

Corollary 4.33. Let f: (Y,Sy) — (X,S) be an essential blowing up of a log-canonical
pair (X, S) of a normal surface X and a reduced divisor S.

(1) If an f-exceptional prime divisor T is non-singular, then v(I'/Sy) < 2.

(2) Let I be a non-singular prime component of Sy such that v(I'/Sy) # 2. Then T is not
contracted to a point by the meromorphic map g~' o f: Y --— Z for any essential
blowing up g: (Z,Sz) — (X.S), i.e., the proper transform of I in Z is a prime
component of Sz.

(3) If every f-exceptional prime divisor I is non-singular and satisfies v(I'/Sy) < 1,
then, for any essential blowing up g: (Z,Sz) — (X, S), there is a toroidal blowing
up h: (Z,87) — (Y, Sy) such that g = f o h.

Proof. Let us take an arbitrary essential blowing up g: (Z,Sz) — (X, S) and let f;: (Y1,S51)
— (X, S) be the standard partial resolution. By Lemma 4.32, we have an essential blowing
up fo: (Y2,82) — (X, S) with a commutative diagram

Y,
Y, 7 Y / X
VA

of bimeromorphic morphisms such that f, = f o ¢ and that o;: (¥2,8,) — (¥1,5)),
o: (Y2,85) = (Y,Sy), and 7: (Y2, 52) — (Z,S2) are toroidal blowings up.

Let I" be a non-singular prime component of Sy. Then the proper transform I’ = o*IT
in Y, is also non-singular and v(I'/Sy) = v(I"’/S,) by Lemma 4.31(2). If o(I"’/S;) # 2, then
I is not exceptional for both 7 and o; by Lemma 4.31(3). This shows (2). Assume that I"
is f-exceptional and that [” = o (I"’) is a divisor, which is a prime component of S;. If I
is non-singular, then v(I”/S;) = v(I"’/S,) by Lemma 4.31(2), and we have v(I"/S;) < 2 by
Examples 4.28 and 4.29. If I is singular, then f(I') = fi(I"") ¢ S, X has a cusp singularity at
f(@), and I'” is a nodal rational curve being a connected component of §;, by Examples 4.28
and 4.29; in this case, v(I""/S,) = 2, since o7 is a toroidal blowing up with respect to (Y1, .5;)
and is not an isomorphism over the node of I"” as I'”’ is non-singular. Therefore, v(I'/Sy) < 2
for the both cases of I/, and we have proved (1).

The remaining assertion (3) is deduced from (2). In fact, any f-exceptional prime divisor
is not contracted to a point by the meromorphic map 7 o c~': Y ---— Z by (2). Thus, every
T-exceptional divisor is o-exceptional, and hence, & := oo t7': Z — Y is holomorphic.
This implies (3) by Lemma 4.25. m]
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Lemma 4.34. Let (X, S) and (X', S") be log-canonical pairs of normal surfaces X and X’
and reduced divisors S and §S', respectively. Let T: X' — X be a morphism with only discrete
fibers such that S' = 'S and that Tlxns: X'\ S" = X\ S is étale in codimension 1. For
an essential blowing up f: (Y,D) — (X, S), let Y’ be the normalization of Y Xx X' with the
induced commutative diagram

y I x
al lf

f

Yy — X
Then f': (Y',D’) — (X’,S") is an essential blowing up for D’ := o™ 'D, 0: Y — Y isa
morphism with only discrete fibers, and the induced morphism Y’ \ D' — Y \ D is étale in
codimension 1.

Proof. Note that X’ Xy Y is irreducible and generically reduced by Lemma 1.13. Then o
has only discrete fibers, and it is étale in codimension 1 outside D, since D contains the f-
exceptional locus and since 7 is étale in codimension 1 outside S. The f’-exceptional locus
is just the inverse image by o of the f-exceptional locus, since - and 7 have only discrete
fibers. Thus, D’ = o~' D contains the f’-exceptional locus. We have Ky + 8’ = 7*(Kx + S)
and Ky + D’ = 0*(Ky + D) by Lemma 1.39, and moreover, Ky + D = f*(Kx + S), since
f is an essential blowing up. Hence, Ky: + D’ = f"(Kx + §’). In particular, (Y’,D’) is
log-canonical, and it is 1-log-terminal outside o' Sing D by Lemma 2.10.

By Definition 4.24, it suffices to prove that o~!' Sing D c Sing D’. For a point y €
o~ ! Sing D, by Corollary 1.8, we have an open neighborhood U™ of ¢’ in Y’ such that V" :=
o(U”)is open and 0y := oy~ U” — U is finite and surjective. By shrinking V", we may
assume that D|;» = I'y +T'; for two distinct prime divisors '} and I'; and that o(y’) € I'y NI.
Then o* Dy = o7,y + 0,15 and iy’ € 07Ty N o3, T,, where o7},I'y and o7}, I'; have no
common prime component, since o~ is surjective. Hence, y’ € Singo~'D. This shows
o~ Sing D c Sing D’, and we are done. |

4.4. Dual R-divisors. We fix a normal surface X and a non-zero reduced connected com-
pact divisor S on X such that the intersection matrix of prime components of S is negative
definite; in other words, S is the inverse image of a point by a bimeromorphic morphism
X — X to a normal surface X, by the contraction criterion (cf. [13, (e), page 366-367] and
[52, Thm. (1.2)]). We shall introduce primitive dual Q-divisors and dual R-divisors for a
prime component of S and study their basic properties.

Lemma-Definition 4.35. Let I be a prime component of S.
(1) There is a unique Q-divisor D(I'/S) on X supported on S such that

multy A = D(T'/S)A

for any divisor A supported on S. We call D(I'/S) the primitive dual Q-divisor of T’
with respect to S.
(2) For an effective R-divisor H on X such that Supp H = S, we define

A(T, H) := —(multy H)"'D(I'/S)
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and call it the dual R-divisor of I" with respect to H.
The following hold for D(I'/S) and AT, H):
(3) The Q-divisor —D(I'/S) is effective and Supp D(I'/S) = S.
4) If 1" is a prime component of S — T, then D(I'/S)I”" = 0. Moreover,

A= ZrcS(AF)D(F/S).

for any R-divisor A supported on S.
(5) For any effective R-divisor H on X such that Supp H = S, the R-divisor A, H) is
effective, Supp A(I', H) = S, —A(I', H) is nefon S, and A, H)H = —1.

Proof. Since the intersection matrix of S is definite, the Q-divisor D(I'/S) satisfying (1)
exists uniquely, and we have (4). Since D(I'/S) is nef on S, we have (3) by Remark 1.25.
Assertion (5) is deduced from (3) and (4). m]

Lemma 4.36. Let w: Y — X be a bimeromorphic morphism from a normal surface Y, and
set Sy := n'S. Let Hy be an R-divisor on Y such that Supp Hy = Sy, and set H := n.Hy.
Then, for any prime component I of S and its proper transform n'T" in Y, one has

a'DI/S) = D(™T/Sy) and n*AT, H) = AT, Hy).

Proof. Note that Sy is compact and connected, the intersection matrix of prime compo-
nents of Sy is also negative definite, and Supp H = S. For any m-exceptional prime divisor
E, we have D(7"*'T'/Sy)E = 0 by Lemma-Definition 4.35(4), since either E N Sy = 0 or
E c Sy. Thus, D(n*1T'/Sy) = n*D for the pushforward D := x, D(z*IT'/Sy). Then
1, if T'=T,

DI'f = (7*D)a™'T" = DM /Sy)a* " = .
0, otherwise,

for any prime component I'" of S, and D = D(I'/S) by Lemma-Definition 4.35(1). Thus,
we have the first equality. The second equality follows from the first one by Lemma-
Definition 4.35(2), since multmpr Hy = multy H. |

We have the following generalization of the first equality in Lemma 4.36:

Lemma 4.37. Let n: Y — X be a non-degenerate morphism from a normal surface Y
such that Sy := n~'S is compact. Let © be a prime component of Sy. Then

7.D(®/Sy) = Zﬁ(@)crcs(mult@ 7 T)D(T/S).

In particular, if m(0©) is a prime divisor I, then
m.D(®/Sy) = (multe 7*T)D(T'/S).
Conversely, for any prime component I of S, one has

7 D(T/S) = ZFC”(@(multp 7.0)D(O/Sy).

Proof. For any prime component I" of S, we have

(7. D@®/Sy))I' = D(®/Sy)n*T = multe ©'T
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by Lemma-Definition 4.35(1). This implies the first equality, since multg 7*I" # 0 if and
only if m(®) c I'. The second equality is a special case of the first one. The third equality is
deduced from equalities

(7*D(I'/8))® = D(I'/S)7.0 = multr 7.0

and from Lemma-Definition 4.35(4). O

The following result almost corresponds to the last assertion of [6, Prop. 1.4].

Proposition 4.38. Assume that (X, S) is log-canonical and let H be an effective R-divisor

on X such that Supp H = S. Then there exist positive rational numbers c| < ¢, depending
only on (X, S, H) such that

(IV-8) cn'H < AO,n"H) < con'H

for any non-degenerate morphism n: Y — X from a normal surface Y and any prime com-
ponent ® of Sy 1= n~LS satisfying the following conditions:
(1) n(Y) is an open neighborhood of S, and n: Y — n(Y) is a bimeromorphic morphism
inducing an isomorphism Y \ Sy ~ n(¥Y)\ S;
(i) multg A, = O for the Q-divisor A, defined by Ky + Sy = n*(Kx + S) + A,.

Proof. We shall prove the assertion by three steps.

Step 1. We shall reduce the assertion to the following two cases of (7, ®):
(1) mis the identity morphism;
(2) n(Y) = X and the exceptional locus of  equals the prime component ®.
Note that in case (2), we have A, = 0 by multg A, = 0. Let ¢; and ¢, be positive rational
numbers such that (IV-8) holds only in cases (1) and (2). Let (x: ¥ — X, ®) be an arbitrary
pair satisfying (i) and (ii). First, assume that @ is not m-exceptional. Then ® = #*IT" for a
prime component I" of S, and we have

A@®, 7" H) = n*AT, H)

by Lemma 4.36 applied to the bimeromorphic morphism Y — n(Y). Hence, (IV-8) for this
(m,®) is deduced from that for (idy,I'). Second, assume that ® is m-exceptional and let
@: Y — Y be the contraction morphism of the union of 7-exceptional prime divisors except
@. Then 7 = 7 o ¢ for a morphism 7: ¥ — X satisfying (i), the 7-exceptional locus is
0 := ¢(0), and

A@, 7 H) = " A(@®, 7" H)

by Lemma 4.36. We can construct a bimeromorphic morphism 7: Y — X with an isomor-
phism A YY) ~ Y over X by gluing ¥ — n(Y) and the identity morphism of X \ S. Then
® = 0 and 7*H = " H are regarded as Q-divisors on Y, and we have

A®, # H) = A®, 7 H).

Thus, (IV-8) for (7, ®) is deduced from that for (7, @). Therefore, it is enough to prove the
assertion only in the cases (1) and (2).
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Step 2. We shall reduce the assertion to the case where X is non-singular and S is a simple
normal crossing divisor. Since the assertion is on R-divisors lying over S, we may replace
X with an open neighborhood of S freely. Thus, we may assume that X \ § is non-singular.
There is a bimeromorphic morphism p: M — X from a non-singular surface M such that
Sy = 'S is a simple normal crossing divisor and that y is an isomorphism over X \ S.
Then the Q-divisor A, defined by Ky + Sy = p*(Kx + ) + A, is effective as (X, S) is log-
canonical. Assume that the assertion holds for (M, Sy, u*H) instead of (X, S, H), i.c., the
inequality corresponding to (IV-8) holds for (M, Sy, u*H) for some c; and c¢;. By Step 1,
it is enough to verify (IV-8) for (7, ®) such that 7 is a bimeromorphic morphism, ® is the
exceptional locus of 7, and A, = 0. Then (¥, Sy) is log-canonical by Ky +Sy = 7" (Kx +S) (cf.
Lemma 2.10(1)). We can find a bimeromorphic morphism v: N — Y from a non-singular
surface N and a bimeromorphic morphism ¢: N — M such that v is an isomorphism over
Y \ Sy, ¢ is an isomorphism over M \ S);, and the diagram

N Y5y
‘| |
ML x
is commutative. Then
A0, v (" H)) = v A®, 7 H)
by Lemma 4.36. We set Sy := ¢ 'Sy = v 'Sy, and let Ag and A, be Q-divisors defined by
KN+SN =¢*(KM+SM)+A¢ and KN+SN :V*(Ky+Sy)+AV.

Then A, is ¢-exceptional and effective, and A, is v-exceptional and effective, as (M, Sy/) and
(Y, Sy) are log-canonical. Moreover, we have

A+ ANy =A, + VA=A,

Thus, v*'® ¢ Supp Ay and ¢(*!®) ¢ Supp A,. As an inequality corresponding to (IV-8)
for (M, Sy, 7 H), we have

16" (" H) < AOMO, ¢ (1" H)) < c2¢" (" H).
Applying v, to it, we have
an'H < AO,n"H) < con*H

by Lemma 4.36, since ¢*(u*H) = v*(n*H). Therefore, for the proof, we may replace
(X, S, H) with (M, Sy, i*H).

Step 3. The final step. We may assume that X is non-singular and S is a simple normal
crossing divisor by Step 2. Since S has only finitely many prime components, we have
positive rational numbers ¢! < ¢ satisfying

(IV-9) AH < A(T,H) < SH

for any prime component I of S. We shall show that rational numbers ¢; = c? and ¢; >
9+ (2h*)! satisfy the inequality (IV-8) for
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h := min{multr H | I is a prime component of S}.

By Step 1, it is enough to verify (IV-8) in the case where 7: ¥ — X is a bimeromorphic
morphism, ® is the exceptional locus of 7, and A, = 0. Since Ky + Sy = 7*(Ky + ), the pair
(Y, Sy) is log-canonical and 7 is a toroidal blowing up at the node x := m(®) of S. Hence,
x € I'y NI, for two prime components I'}, I'; of S, and AT, N 2T, N ® = 0. Therefore,
x ¢ n(z"IT, N 7,), and

(IV-10) [ = @), + 1.
Fori = 1, 2, we set q; := multeg 7°T; € Q, i.e., 7°T; = 7II'; + ¢;0. Then
(IV-11) @O =ay', @)@ =q;', and ©%=—(aqa)".
In fact, the second equality of (IV-11) is obtained by calculation
[ = @ THA0 = AT + 0740, =T = 1+ 0,07,

using (IV-10): We have the first equality by interchanging (I'y, a;) and (I';, a;), and the third
one by calculation

0=a(@T)O = ax;(7"'T)O + 410,08 = 1 + a,a,0?

using the first equality. We set &; := multr, H for i = 1, 2, and h3 := multg 7*H. Then
hs = ahy + axh, and we have

hsm, A@,n"H) = -1, D(®/Sy) = —a; D' /S) — a, D(I',/S)
=a ATy, H) + axh, AT, H)

by Lemma 4.37 and Lemma-Definition 4.35(2). Therefore,
(IV-12) AH < 1.A@, 1" H) < SH
by (IV-9). For the rational number e defined by
AO,"H) = n* (7. A(®, n"H)) + €O,
we have e = aja,/h; > 0 by calculation
—1/h3 = A@,7"H)O = e@® = —¢/(aia»)
using Lemma-Definition 4.35(2) and (IV-11). Therefore,
c(l)n*H <AO,7"H) < cgﬂ*H + alazhglG) < (cg + alazhgz)ﬂ*H
by (IV-12) and by h30 < n*H. Here, aja;h3? < (2h*)™" by
h; = (athy + axha)* > 2aya0hihy > 2a1a:h7.

Thus, we have the expected inequality (IV-8) for ¢; = ¢! and ¢, > ¢ + (2h%)™!, and we are
done. O



SINGULARITY OF SURFACES WITH ENDOMORPHISMS 475

5. Endomorphisms of normal surface singularities

The purpose of this section is to prove Theorem 5.3 below from which Theorem 0.2 is
deduced directly. This is stated for two cases (I) and (II), in Section 5.1. The proof in
the case (I) (resp. (II)) is given in Section 5.4 (resp. 5.2). In Section 5.3, we shall prove
Theorem 5.10 which is a key to the proof in the case (I).

5.1. Setting and statement. Let X = (X, x) be a germ of a normal surface X at a point
x. We consider a non-isomorphic finite surjective endomorphism f: ¥ — X of the germ.
Then X is a log-canonical singularity by Corollary 3.7. Note that f is induced by a morphism
f: X° — X of normal surfaces from an open neighborhood X° of x such that f has only
discrete fibers, f~'(x) = {x}, and deg, f > 1 (cf. Definition 1.9, Remark 3.2). Here, we may
assume that Sing X C {x}.

REmMARK 5.1. By assumption and by Corollary 1.8, there is an open neighborhood U” of
x in X° such that V = f(U’) is open and f|y-: U" — V is a finite morphism of degree
=deg, f > 1.

RemaARk 5.2. If X = (X, x) is a 2-dimensional quotient singularity, then any finite endo-
morphism f: X — X étale outside x is an isomorphism (cf. [6, §2.1]). This is shown as
follows: For morphisms f: X° — X and f|,: U — V = f(U’) above, we may assume that
U\ {x} is étale over V \ {x}. Since (X, x) is a quotient singularity, by shrinking V" and V, we
may assume that the fundamental group r;(V \ {x}) of V' \ {x} is finite. Then deg T is just the
index of the subgroup (V" \ {x}). As a consequence, degf is bounded. If degf > 1, then
deg f¥ = (degf)* is sufficiently large for k > 0 for the k-th power f¥ = f o fo --- o §. Thus,
degf =1 and f is an isomorphism.

Theorem 0.2 is a direct consequence of:

Theorem 5.3. Let X be a normal surface with a reduced divisor S such that Sing X U
Sing S c {x} for a point x. Let f: X° — X be a morphism from an open neighborhood
of x in X° such that f has only discrete fibers, f~'(x) = {x}, deg, f > 0, 'S = Slx-,
and f is étale over X \ ({x} U Supp S). Then (X,S) is log-canonical by Theorem 3.5. For
any essential blowing up ¢: Y — X of the log-canonical pair (X, S), the meromorphic map
f)(,z) : YP ...5 Y defined in Definition 5.4 below is holomorphic and has only discrete fibers
in the following two cases:

I) § =0, and (X, x) is not a cusp singularity;
(I) x € S, and f*S = dS|x- for a positive integer d.

DerINiTION 5.4. For an integer k > 1 and for the morphism f®: X® — X in Defini-
tion 3.1, we set Y® := ¢=1(X®) and define
©, y o e vy

as the composite of meromorphic maps. We write Y° := Y and fy := f(l), since X° = X
and f = f,
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RemMark 5.5. By the assumption of Theorem 5.3 and by Lemma 1.39, we have Kx-+S|x- =
S (Kx +9).

5.2. Proof of Theorem 5.3 in the case (II). The case where x € Sing S (resp. x € Sy,) is
treated in Proposition 5.6 and Corollary 5.7 (resp. Proposition 5.9) below. Theorem 5.3 in
the case (II) is just derived from Corollary 5.7 and Proposition 5.9. Proposition 5.8 below
concerns the case where (X, S) is 1-log-terminal at x; it is not related to Theorem 5.3 directly,
but where we consider a lifting problem of f by another kind of toroidal blowing up.

Proposition 5.6. In the situation of Theorem 5.3, assume that {x} = S; N S, for two
distinct prime components S| and S, of S and that

f78i = diSilx-

for some positive integer d; fori = 1 and 2. Then deg, [ = d\d>. Moreover, the meromorphic
map fy = l(/l): Y° = YU ....5 Y in Definition 5.4 is holomorphic if and only if d, = d», and
in this case, fy has only discrete fibers.

Proof. The pair (X, S) is toroidal at x by Fact 2.5. For the finite morphism f|-: U —
Y = f(U’) in Remark 5.1, by shrinking V, we may assume that there is an open immersion
j: VY < V to an affine toric surface V = Tn(o") (cf. Section 4.1), where S|y = j~'D for the
boundary divisor D of V. We assume that (N, o) is as in Fact 4.1 with primitive elements e;
and e, of N and that S;|y = j~'T; for any i = 1 and 2, for the prime components I'; = I'(e})
and I'; = T'(ep) of D. Hence, j(x) is the fixed point % of the action of Ty. By shrinking
V furthermore, we may assume that the open immersion ¥V \ § — V \ D ~ Ty induces
an isomorphism m;(V \ S) =~ m(V \ D) =~ N of fundamental groups (cf. [38, Cor. 3.1.2]).
Let N' be a finite index subgroup of N isomorphic to the image of the homomorphism
7 (U'\S) — m(V\S) associated with the finite étale morphism fly-s: U\ S — V\S. The
inclusion N™ ¢ N and the cone o ¢ N" @ R = N ® R define a toric morphism

n: V= Tyi(o) = V = Tn(o)

(cf. Definition 4.5), which is finite and surjective and is étale over V' \ D. Moreover, U"\ § —
VY \ § is isomorphic to the base change of 7 by the open immersion V \ § < V. Therefore,
U =~ V' xyVover V by a theorem of Grauert—-Remmert (cf. [14], [18, XII, Thm. 5.4]),
since normal varieties U and V' xy V are finite over ¥ and these are isomorphic to each
other over the Zariski-open subset V' \ S. In particular, the singularity of V' is the same as
that of V", and the type (n, q) of (N, o) equals that of (N, o) (cf. Definition 4.2). Hence,
we may assume that N* = N, V' = V, and r is a toric endomorphism T(¢): V — V
associated with an injective endomorphism ¢: N — N such that ¢r(0) = o. The open
immersion j7: 7 < V' = V induced by j: ¥ < V is also a toroidal embedding such
that j™'D = S|;-. Since n~'T; is either I'; or I',, we have 7*T; = 4T fori = 1, 2 by
f*Si = d;Si|x-. Hence, deg, f = degn = did, by Lemma 4.10. Note that j" and j may not
induce the same open immersion to V from a common open neighborhood of x.

By Lemma 4.25, the essential blowing up ¢: ¥ — X is a toroidal blowing up and is an
isomorphism over X \ {x}, since (X, S) is toroidal at x and Sing X U Sing S C {x}. Thus, ¢
is induced by a bimeromorphic toric morphism p: W = Tn(a) — V = Tn(o) associated
with a fan A of N such that |A] = o (cf. Example 4.3). More precisely, ¢ is obtained by u
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as follows: Let 6: W — V be the base change of u by j: ¥V < V. This is expressed as the
blowing up of V along a closed subscheme Z of Spec Qy,,./mX for k > 0, where the defining
ideal J of Z in Oy is written as in Remark 4.7. The morphism ¢: ¥ — X is defined as
the blowing up of X along the closed analytic subspace Z. In other words, Y is obtained by
gluing X and W via the isomorphism W \ 67!(x) ~ V \ {x}. Here, A contains at least three
1-dimensional cones, since u is not an isomorphism.

We can consider the following three commutative diagrams

wh — s w wh— w Yi — > v

S I N T

v 2 v, v MLy ox L x

where W' (resp. W7, resp. Y7) is the normalization of the fiber product V xy W (resp.
U xy W, resp. X° Xy Y)of 1: V = VI — V and u (resp. fly- and 6, resp. f and ¢), and
where ' (resp. 67, resp. ¢) is induced by the first projection. In the first diagram, W' is
a toric variety expressed as Tn(A") for the fan AT consisting of cones gbﬂ‘{l‘r forall T € A,
and ' is a bimeromorphic toric morphism defined by [AT| = o In particular, A and AT give
subdivisions of o and #A = #A". The second diagram is obtained from the first one by base
change by j: V < V, since flyr = wo j'. Itis also obtained from the third diagram by base
change by open immersions ¥ < X and U" < X°. Thus, ¢': Y' — X° is a toroidal blowing
up induced by the bimeromorphic toric morphism ' via the open immersion j': U < V7.

On the other hand, ¢° := ¢|y-: Y° = ¢~ !(X°) — X° is also a toroidal blowing up and
it is induced by u: W — V via j: ¥V < V. Note that fy: Y°---— Y is holomorphic if and
only if (¢")™! 0 ¢°: Y°---— YT is so. Since ¢ (resp. u) is an isomorphism over X \ {x} (resp.
V \ {j(x)}), by the relation of three diagrams, we see that fy is holomorphic if and only if
(uHTou: W--— W'is so: This is equivalent to A = A" by Lemma 4.8, since |A| = |AT| = o
and #A = #A". Moreover, if fy is holomorphic, then it has only discrete fibers, since the
morphism W' — W induced by the second projection is finite and surjective.

Assume that d; = d». Then ¢: N — N is the multiplication map by d;, by Lemma 4.10.
It implies that A = A", and hence, fy is holomorphic. Conversely, assume that fy is holo-
morphic. Then ¢: N* = N — N is compatible with AT(= A) and A (cf. Definition 4.5). In
particular, ¢r has at least three eigenvectors, since A contains at least three 1-dimensional
cones. This implies that ¢ is a scalar map, and hence, d; = d, by Lemma 4.9. Thus, we are
done. |

Corollary 5.7. In the situation of Theorem 5.3, assume that x € Sing S and [*S = dS|x-
for a positive integer d. Then deg, f = d*, and fl(,z): Y® — Y is holomorphic with only
discrete fibers.

Proof. By replacing X with an open neighborhood of x, we may assume that {x} =
S1 N S, for two distinct prime components S and S, of S. Thus, the assertion follows from
Proposition 5.6 applied to f®: X® — X instead of f: X° — X. o

Proposition 5.8. In the situation of Theorem 5.3, assume that x € S and that (X, S) is
1-log-terminal at x. Then flsnx-: S N X° — § is an isomorphism at x. Moreover, for any
integer k > 0 and for any non-isomorphic toroidal blowing up ¢: Y — X at x in the sense
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(©) below, the meromorphic map fl(/k) : YW ... Y in Definition 5.4 is not holomorphic:

(¢) By Fact 2.5, x has an open neighborhood U with a prime divisor S’ on U such that
x € Sly NS and that (U, S|y + §’) is toroidal at x. The bimeromorphic morphism
¢: Y = X is a toroidal blowing up with respect to (U, S|y + ") for such U and S’.

Proof. For the finite morphism f|-: U" — V = f(U’) in Remark 5.1, we may assume
the existence of an open immersion j: ¥V < V to a toric surface V = Ty(0) satisfying the
following conditions by Fact 2.5 and by an argument in the proof of Proposition 5.6:

e j(x)is the fixed point * by an action of Ty;

e j ', = S|y for a prime component I'; of the boundary divisor D = I'; +I'; of V;

e (¢ is a toroidal blowing up with respect to (V, j~' D);

e the homomorphism zr(V \ j~'D) — x{(V \ D) = N of fundamental groups is an
isomorphism.

Let N¥ be the subgroup of N isomorphic to the image of the homomorphism
mU\f(GTD) > m(V\ D)

associated with the finite étale morphism U\ f~'(j='D) — V\j~!D. Let r: V¥ = T\:(0) —
Tn (o) be the toric morphism associated with the inclusion N¥ ¢ Nand o0 ¢ NF®@R = N®R.
Then fl;: U — Visisomorphic to the base change of by j by the same argument as in the
proof of Proposition 5.6. In particular, the type (1, ¢) of (N, o) equals that of (N*, o). Hence,
7 is isomorphic to a toric morphism T(¢): Tn(o) — Tn(o) associated with an injective
homomorphism ¢: N — N such that ¢r(0) = 0. Since f|- is étale over V' \ j~'T',, we have
7'y =TI'y and n*T", = dI'; for a positive integer d > 0. Hence, deg, f = degmn = d > 1 by
Lemma 4.9. In particular, nr, : I'; — I'; is an isomorphism, and hence, flsnx-: SN X° — §
is an isomorphism at x.

Let u: W = Tn(a) — V = Tn(o) be a toric morphism defined by a fan A such that
|A| = o and assume that the toroidal blowing up ¢: ¥ — X in the sense of (¢) is induced
by u in the same way as in the proof of Proposition 5.6. For an integer k > 0, let W% be
the normalization of the fiber product V xy W of u and the k-th power 7*: V — V. Then
W® ~ Ty(a®) for the fan A® consisting of cones (¢]§)_1T for all T € A, and the morphism
W® — V induced by the first projection is a toric morphism defined by |[A%| = . As in
the proof of Proposition 5.6, if £ is holomorphic, then A®) = A, and ¢ is a scalar map.

However, ¢£‘§ has two eigenvalues 1 and d > 1; thus, it is not a scalar map. Therefore, fl(,k) 18

not holomorphic for any k£ > 0. m|

Proposition 5.9. In the situation of Theorem 5.3, assume that x € Sy, and (X, S) is not
1-log-terminal at x. Then there is a positive integer d such that f*S = dS|x- and deg, f = d>.
Moreover, the meromorphic map fl(,z) in Definition 5.4 is holomorphic and has only discrete
fibers for any essential blowing up ¢: Y — X of the log-canonical pair (X, S).

Proof. For the proof, we may replace X with an open neighborhood of x freely. Hence,
we may assume that Sing X = {x}, S is a non-singular prime divisor, and 2(Ky + S) ~ 0 (cf.
Fact 2.5(3)). In particular, f*S = dS|x- for a positive integer d. Let A: X — X be an index 1
cover with respect to Kx + S. Then

e Ais a double cover étale over X \ {x},
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e 17'(x) = {&} for a point %, and

° (Y,:ST) is toroidal and X € SingEfor the divisor § := A*S,
by Fact 2.5(3). Since Kx- + S|x- = f*(Kx + S) (cf. Remark 5.5), by Lemma 4.21(2), after
replacing X° with an open neighborhood of x, we have a morphism f: X=2'x)->X
suchthat 1o f = fo (Als-). Here, f has only discrete fibers, f~'(%) = {%}, and f*§ = dﬁ;o.
Then deg, f = deg. f = d? by Corollary 5.7. By iterating f, we have a commutative
diagram

f(Z)

o 1, %

/1|>7(2>l l/l
f(2)

X® —— X,

where X@ := 27/(X®) and f@ := fo (flzn).
We set T := ¢S and apply Lemma 4.34 to the essential blowing up ¢: (¥, T) — (X, S)
and the index 1 cover 4: X — X. Then we have a commutative diagram

Y 4 X

o] K

YLX

in which Y is the normalization of the fiber product Y X Xi , P (Y, T) - (i , E) is an essential
blowing up for the reduced divisor T = o~'T, and o is étale in codimension 1 over ¥ \ 7.
Moreover, o is an index 1 cover with respect to Ky + T = ¢*(Kx + S) by Lemma 4.21(3),
since Kx- + S|x- = f*(Kx + S). Then o o ﬁ?) = )(,2) o (0lyw) for the meromorphic map

~—1

27 = ey g @) S 30 LR LY

By Lemma 4.25, @ is a toroidal blowing up at X. Hence, f,(;) is a holomorphic map with only

discrete fibers by Corollary 5.7. Thus, fl(,z) is so. O

5.3. A key theorem. We shall prove the following theorem, which is a key to the proof
of Theorem 5.3 in the case (I).

Theorem 5.10. Let X be a normal surface with a point x and let f: X° — X be a
morphism from an open neighborhood X° of x such that f~'(x) = {x}, deg, f > 1, and f is
étale over X \ {x}. Let ¢: Y — X be a bimeromorphic morphism from a normal surface Y
such that B := ¢~ (x) is a divisor, ¢ is an isomorphism over X \ {x}, and Ky + B = ¢*Kx. We
define g: Y° ---— Y to be the meromorphic map fy in Definition 5.4 and assume that

(#) any prime component of B is not contracted to a point by g.

Then g is holomorphic and induces an automorphism of the set of prime components of B by
' = Supp gp[ (cf. Definition 1.30(3)). Moreover, the following hold for b := (deg, f)'/* >
0:
(1) If Supp g1 =T for a prime component I of B, then b € Z and g*I" = bI.
(2) There exists an effective R-divisor H on Y such that Supp H = B, g*H = bH|y-, and
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HT < 0 for any prime component I of B.

We shall prove Theorem 5.10 by applying results in Sections 1.4 and 4.4. The final
part of the proof is given at the end of Section 5.3 after showing necessary results under
the condition of Theorem 5.10. We begin with the following lemma on the graph of the
meromorphic map g:

Lemma 5.11. Let V be the normalization of the fiber product Y Xx X° of ¢ and f over
X. Let ¢: V — Y and py: V — X° be morphisms induced by projections from the fiber
product. Then there is a bimeromorphic morphism p: V. — Y° such that ¢ = g o u and
oy = ¢° o for ¢° = ly-: Y° — X°. In particular, there is a commutative diagram

v
(V-1) Yo g Yy
SO &

X° X

and V is isomorphic to the normalization of the graph of g.

Proof. Let W be the normalization of the graph of the bimeromorphic map gp‘_/] o’ Y°
= V. Letv: W — Y°and ¢: W — V be induced morphisms such that ¢° o v = ¢y o .
Then we have a commutative diagram

W 1% Y
vl sﬂvl l‘P
v -, x L, x

and the meromorphic map g = fy is expressed as the composite ¢oyrov~!. If a prime divisor
= on W is y-exceptional, then Z ¢ y~!(¢~'B) = v~'B, and Z is not expressed as v*IT" for
any prime component I' of B by (§) in Theorem 5.10; hence, = is v-exceptional. Therefore,
the meromorphic map y := v o y~': V.= ¥° is holomorphic, and ¢y = ¢° o u. Hence,
W: W — V is an isomorphism, since W is the normalization of the graph of u=! = tp“,l o ¢°.
Thus, g o u = ¢, and V is isomorphic to the normalization of the graph of g. |

Remark. The following hold for the diagram (V-1):
e ¢, ¢°, and u = v oy~ ! are bimeromorphic morphisms;
e ¢ has only discrete fibers and is étale over Y \ B;
e the restriction u~'((¢°)"' V") — ¢ 'V of ¢ is a finite and surjective morphism of
degree deg,. f for some open neighborhoods U and V of x (cf. Remark 5.1).

DeriNiTION 5.12. As reduced divisors on Y° and V, we define
B°:=Bly- and By :=¢ 'B=u"(B),

respectively. For an R-divisor D on Y such that Supp D C B, we write D° = Dly. as an
R-divisor on Y°, and set
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DY :=p*(D°) and Dy := u(D)
as R-divisors on V (cf. Definition 1.22). However, sometimes, we write B = B° and D = D°

for simplicity. Note that By = (BY)eq.

ReMARK 5.13. For the R-divisor D above, the pullbacks ¢'*!D and ¢g*D and the pushfor-
wards grqD° = gD and g.D° = g.D by the meromorphic map ¢ are defined in Defini-
tion 1.30. Here, g.D = ¢.D" and gj.;D = ¢.D(y, by definition, and gi*!D = g*D = p.(¢*D),
since ¢ has no exceptional divisor. If g is holomorphic, then g.D = gp.qD.

DerINITION 5.14. For an integer k > 0, we define g®: Y® ...— Y to be the meromorphic
map f)(,k) in Definition 5.4.

RemARrk 5.15. For an R-divisor D on Y such that Supp D C B, we can consider gik)D,
gEgD, and g¥*D as in Remark 5.13. Then

9'D = glygD) and ¢**"D = ¢ (¢“ D)

for any k, [ > 0 by Lemma 1.32, since ¢ has no exceptional divisor. However, we can not

expect the equality gD = ¢® (¢ D) in general.

DeriniTION 5.16. Let I be the set of prime components of B. We defineamap fi: I — I
and a functiona: I — Q by

fi0) :==Suppgy’ and a() := multrg*B

(cf. () in Theorem 5.10). Let J be the set of prime components of By = ¢~'B = ' B°, and
for each I' € I, let Jr be the set of prime components ® of By such that $(®) = I'. Then
J = | |rer Ir. For ® € I, we define

ap := multg "B = multg ¢'T" and me := multr ¢.0 = deg(¢le: ® — I).

REMARK 5.17. For any I' € I and for the proper transform I'tyy = u*'T"°, we have

fiM) =¢I'v)) and a() = multr, ¢'B = multr,,, & (fiD)).

In particular, a(I') is a positive integer, since ¢ has only discrete fibers and since ¢*B is a
divisor (cf. Lemma 1.19 and Remarks 1.20 and 1.24(5)). Moreover,

I'ov) €lgpmy, al)=ar,, and g I =¢.Lw)=mr, fi()
forany I € I If f;7'(fi(I))) = {T'}, then

(V-2) g (fiD) = p.¢" (i) = aDp.I'yy = aD)T,

since 4,® = 0 for any ® € J;(I') \ {I'}. For an integer k > 1, we can consider the map
(f®);: I - Iassociated with f®: X® — X similarly to fi, where (f®)(I') = Supp g\l
for any I' € I. Then

(1) (f®); equals the k-th power (i) = fio---o fi: I — I forany k > 1, and

(2) the equality

mulr(g®)'B = [ | atsy@y
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holds for any I' e I and £k > 1.

These are shown by equalities in Remark 5.15.

ReMaRrk 5.18. ForI' e I and O € Jr, we have
¢'T = ZMF ae® and ¢.0 = mel
by Definition 5.16, and moreover, by Lemma 4.37,
¢.D(@®/By) = agD(I'/B) and ¢*"D(I'/B) = Z@GJ meD(O/By).
r
Lemma 5.19. Let D be a non-zero effective R-divisor on Y such that Supp D C B. We set
H := Hp := Y e hr D(I'/ B), where
3 0, if multyr D = 0,
—(multy D)~Y,  otherwise.

Then H is effective, Supp H = B, and —H is nef on B (c¢f. Remark 1.25). If fi: I — Lis
bijective and if g*D = bD for a real number b > 0, then gik)H = b*H for any k > 1.

Proof. By Lemma-Definition 4.35(3), H is effective and Supp H = B. Moreover, HI" =
hr < 0 for any I' € I by Lemma-Definition 4.35(1). Thus, —H is nef on B, and we have
proved the first assertion. Assume that g*D = bD. Then

a(I’) mult; )y D = multr g*D = b multy D

for any I' € I by the definition of a(I'). In particular, I' ¢ Supp D if and only if fi(I') C
Supp D, and we have

a(D)hr = bhy,r
for any I' € Supp D. On the other hand,
w'DI'/B) = D(I'v)/By) and g.D(I'/B) = ¢.D(I'wv,/By) = a()D(fi(I')/B)
for any I' € I by Lemma 4.36 and Remarks 5.17 and 5.18. Therefore,
g.H=) hg.DT/B)=) ha(D)D(f(T)/B)
=5 qunp MDD B),

and we have g,H = bH when f; is bijective. For any k > 1, we have g®*D = b*D by
Remark 5.15, and if £ is bijective, then (f*); = (f;)* is bijective by Remark 5.17(1). Hence,
if £ is bijective, then g’ H = b*H by the argument above applied to f® instead of f. O

Lemma 5.20. Assume that X \ {x} is non-singular. Then (Y, B) and (V, By) are log-
canonical, and Ky + By = u*(Ky- + B°).

Proof. The pair (Y, B) is log-canonical by Ky + B = ¢*(Kx) and by Lemma 2.10(1). Since
¢ is étale over Y \ B and since f is étale over X \ {x}, we have

Ky + By = ¢"(Ky + B) = ¢"(¢"Kx) = ¢y(f"Kx) = ¢y(Kx-)
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by Lemma 1.39 for the morphism ¢y: V — X° in Lemma 5.11. Thus, (V, By) is also log-
canonical by Lemma 2.10(1), and we have

K (Kye + B%) = " (¢”" Kx-) = ¢} (Kx-) = Ky + By
by ¢v = ¢° o p. O
Proposition 5.21. Let H be a non-zero R-divisor on Y and let b be a positive real number

such that Supp H C B, —H is nef on B, and gff)H = b*H for any k > 1. Then ¢*H = bH"
and deg, f = b, where H' = p*H® (cf. Definition 5.12).

Proof. By Remark 1.25, H is effective and Supp H = B. Moreover, we can write
(V-3) H=Y"_ BrAT,H)

for non-negative real numbers Sr = —(HI') multr H by (2) and (4) of Lemma-Definition 4.35.
Note that 8 := Y rgfBr > 0 as H # 0. For the assertion, we may replace X with an open
neighborhood of x. Thus, we may assume that X \ {x} is non-singular. Then there exist
positive integers ¢; < ¢, depending on (Y, B, H) such that

(V-4) ciHY < A@,HY) < ,HY

for any ® € J, by Lemma 5.20 and by Proposition 4.38 applied to (Y°, B°, H®), u: V — Y°,
and ©.
For a prime component ® of By, we define

P mult@HV
o multr H ’

where I' = ¢(®), i.e., ® € Jr. Then
GATH) =) moioA©, H')
by Lemma 4.37 and Lemma-Definition 4.35(2). It implies that
(V-5) b= ., Molo.
In fact, by ¢. H V= g.H = bH and by Lemma-Definition 4.35(5), we have
(¢*"AT, H)H" = AT, H)¢..H" = bA(T, H)H = —b,
(¢"AT, H)H" = Z@dr metoA©, HYHY = — Z@ejr moto.
Then, forany I' € I,
c1bHY < ¢*AT, H) < c,bH"
by (V-4) and (V-5), and moreover, by applying ¢., we have
c1b*H < (deg, /)AI, H) < c,b*H.
Therefore,
cifb”® < deg, f < b’

for B = YrafBr > 0 by (V-3). We can apply the argument above to f® for any k >
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1 instead of f, since gik)H = b*H and since ¢y, ¢y, and S depend only on (Y, B, H) (cf.
Proposition 4.38). Hence,

cipb™ < deg, f© = (deg, ) < c2pb™
for any k > 1. Taking limits for k — co, we have deg, f = b%. Then
(¢"H — bH")* = (¢"H)* — 2b(¢" H)H + b*(u"H®)* = (deg, f)H* — 2b*H* + b*H* = 0,

by HY = u*H°. This implies that ¢*H = bH", since the intersection matrix of prime
components of B is negative definite. m|

RemMark. The method in the proof above is borrowed from the proof of [6, Prop. 2.1].

Lemma 5.22. Theorem 5.10 holds true if fi: 1 — Lis bijective.

Proof. We shall prove by three steps:

Step 1. Let D and H = Hp be R-divisors in Lemma 5.19, and assume that g*D = bD
for a real number b > 0. Then ¢*H = bH" = bu*H and deg, f = b* by Lemma 5.19 and
Proposition 5.21. Assuming that Supp D = B, we shall show that g is holomorphic and
that H satisfies the condition of Theorem 5.10(2). By assumption, HI' = Ar < 0 for any
I' e I, and H satisfies the condition of Theorem 5.10(2) by Lemma 5.19. On the other hand,
¢*H = bH" implies that

H(¢.0) = (¢"H)® = b(*H)® = 0

for any u-exceptional prime divisor ®. Hence, ¢.® = 0 for any u-exceptional prime divisor
0, and consequently, u is an isomorphism and g is holomorphic.

Step 2. We shall show that a(I')?> = deg, f for any I' € I satisfying £(I') = I. Now
gl = a(D)I' by (V-2) in Remark 5.17. By applying an argument in Step 1 to D = I, we
have a(I')? = deg, f. As a consequence, Theorem 5.10(1) holds. Moreover, g*B = bB for
b := (deg, f)'/? > 0 provided that f; is the identity map.

Step 3. Final step. By Step 1, it is enough to construct an effective R-divisor D on Y such
that Supp D = B and ¢g*D = bD for b := (deg, f)!/?. Let n be the order of the bijection
fi: I — L Then (deg, )" = b = degxf(") and (f™); = (f;)" = id; by Remark 5.17(1), and
g"™*B = b"B by Step 2 applied to f™: X" — X instead of f. By Remark 5.17(2), we have

(V-6) b = multy g™ B = ﬂk;; a((£)T)

for any I' € I. Let M be the multiplicative abelian group defined as the set of mapsI — R, =
{r e R| r > 0}. The bijection fj defines an action of Z/nZ on M in which the transform ¥ of
v € M by the action of 1 € Z/nZ is given by y'() = y(fi(T)). We define a mape: [ - R,

by &(’) = b~ 'a(T’). Then
n—1
[T =
k=0

by (V-6), and hence, ¢ defines a 1-cocycle of the Z/nZ-module M. The group cohomology
HY(Z/nZ,M) is trivial, since the n-th power map is bijective for R, and for M. Thus, we
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have amap ¢6: I — R, suchthate =6 - 6H ie.,
&(l’) = 6()3(f(I) ™!
forany I' € I. Then D = } g o(I)I satisfies Supp D = B and
g'D =) _SHMNG HD) = Y s(ATDNaDr
= Z &) a(D)s(D)T = bD
Tel

by (V-2) in Remark 5.17. Thus, we are done. ]

Now, we shall finish the proof of Theorem 5.10:
Proof of Theorem 5.10.  We set [, := [\=1( fk@). Then I, = (f;)™(I) for some

m > 0, and fj induces a bijection I, — I,. By Lemma 5.22, it is enough to derive a
contradiction assuming that I, # [. Let 7: ¥ — Y be the contraction morphism of all the
prime components of B not belonging to I,. Let : ¥ — X be the induced bimeromorphic
morphism satisfying ¢ = @ o m and let
—0 o° 7l
57 =) S x L x5y

be the composite of meromorphic maps. Then we have a commutative diagram
Y
(V-7) | |

extending (V-1) in Lemma 5.11, where n° = n|y-. The set I of prime components of B =
n(B) = @~ '(x) is identified with I, and the map f I — Idefined by T — Supp g[*]f is
identical to the bijection I, — L induced by f;. Hence, by Lemma 5.22, g is holomorphic,
and g°H = bH for an R-divisor H on Y such that HT < 0 for any I' € I, where b =
(deg, )72 > 0. Then

by (n* H) = " (°(§"H)) = ¢"(n"H)
bygon®ou=mod¢ (cf. (V-7)). ForT e L, if fi(') € I, then I € I, by
bH(n.I') = b(x"H)T = b(n°*H)I'® = b(n°* H)u.T' (v, = bu* (n° H) )
= ¢*(""H)[ ) = (x"H)$.T(v) = mr, (x"H) () = mr,, Hr.(f:(I)) < 0

(cf. Remark 5.17). Therefore, I = I, a contradiction. Thus, we are done. O

5.4. Proof of Theorem 5.3 in the case (I). We shall complete the proof of Theorem 5.3.

Lemma 5.23. In the situation of the case (1) of Theorem 5.3, assume that the index 1
cover of (X, x) with respect to Ky is a simple elliptic singularity. Then the exceptional locus
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C = ¢ \(x) is irreducible, and the meromorphic map fy: Y° --— Y is holomorphic and has
only discrete fibers. Moreover, deg, f = b*> and JfyC = bCly- for a positive integer b.

Proof. Every essential blowing up ¢: ¥ — X is isomorphic to the standard partial res-
olution (cf. Definition 4.27) and C = ¢~!(x) is irreducible by Example 4.29. Let V be the
normalization of the fiber product ¥ xx X° of ¢ and f over X. Then the induced morphism
wy: V — X°is also an essential blowing up by Lemma 4.34. Thus, the bimeromorphic
map go;,l o (¢lys): Y°--— V is an isomorphism by Corollary 4.33(3), and fy is holomorphic
with only discrete fibers. We have f;C = bC for a positive integer b by construction, where
b* = deg, f by C? < 0. O

RemMARk. We can prove Lemma 5.23 by another method as follows. When (X, x) is a
simple elliptic singularity, ¢ is the minimal resolution of singularities and C is an elliptic
curve (cf. Example 4.29(2)); in this case, it is easy to prove the assertion. Next, we consider
the case where (X, x) is a rational smgularlty By localizing X, we may have an index 1 cover
1: X - X with respect to Kx such that (X,%) is a simple elliptic singularity for the pomt
# lying over x. Moreover, we may assume that f: X° — X lifts to a morphism f: X° =
A7 H(X°) - X by Lemma 4.21(2). Thus, in this case, we can prove that fy is holomorphic
and has only discrete fibers, by the same method as in the proof of Proposition 5.9 using
Lemma 4.34.

Lemma 5.24. In the situation of the case (1) of Theorem 5.3, assume that (X, x) is a
rational singularity whose index 1 cover with respect to Ky is a cusp singularity. Assume
also that the essential blowing up ¢: Y — X is obtained from the standard partial resolu-
tion of X by contracting all the non-end components of the exceptional divisor (cf. Exam-
ple 4.29(5)). Then fy: Y°--—Y is holomorphic and has only discrete fibers. Moreover,
( f(z)) I' = (deg, /I'lye for any g-exceptional prime divisor T

Proof. The exceptional locus go‘l(x) is a linear chain I'y + I'; of two rational curves by
construction and by Example 4.29(5). In particular, #I'; N I’ = 1. For the normalization V
of the fiber product Y xx X° of ¢ and f over X, the induced morphism ¢y : V — X° is also an
essential blowing up by Lemma 4.34. Thus, the bimeromorphic map (p“,l o(ply-): Y° -V
does not contract I'; and I'; to points by Corollary 4.33(2). Hence, fy does not contract I'
and I'; to points and the image of I'; under fy is either I'y or I';, and vice versa. Therefore,
the assertion is a consequence of Theorem 5.10. m|

Theorem 5.3 has been proved in the case (II) by Corollary 5.7 and Proposition 5.9 in
Section 5.2. Finally, we shall prove Theorem 5.3 in the case (I):

Proof of Theorem 5.3 in the case (I). If (X, x) is a quotient singularity, then the essential
blowing up ¢: ¥ — X is an isomorphism (cf. Definition 4.24), and we have nothing to
do. Since (X, x) is not a cusp singularity, we may assume one of (a) and (b) below by the
classification of 2-dimensional log-canonical singularities (cf. [30, Thm. 9.6]):

(a) the index 1 cover of (X, x) with respect to Ky is a simple elliptic singularity;
(b) (X, x) is a rational singularity whose index 1 cover with respect to Kx is a cusp
singularity.
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In case (a), Theorem 5.3 is a consequence of Lemma 5.23. Thus, we may assume (b).
Let ¢: Y — X be the essential blowing up ¢ in Lemma 5.24. Then any essential blowing
up ¢: ¥ — X factors through Y by a toroidal blowing up ¥ — Y, by Lemma 4.32 and
Corollary 4.33(3). By Lemma 5.24, f®: X® — X lifts to a morphism

FOLTD = g x D) 5 7
with only discrete fibers such that
(fP)Ti = (deg, Az

for any i = 1, 2 for the exceptional locus ¢~ !(x) = I'; UT,. Hence, the lift f;z): Y® 5y
of f@ is also holomorphic and has only discrete fibers by Proposition 5.6. Thus, we have
completed the proof of Theorem 5.3. |
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