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A B S T R A C T

As the use of electrochemical devices becomes more prevalent, advanced optimization techniques, such as
topology optimization, are being employed to improve their performance. Among various electrochemical
systems, power sources have an intrinsic best operating point that corresponds to the maximum output power.
This study proposes a mixed topology optimization approach to enhance the performance of these systems by
a simultaneous modification of electrode structure and the working condition. In contrast to the conventional
approaches, the proposed method focuses on enhancement of the maximum power point. Thanks to its self-
guidance feature, this technique outperforms conventional topology optimization methods and eliminates the
need for a prior decision on the optimization starting point. Therefore, the proposed approach has a significant
potential for adapting the material distribution to the best working condition. The proposed approach enables
more effective topological optimization and takes the utilization of topology optimization in power sources to
the next level.
1. Introduction

The shift towards more sustainable resources [1–3] has led to a
heightened emphasis on electrochemical technologies as an essential
element in the envisioned societies of the future that rely on renewable
energy [4]. Therefore, any improvement in the performance of these
devices not only has significant implications for the sustainability of
our energy systems and the reduction of greenhouse gas emissions but
also holds the potential to improve human lives by enabling greater
access to clean and reliable energy sources. Considering the pivotal role
played by the microstructure of porous media in governing transport
phenomena [5], the optimization of electrode composition has been
extensively studied to enhance the performance of electrochemical
devices such as batteries [6], fuel cells [7], and electrolyzers [8].
Parametric optimization, along with mathematical modeling, is com-
monly used to identify the best combination of constituents within an
electrode. For instance, in a study of polymer electrolyte membrane
fuel cells (PEMFCs) [9], researchers used mathematical optimization to
identify the optimal platinum loading, platinum to carbon mass ratio
(Pt/C), and ionomer to carbon ratio (I/C) with the aim of enhancing
cell performance.

To broaden the capabilities of conventional parametric optimiza-
tion, several studies [10,11] have proposed a so-called multi-domain

∗ Corresponding author.
E-mail address: alizadeh.mehrzad@gmail.com (M. Alizadeh).

or graded design. This approach entails partitioning the electrode do-
main into several sub-domains and independently optimizing the com-
position of each section to achieve a superior output in the final
configuration. Recently, a more advanced mathematical tool known
as topology optimization (TO) [12–14] has been utilized in a few
research studies [15,16] to search for heterogeneous structures for
electrodes of electrochemical devices. TO aims to find the optimal
material distribution within a given design domain to optimize a spec-
ified objective (cost) function. Thanks to its higher degree of freedom
compared to other optimization methods, TO enables the development
of innovative designs with non-uniform shapes, which were previously
unattainable through traditional parametric or shape optimizations.
Roy and colleagues [15] employed TO to determine the optimal poros-
ity distribution in electrodes of redox flow batteries. The optimization
problem, aimed at minimizing electrode losses, was formulated as the
total overpotential at a given current density. They conducted the
optimization process at multiple current densities, resulting in different
structures with varying objective function values. However, this study
does not discuss the relative superiority of these designs. Deng and
colleagues [16,17] integrated TO with an online machine learning
technique to seek optimal topology for the porous electrode of a
lithium-ion battery. Although they boosted the optimization algorithm
vailable online 31 August 2023
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Fig. 1. Sample polarization curves of electrochemical (a) power source (PEMFC) and (b) power consuming (PEMWE) systems.
ith a deep-learning technique, similar to what has been done in [15],
hese researchers maximized the specific energy of the battery during
he discharge process at a fixed current density. In topological opti-
ization of electrodes, researchers posed the problem in two different

ormulations, including: (1) minimizing overpotential at a fixed current
ensity and (2) maximizing current density at a specified overpotential.
hile both strategies lead to a better performance in terms of power

ensity, the two approaches produces distinct optimal heterogeneous
ayouts.

In any electrochemical device, the voltage and current density
re interrelated, and their relationship is known as the polarization
haracteristic. This characteristic is a criterion for evaluating the per-
ormance of the device. For a specific device, once the value of either
oltage or current density is known, the other one is automatically
pecified. The power density generated or consumed by an electro-
hemical device could be calculated by multiplying these two values.
ig. 1 provides sample polarization curves of a PEMFC and a polymer
lectrolyte membrane water electrolyzer (PEMWE) [18], representing
lectrochemical power source and power-consuming systems, respec-
ively. TO can enhance the electrodes of both types of systems and
onsequently their performance by providing innovative structures.
inimization of overpotential at a specific current density leads into
vertical shift of polarization curve, and hence, we call it vertical

ptimization. Likewise, maximization of current density causes a hor-
zontal shift in the polarization curve and therefore we refer to as
orizontal optimization. This is what has been already addressed by
revious researches [15,16]. However, what is missing in those studies
s a mixed approach that is useful for power-generating systems. A
ixed approach combines both vertical and horizontal methodologies

o achieve a more comprehensive strategy. In any kind of power
ources (e.g., fuel cells), the voltage and current density are negatively
orrelated, meaning that when a more current density is drawn, the
oltage goes down (see Fig. 1(a)). This negative correlation gives a rise
o a best operational point on the polarization curve of power sources
here the power density is maximum. Given the fact that a power

ource is made to generate power, maximum power density point
MPP) might be used as a criterion for comparison between various
esigns. Electrochemical power-consuming systems (e.g., electrolyzers)
ave a positive correlation between voltage and current density (see
ig. 1(b)). In these systems, it is favorable to maximize the electrolysis
ate while consuming minimum power density. If the minimum power
ensity is assumed as the objective, a zero current density point (where
he system is shut down) might be mistakenly considered as the best
oint. On the other hand, when the objective is changed to the highest
ossible electrolysis rate (i.e., the highest current density point), the
2

onsumed power density is the maximum. Therefore, unlike power
sources, the polarization curve of these systems does not have any
intrinsic best operating point in terms of power density.

The inherent difference between electrochemical power source and
sink devices presents an opportunity for further improvement of power
sources through a mixed optimization approach that considers both
vertical and horizontal aspects To put it in other words, the results
reported in previous research works [15,16] highly depend on the
optimization approach (vertical or horizontal) and the point at which
optimization is conducted. For instance, in a PEMFC that is working
at a high working current density, the sluggish mass transport is the
dominant mechanism. Hence, if a high current density point is selected
together with a horizontal optimization, the algorithm favors only those
design solutions that reduces the mass transport resistance. Similarly, if
a vertical approach is chosen for optimization at a low current density
point, at which the activation overpotential prevails, the algorithm
prioritizes designs that decrease activation overpotential. Given the
highly nonlinear nature of these systems, the MPP of an optimized
structure cannot be guaranteed to be superior to that of the pre-
optimized state. One may suggest that performing the optimization
at a medium working condition may solve this problem. However,
two challenges still remain: (1) exact selection of the medium work-
ing condition point and (2) selection between vertical and horizontal
optimization approaches. Moreover, by performing either vertical or
horizontal optimizations, the searching space on the polarization graph
is confined only to a single line that passes the selected starting point.
As a result, the algorithm may overlook other search spaces that might
yield superior results. Finally, after performing the optimization with
either vertical or horizontal approaches, it is necessary to plot the
polarization curve for the optimized structure and to find MPP on the
new characteristic curve.

In the present work, we propose a mixed topology optimization
approach that resolves the aforementioned problems associated with
the previous studies. This technique enhances the capacity of TO to op-
timize power sources, elevating it to a higher level. Prior research in the
literature has solely benefited from the local-level design capabilities of
TO. The proposed mixed topology optimization approach enhances the
capacity of optimizing power sources by exploring optimal design so-
lutions in a 2D polarization space, instead of limiting the optimization
process to a single line. This is particularly important due to the highly
nonlinear nature of electrochemical systems.

2. Methods

2.1. Formulation and algorithm

In the conventional horizontal or vertical TO of electrochemical
systems, the objective function is defined as the minimization of to-

tal overpotential at a given current density (vertical optimization) or
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maximization of current density at a given overpotential (horizontal
optimization). Typically, the objective function is enhanced by updat-
ing the local volume fraction of constituents in an iterative procedure
using a gradient-based algorithm, such as the well-known ‘‘globally
convergent method of moving asymptotes’’ (GCMMA) algorithm [19].
Depending on the system of interest, the number of these constituents
might be different. For instance, in Roy and colleagues’ study [15]
on optimizing the electrode structure of a redox flow battery, the
authors utilized a porous media consisting of only two phases: solid
and electrolyte. The summation of volume fractions of these two phases
should be equal to unity at a local level. Therefore, controlling the
volume fraction of one phase is enough for the optimization process,
as the other volume fraction could be automatically calculated from
the aforementioned equality constraint. In certain systems, such as
the electrode of a fuel cell, multiple materials may be present. When
dealing with optimization problems that involve multiple variables,
any of these variables can be chosen as the decision variable, as
long as the aforementioned equality constraint is met. Regardless of
the number of design variables, the algorithm used in those studies
could be summarized to the step-by-step procedure shown in Fig. 2(a).
The optimization process starts with the initialization step in which
the boundary conditions (B.C.) necessary for solving the governing
equations are specified. To numerically simulate an electrochemical
system, it is necessary to provide either the system voltage or current
density in the form of B.C. as an input. Once either of these parameters
is given, the other one could be determined by solving the system
of governing equations. In fact, the B.C. prescribes the optimization
point. In the subsequent steps, the sensitivity (gradient) of the objective
function is calculated with respect to the design variables. Since the
design variable is controlled locally, calculating the sensitivity using
conventional methods, such as the finite difference forward method,
is computationally expensive. To overcome this difficulty, an adjoint
state method [20] is usually recruited, which is a computationally
cheap technique. Unlike finite difference methods, which incur a higher
computational cost as the number of decision variables increases, the
adjoint method remains unaffected by the number of decision variables.
Hence, it is particularly well-suited for topology optimization problems
that involve a large number of decision variables. According to this
approach, the total derivative of the objective function with respect to
each decision variable can be expressed as follows:
𝑑𝐹obj
𝑑𝜓i

=
𝜕𝐹obj
𝜕𝜓i

+ 𝝀⊺
𝜕𝐆0
𝜕𝜓i

(1)

here 𝐹obj is objective function, 𝜓i is decision variable i, 𝝀 is the vector
f adjoint variables, and 𝐆 is the system of governing equations. To
valuate the sensitivity, it is imperative to solve an additional single
quation known as the adjoint equation, which is given as:

𝜕𝐆0
𝜕𝐔

)⊺

𝝀 = −
( 𝜕𝐹obj

𝜕𝐔

)⊺

(2)

here 𝐔 is a vector of state variables. The process is followed by
pdating the design variables through an algorithm (e.g., GCMMA)
nd repeating the described procedure in a loop until the convergence
s achieved. The GCMMA algorithm, employed in this study, extends
he method of moving asymptotes (MMA) with guaranteed conver-
ence. This iterative sequence involves solving the MMA-subproblem,
ollowed by a subsequent line search. A comprehensive discussion of
oth MMA and GCMMA can be found in [19,21]. Furthermore, the
onvergence criterion employed in this study is based on the maxi-
um number of iterations. A sufficiently large number of iterations is

elected to ensure that the objective function remains stable and does
ot undergo significant changes.

In the proposed mixed approach, first, the problem formulation is
hanged to the maximization of the generated power. By alternating
he voltage and current density, this approach aims to achieve the
aximum power that is the multiplication of these two parameters.
3

his might be translated as an increase or decrease in either voltage
r current density. The distribution of constituents materials, 𝝍(𝐱),
hould be changed in the given design domain, 𝛺, so that the objective
unction is maximized. The optimization problem is at least constrained
y the system of governing equations (𝐆0 = 0) and there might be

other additional constraints, 𝐶i ≤ 0 (i = 1,… , 𝑁). With these
xplanations, the optimization problem reads as:

ax
𝝍(𝐱)

𝐹obj = 𝑃 = 𝐼 × 𝑉

s.t. 𝐆0 = 0

𝐶i ≤ 0 i = 1,… , 𝑁

(3)

n which 𝑃 , 𝐼 , and 𝑉 represent power density, current density, and
oltage of the system, respectively. The complete procedure of the
ixed TO is depicted in the flowchart of Fig. 2(b). In addition to the
ifferent choice of objective function compared to vertical/horizontal
O, the new approach updates the B.C. in each iteration. To accomplish
his goal, the sensitivity (gradient) of the objective function should
lso be computed with respect to the B.C. in each iteration. Since the
.C. is only one variable, this sensitivity analysis may be conducted
y a forward method. Next, the B.C. should be updated based on
he measured gradient using a mathematical algorithm, such as the
ethod of steepest descent. The updated B.C. will be feedbacked to the

overning equation solver to be used for solving the system in the next
teration. The process is repeated until the convergence criteria are met.
he algorithm is no longer limited to searching the polarization space
long a single vertical or horizontal direction. As a result, it is now
ree to explore any direction it chooses, greatly expanding the scope
f the optimization process. By updating the B.C. in the optimization
oop, the proposed strategy becomes self-guided in searching the entire
olarization curve and find superior design solutions to those achieved
y conventional TO. This means that irrespective of the initial B.C.
optimization starting point), the optimization will always result in the
ame value of the objective function. Moreover, it is assured that this
alue corresponds to the MPP of the new design solution. Hence, there
s no need for an additional step to look for MPP of the new structure.

.2. Triple-phase electrochemical reaction–diffusion system

The mixed TO is applied to a triple-phase electrochemical reaction–
iffusion (ERD) system. Such a system is analogous to the catalyst layer
f a PEMFC. However, it does not represent all the phenomena that
re taking place in an electrode of a fuel cell. It is noteworthy that
his arbitrary case study is conducted to demonstrate the superiority
f mixed topology optimization compared to the two conventional ap-
roaches (horizontal and vertical). Nevertheless, the strategy we have
ntroduced can be applied to any real system that involves optimizing
arameters with negative correlation. The ERD system is a porous
eactor consisting of three phases, including an electrolyte phase, a
olid phase, and pores as shown in Fig. 3. The first two phases are
esponsible for the transport of ions and electrons, respectively. A
eactant is diffused into the system through the pores while getting
educed through a catalytic reaction as follows:
Ox + 𝑛e− ←←←←←←←←←←←←←→ ARed (4)

here AOx and ARed are oxidizing and reduced agents, respectively, and
− denotes the electron. The coefficient 𝑛 is the number of exchanged
lectrons in this redox reaction. The polarization characteristics of
his system are controlled by three mechanisms, including activation,
hmic, and concentration limitations. The electric charges and mass

ransport are described by Ohm law and Fick’s second law of diffu-
ion, respectively. Moreover, the transport and catalytic properties are
orrelated to the volume fractions of each phase through a power-law.

The conservation of species, ion, and electron are expressed in a
on-dimensional form as:
∗ ⋅

(

𝜃 𝜀𝛽1∇∗𝐶∗
)

+ 𝜀𝛽4 𝑗∗ = 0 (5)
1 3 2 src
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Fig. 2. Flow chart of optimization algorithm (a) conventional vertical/horizontal TO (b) mixed TO.
Fig. 3. Schematic of triple-phase ERD system.
∇∗ ⋅
(

𝜃2
1 + 𝜃3

𝜀𝛽21 ∇∗𝜙∗
l

)

+ 𝜀𝛽42 𝑗
∗
src = 0 (6)

∇∗ ⋅
(

𝜃2𝜃3
1 + 𝜃3

𝜀𝛽32 ∇∗𝜙∗
s

)

− 𝜀𝛽42 𝑗
∗
src = 0 (7)

where 𝐶∗, 𝜙∗
l , and 𝜙∗

s are concentration of reactant, electrolyte phase
potential, and solid phase potential, respectively. 𝜀1 to 𝜀3 are rep-
resenting volume fraction of ionomer phase, solid phase, and voids,
respectively. Moreover, 𝑗∗src is the current density source and 𝛽1 to 𝛽4 are
penalty exponents for mass diffusion, ion transport, electron transport,
and electrochemical surface area, respectively. The terms 𝜀𝛽 dictate
how effective transport properties (diffusivity and conductivities) and
rate properties (electrochemical surface area) are controlled by the
volume fraction of constituents. ∇∗ denotes differentiation with respect
to dimensionless coordinates. The current density source is determined
by the renowned Butler-Volmer kinetics after non-dimensionalization
by the exchange current density of the system as follows:

𝑗∗src = −𝐶∗ exp
(

−𝛼𝜂∗
)

(8)

in which 𝛼 is charge transfer coefficient and 𝜂∗ is the dimensionless
overpotential. The overpotential, 𝜂, is converted to a dimensionless
4

form with reference to the characteristic potential 𝜙0 = 𝑅𝑇
𝐹 . 𝑇 , 𝑅, and

𝐹 are system temperature, universal gas constant, and Faraday con-
stant, respectively. The dimensionless groups, 𝜃1 to 𝜃3 in the governing
Eqs. (5) to (7) are defined as:

𝜃1 =
𝐷0

𝐿2𝑎0𝑖0∕(𝐶0𝐹 )

𝜃2 =
(𝜎0l + 𝜎

0
s )

𝐿2𝑎0𝑖0∕𝜙0

𝜃3 =
𝜎0s
𝜎0l

(9)

where 𝐷0, 𝜎0l , 𝜎0s , 𝑎0, and 𝑖0 are bulk mass diffusivity, ionic conductiv-
ity, electric conductivity, electrochemical surface area, and exchange
current density, respectively. Also, 𝐿 is the characteristic length of
the system and 𝐶0 is the reference concentration. The dimensionless
numbers establish the correlation between various system character-
istics and materials properties. To solve the governing equations, a
set of boundary conditions (B.C.s) is required. The choice of B.C.s
depends on the optimization strategy of interest (vertical, horizontal,
or mixed optimization). However, some considerations are employed to
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obtain a fair comparison between various optimization strategies. In a
vertical optimization, the objective is to increase the voltage (decrease
the overpotential) of the system at a given current density. However,
horizontal optimization aims to increase the current density of the
system at a prescribed voltage level. In either case, the concentration
of reactant species is fixed on boundary 𝛤1 (𝐶∗

|𝛤1 = 𝐶∗
bnd) and other

boundaries are isolated to any mass flux. Moreover, electrons are only
allowed to pass through 𝛤1 and ions are allowed to only pass 𝛤2. In
a vertical approach, the system current density is predetermined as a
problem input by fixing the electrolyte current density on boundary
𝛤1 (𝐼∗l |𝛤2 = 𝐼bnd) and fixing the 𝜙∗

s on boundary 𝛤1 (𝜙∗
s |𝛤1 = 𝜙∗

s,bnd).
Having these B.C.s, the solution of the governing equation would give
the electrolyte potential on the boundary 𝛤2. The cell voltage is defined
as 𝑉 ∗ = 𝜙∗

s |𝛤1 − 𝜙∗
l |𝛤2 . For a fixed current density, 𝐼bnd, a better

design solution should increase the system voltage (𝑉 ∗). In a horizontal
approach, however, the system voltage is predetermined as a problem
input by fixing 𝜙∗

s |𝛤1 = 𝜙∗
s,bnd on 𝛤1 and 𝜙∗

l |𝛤2 = 𝜙∗
l,bnd on 𝛤2. The

system voltage under such a setting is determined as 𝑉 ∗ = 𝜙∗
s |𝛤1−𝜙

∗
l |𝛤2 ,

which is constant. Having a constant voltage, the solution of governing
equations would result in the system’s current density. In this approach,
the aim is to increase the current density. As a result, a topologically
optimized layout should provide a higher current density. To ensure
a fair comparison between different strategies, two considerations are
included. First, in all optimizations, the common fixed concentration
is used on the boundary 𝛤1. Moreover, the starting point of all opti-
mizations is the same. Since mixed TO is independent of B.C., picking
either of voltage or current density as a B.C. and computing the other
as a solution of the governing equations does not impact the results.

2.3. Simulation and implementation

The numerical simulation and optimization are performed using
COMSOL Multiphysics® (version 5.6). The system of governing equa-
tions is solved using the finite element method (FEM) in a 1 × 1
dimensionless square domain (see Fig. 3). The number of meshes in all
simulations is kept to be 10000. The same grids used for FEM simulation
are used in the optimization process as decision variables. During
the optimization process, the design variables are allowed to change
between 0 ≤ 𝜀1 & 𝜀2 ≤ 0.5 in each mesh. This means that the other
volume fraction could alternate between zero and one (0 ≤ 𝜀3 ≤ 1). For
vertical and horizontal optimizations, the objective functions are set out
to be overpotential (at a given current density) and current density (at
a given voltage), respectively. For the mixed TO, the objective function
is defined as power density according to Eq. (3). The sensitivity of
objective function with respect to the volume fractions is calculated
using the adjoint method. In addition, the gradient of 𝐹obj with respect
to the B.C. is evaluated using a forward method. In all optimizations,
the design solutions are smoothed using a Helmholtz filter [22] and
hyperbolic tangent project [23]. These regularization measures prevent
checkerboard pattern in the optimal structure, which is a well-studied
problem in TO [24].

3. Results and discussions

The mixed TO optimization is performed on the triple-phase ERD
system described in Section 2. The objective is to maximize the power
density produced by the system by controlling the distribution of
volume fractions of each phase under the following constraint:

𝜀1 + 𝜀2 + 𝜀3 = 1 (10)

The constraint expressed in Eq. (10) is a physical constraint coming
from the fact that at each position, the summation of volume fractions
of all phases should be unity. Thus, two of these volume fractions
5

could be considered as design variables and the third one is computed s
from the constraint. Furthermore, an inequality constraint is taken into
account for the two design variables in the following form.

𝜀min ≤ 𝜀1 and 𝜀2 ≤ 𝜀max (11)

where 𝜀min and 𝜀max represent the lower and upper bounds of the design
variables, respectively. For the specific case study discussed in this
paper, it is assumed that 𝜀min = 0 and 𝜀max = 0.5. As mentioned before,
the transport and rate properties are related to the volume fraction of
constituents. A proper distribution of volume fractions should result in
a better performance (higher power density) owing to a compromise
between various processes. The dimensionless characteristics of the
system for all optimization scenarios are: 𝜃1 = 1, 𝜃2 = 50, and 𝜃3 = 5.
Also, the dimensionless concentration on the boundary is set to be
𝐶∗
bnd = 1. Since the two other boundary conditions (system voltage or

current density) are linked, the correlation is shown for a range of these
parameters as a polarization curve in Fig. 4(a).

For the sake of simplicity, the results reported in this section are
non-dimensionalized using proper references points. As a benchmark,
the conventional vertical and horizontal TO are used to optimize the
system. The initial layout for all optimizations is a uniform distribution
of volume fractions given by 𝜀1 = 𝜀2 = 0.25 and 𝜀3 = 0.5. For compar-
son between vertical, horizontal, and mixed approaches, a common
tarting point (𝐼∗ = 4.51 and 𝑉 ∗ = 8) on the polarization curve of the
ystem before optimization is chosen (see Fig. 4(a)). It is noteworthy
hat the asterisk sign denotes the dimensionless parameters. In order
o ensure a fair comparison, the inlet concentration of the reactant has
een kept fixed and equal across all optimization runs. It will be shown
ater that the mixed optimization is independent of this starting point.
igs. 4(a) and 4(b) illustrate the polarization and power density curves
f the system before and after optimization. Upon comparison of MPP,
t becomes clear that the mixed optimization outperforms the other two
trategies. When using a horizontal optimization algorithm, the focus is
n structural designs that improve current density. As current density
ncreases, mass transport limitations become more significant, and the
lgorithm takes this into account. Consequently, as shown in Figs. 4(a)
nd 4(b), the layout obtained through a horizontal approach performs
etter in high current density regions than one obtained through verti-
al optimization. Mixed optimization aims to improve power density by
imultaneously controlling both the layout and working conditions of
system. Unlike conventional approaches that prioritize either current
ensity or voltage, mixed optimization seeks to enhance their combined
ffect (i.e., power density). As a result, this approach provides a supe-
ior MPP compared to the other two methods. To further expand on
he discussion, horizontal optimization was carried out from a different
tarting point (i.e., 𝐼∗ = 14.95 and 𝑉 ∗ = 1.5). A comparison between
he results of horizontal optimization from the two different starting
oints reveals two distinct outcomes. Figs. 4(a) and 4(b) illustrate that
onducting the horizontal optimization at 𝑉 =1.5 leads to a structural
esign that outperforms the mixed TO approach at high current den-
ities (𝐼 > 19.5). However, this higher current density is achieved at a
ow voltage level, which is unfavorable. On the other hand, in regions
f low current density and in terms of MPP, the mixed TO approach
rovides a superior design. When performing horizontal optimization
ith a starting point in a low voltage region (high current density), the
lgorithm focuses on improving the dominant loss mechanism, which
s mass transport limitation. This is achieved by increasing the porosity
hrough the formation of numerous large diffusion channels. Conse-
uently, the resulting layout does not exhibit good performance at low
urrent density, where an enhanced distribution of solid material is
rucial. Nevertheless, the mixed TO approach overcomes this challenge
y adjusting the layout and working conditions simultaneously. This
nables the attainment of the highest possible MPP through the mixed
pproach. The optimized layout obtained from mixed TO is shown
n Figs. 4(c) to 4(e). It can be seen that the optimal distribution of
aterials within the design domain leads to a complex tree-root-like
tructure. The diffusion channels formed by high concentration of voids
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Fig. 4. (a) Polarization curves and (b) power density curves of system before and after optimization; The optimal volume fraction distribution of (c) electrolyte, (d) solid, and (e)
void phases using mixed TO.
at some parts of the systems (Fig. 4(e)) facilitate delivery of reactant
material over the entire system. In nature, such a vascular layout might
be seen in the leaf of plants. The network of veins that transport
water and nutrients throughout a leaf exhibits a similar structural
pattern. Likewise, the heterogeneous distributions of electrolyte and
solid phases (Figs. 4(c) and 4(d)) improve the transport of ions and
electrons, which in return enhances the overall system performance.

In order to demonstrate the boundary condition-independence and
self-guidance of mixed TO, the optimization process was carried out
with four distinct starting points. The resulting optimization paths
and convergence history for all four cases can be observed in Fig. 5.
Each path in Fig. 5(a) shows how the polarization points changes in
every optimization iteration. What stands out in this figure is that
regardless of the starting point (i.e., initial B.C.), all optimization
runs converged to the same final point. This final point corresponds
to MPP of the optimized layout. Hence, the new mixed approach
is boundary-independent. Moreover, these findings also demonstrate
that the proposed technique is not confined to searching on a single
horizontal or vertical line. Instead, the algorithm is now free and can
explore any direction it chooses. As a result, the proposed technique
is self-guided. In conventional TO, the algorithm only improved the
layout for a specific working condition. However, the mixed approach
simultaneously looks for the best working condition and system layout.
This enables the algorithm to automatically adapt the layout to changes
in the working condition, leading to better outputs. As depicted in
Fig. 5(b), the initial objective function value and the convergence
history of each optimization vary due to the different starting points.
Nevertheless, the convergence plots confirm that the utilization of
mixed TO ensures that all optimizations ultimately converge to the
same objective function value. Furthermore, as previously mentioned,
the maximum number of iterations serves as the convergence criterion
6

for all optimizations in this study. Notably, the selected number proves
sufficient to achieve a stable convergence, where the objective function
remains unchanged after approximately 100 iterations.

4. Conclusion

TO is shown to have a great potential for improving the performance
of electrochemical devices by generating innovative structure for the
electrodes. Despite its significant capability in enhancing electrode
structure, the application of this optimization tool has remained limited
to simple vertical or horizontal approaches. Here a new approach
in implementation of TO for power sources called ‘‘mixed topology
optimization’’ is presented. Compared to the traditional vertical or hor-
izontal TO that look for an optimal material distribution on a single line
in the polarization plane, the proposed mixed TO extends the search
space to the entire polarization plane. This expansion in the search
space is obtained at a small computational cost of a gradient calculation
using the forward method only for B.C. (one variable). Considering
the nonlinear nature of the electrochemical system, this additional
step escalates the capability of TO. Of greater consequence, however,
is the self-guidance and B.C.-independence of the proposed method.
With the mixed TO, the optimization will reach the highest possible
power with no concern regarding the impact of the starting point on
the outcome. The proposed approach is tested on a triple-phase ERD
system in which an electrochemical redox reaction is generating power.
It is shown that the mixed TO outperforms conventional vertical and
horizontal optimizations. Moreover, it is tested under various starting
points and the output is always the same. This proves that the proposed
method is independent of the starting point. This feature makes the
users free of any prior decision before starting the optimization process.
The development of a B.C.-independent approach that can outperform
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Fig. 5. Optimization paths of four mixed TO with various starting points.
conventional techniques represents a promising step forward in the
optimization of power sources. This approach provides a powerful tool
that was not available before, enabling more effective optimization and
ultimately improving the performance of power sources.
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