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#### Abstract

This paper investigates a new query, called an MIO query, that retrieves the Most Interactive Object in a given spatial dataset. Consider that an object consists of many spatial points. Given a distance threshold, we say that two objects interact with each other if they have a pair of points whose distance is within the threshold. An MIO query outputs the object that interacts with other objects the most, and it is useful for analytical applications e.g., neuroscience and trajectory databases.

The MIO query processing problem is challenging: a nested loop algorithm is computationally inefficient and a theoretical algorithm is computationally efficient but incurs a quadratic space cost. Our solution efficiently processes MIO queries with a novel index, BIGrid (a hybrid index of compressed Bitset, Inverted list, and spatial Grid structures), with a practical memory cost. Furthermore, our solution is designed so that previous query results and multi-core environments can be exploited to accelerate query processing efficiency. Our experiments on synthetic and real datasets demonstrate the efficiency of our solution.


## I. Introduction

Recently, to enable data analysis by spatial query processing, an object has often been modeled by a set of spatial points, in, for example, neuroscience [1], computer vision [2], and trajectory databases [3]. Fig. 1 illustrates a real object, namely a rat neuron [4] which is represented by threedimensional points. In this paper, we focus on such objects and devise a novel analytical query, called MIO, that retrieves the most interactive object in a given spatial dataset.

Consider an object collection $O$ where each object $o \in O$ is a set of three-dimensional (or two-dimensional) points (i.e., $\left.o=P=\left\{p^{1}, p^{2}, \ldots, p^{|P|}\right\}\right)$. An MIO query specifies a distance threshold $r$, and the score of $o$ is defined by the number of objects $o^{\prime} \in O \backslash\{o\}$ where there exists a pair of points $p \in o$ and $p^{\prime} \in o^{\prime}$ such that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$. The query outputs the object with the highest score. Assume that $o$ could interact with $o^{\prime}$ if $\exists p \in o$ and $\exists p^{\prime} \in o^{\prime}$ such that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$. Then we see that an MIO query identifies the object that could interact with other objects the most.

## A. Motivating examples

In the following examples, which motivate us to address the problem of MIO query processing, we demonstrate how analytical applications benefit from the problem.
EXAmple 1 (NeUROSCIENCE). Neuroscience simulations have recently been modeling a neuron by three-dimensional points to study neuronal mechanisms [5], [6]. Neurons communicate by transmitting signals through synaptic connections


Fig. 1. A neuron represented by 3-dimensional points [4]
between them, and it is well known that synapses can form only when axons and dendrites (parts of neurons) are within close proximity. Therefore, a simulation specifies a distance threshold $r$, and assumes that two neurons interact (i.e., can communicate) with each other if they respectively have points $p$ and $p^{\prime}$ such that dist $\left(p, p^{\prime}\right) \leq r$ [1], [7], [8]. It is also known that, like hubs in networks, there are some neurons that have synaptic connections with many neurons [9]. Such neurons play a key role in brain function, thereby identifying and analyzing them is important [10]. Since our problem retrieves the most interactive object, MIO queries enable neuroscientists to obtain important neurons from simulations.

EXAMPLE 2 (Trajectory analysis). Because of advances in bio-logging technologies, trajectories of many animals have been collected [11]. Because trajectories are effective objects for studying the features and behaviors of animals [12], trajectory analysis has been receiving much attention [13]-[15]. Our problem also could help understanding animal behaviors. For example, it helps to mine motion patterns with spatial constraints. In Fig. 2, we show a red trajectory o, which is identified by an MIO query ( $r=4[\mathrm{~m}]$ ) on a bird trajectory set [11]. This trajectory interacts with approximately $30 \%$ of all trajectories. We see that some other trajectories have moving patterns similar to that of o. Birds have social relationships with spatial constraints [16], and one example is leaderfollower (i.e., many individuals follow the motion pattern of a leader) [17]. How to organize social relationships can be analyzed from the MIO query results, e.g., by extracting the (sub-)trajectories of o and their nearby (sub-)trajectories [18].

## B. Challenge

In the applications described in Section I-A, users would utilize MIO queries while varying the distance threshold $r$,


Fig. 2. The red trajectory is identified by our problem and interacts with approximately $30 \%$ trajectories in a trajectory set [11], when $r=4[\mathrm{~m}](x-y$ coordinates are respectively [1000000, 5000000] and [100000, 700000]).
because they need to obtain deep insights. However, if each MIO query incurs a long processing time, only a limited number of trials (e.g., simulations) may be possible. To avoid such a situation, an algorithm that efficiently processes a given MIO query is required.

## Trade-off between computational and memory efficiencies.

 A naive algorithm for this problem is a nested loop approach: for each object $o \in O$, we execute pairwise distance computation between $p \in o$ and $p^{\prime} \in o^{\prime}$ for $\forall p \in o, \forall p^{\prime} \in o^{\prime}$, and $\forall o^{\prime} \in O \backslash\{o\}$. Let $n$ and $m$ be the cardinality of $O$ and the average number of points in an object $\in O$, respectively. The nested loop algorithm incurs $\mathcal{O}\left(n^{2} m^{2}\right)$ time, which is not scalable. As we show in Section II-B, there is an online algorithm that can process an MIO query in $\mathcal{O}(n \log n)$ time. Although this algorithm is theoretically sound, it requires very costly pre-processing and incurs $\mathcal{O}\left(n^{2}\right)$ memory, which is also impractical. These two algorithms, in addition, imply that this problem has a trade-off relationship between computational and memory efficiencies. Therefore, a good solution should process an MIO query with a practical memory cost.Leveraging previous results and multiple CPU cores. Analytical applications issue many queries, and, in the motivating applications, distance thresholds are usually fine-grained [14], [19]. From this observation, it is intuitively seen that some intermediate results of previously issued MIO queries can be leveraged to accelerate processing a given MIO query. Moreover, recent CPUs are equipped with multi-core processors, and multi-core processing is an option for reducing latency. To obtain its benefit, however, a partitioning approach, which satisfies load balancing, is required. This renders a non-trivial challenge that the solution can make good use of multiple CPU cores.

## C. Contribution

We overcome the above challenges and make the following contributions.

- We address the problem of identifying the most interactive object in a spatial dataset (Section II). To the best of our knowledge, this problem has not been tackled so far.
- We propose a novel index, BIGrid (a hybrid index of compressed Bitset, Inverted list, and spatial Grid structures). Given a distance threshold, a BIGrid is built online, thereby our solution does not rely on any pre-processing. This BIGrid facilitates efficient score lower-bounding, upperbounding, and verification, with a reasonable memory cost. During these operations, we employ a labeling approach, to suggest which points are necessary to exactly compute lower-bound, upper-bound, and score for future queries (Section III).
- Furthermore, we optimize our solution to parallelize BIGrid building, lower-bounding, upper-bounding, and verification, while considering load balancing in multi-core environments (Section IV).
- We conduct extensive experiments on both real and synthetic datasets to evaluate our solution (Section V). The results demonstrate that our solution is basically more than 10 times faster than competitors.
In addition to the above contents, related works are reviewed in Section VI, and Section VII concludes the paper.


## II. Preliminary

## A. Problem definition

Let $O$ and $n$ respectively be a collection of objects and its cardinality (i.e., $n=|O|$ ). An object $o_{i} \in O$ is a set of threedimensional points ${ }^{1}$, that is, $o_{i}=P_{i}=\left\{p_{i}^{1}, \ldots, p_{i}^{\left|P_{i}\right|}\right\}$. Each object in $O$ may have a different number of points. Let $m$ be the average point size in $O$ (i.e., $m=\frac{\sum\left|P_{i}\right|}{n}$ ). We assume that $O$ is memory-resident and static. Given a distance threshold $r$ and two objects $o$ and $o^{\prime}$, we consider that they have an interaction if they have a pair of points $p \in o$ and $p^{\prime} \in o^{\prime}$ such that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$. Note that $\operatorname{dist}\left(p, p^{\prime}\right)$ computes the Euclidean distance between $p$ and $p^{\prime}$, as employed in [1], [8]. An MIO query provides a score with $o$ by taking into account the above concept ${ }^{2}$. Now we define MIO queries.
DEFINITION 1 (MIO QUERY). Given a collection of objects $O$ and an MIO query with a user-specified distance threshold $r>0$, the score of $o_{i} \in O, \tau\left(o_{i}\right)$, is defined as follows.

$$
\tau\left(o_{i}\right)=\left|O_{i}\right|
$$

where

$$
\begin{equation*}
O_{i}=\left\{o_{j} \mid o_{j} \in O \backslash\left\{o_{i}\right\}, \exists p \in o_{i}, \exists p^{\prime} \in o_{j}, \operatorname{dist}\left(p, p^{\prime}\right) \leq r\right\} \tag{1}
\end{equation*}
$$

The MIO query outputs $o^{*}$, the object in $O$ with the highest score. (Ties are broken arbitrarily).
The objective of this paper is to provide the exact answer while minimizing the processing time.
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## B. Nested loop and theoretical algorithms

The MIO query processing problem is challenging, due to its scoring function. The score of $o_{i}$ is obtained from the distance-based relationships between $o_{i}$ and the other objects. Besides, as illustrated in Figs. 1 and 2, the shapes of objects are complex. From this fact, we see that building minimum bounding rectangle based indices, e.g., R-trees, is not effective, because they would make uselessly large rectangles with large empty spaces. Since this problem has not yet been addressed, we first consider the following solutions.
Nested loop algorithm. Perhaps the most intuitive approach is based on spatial self-join, which retrieves all pairs of points whose distances are within $r$. It is important to note that we do not have to retrieve all pairs of points. Assume that we compute $\tau(o)$ and now compare $o$ and $o^{\prime}$. When we find that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$, where $p \in o$ and $p^{\prime} \in o^{\prime}$, we no longer have to find other pairs of points between $o$ and $o^{\prime}$.

```
Algorithm 1: Nested loop (NL)
    Input: \(O, r\)
    \(o^{*} \leftarrow \varnothing\)
    for \(\forall o_{i} \in O\) do
        for \(\forall o_{j} \in O\) such that \(j>i\) do
            \(f \leftarrow 0\)
            for \(\forall p_{i}^{k} \in o_{i}\) do
                for \(\forall p_{j}^{l} \in o_{j}\) do
                if \(\operatorname{dist}\left(p_{i}^{k}, p_{j}^{l}\right) \leq r\) then
                        \(\tau\left(o_{i}\right) \leftarrow \tau\left(o_{i}\right)+1, \tau\left(o_{j}\right) \leftarrow \tau\left(o_{j}\right)+1\)
                        \(f \leftarrow 1\)
                        break
                if \(f=1\) then
                    break
        if \(\tau\left(o^{*}\right)<\tau\left(o_{i}\right)\) then
            \(\left\lfloor o^{*} \leftarrow o_{i}\right.\)
    return \(o^{*}\)
```

Algorithm 1 details NL, a non-indexed nested loop algorithm. NL does not require any pre-processing, which is an advantage. However, to obtain $\tau(o), \mathcal{O}\left(n m^{2}\right)$ time is required. NL hence incurs $\mathcal{O}\left(n^{2} m^{2}\right)$ time, which is very costly.
Theoretical algorithm. We next consider a theoretically faster algorithm than NL and show that there is an online algorithm that outputs $o^{*}$ in $\mathcal{O}(n \log n)$ time.
THEOREM 1. There is an online algorithm that outputs $o^{*}$ in $\mathcal{O}(n \log n)$ time.
Proof. Assume that for an object $o_{i} \in O$, we have an array $A_{i}$ that stores the distances of the closest point pairs between $o_{i}$ and the other objects in $O$. If the distance of the closest point pair between $o_{i}$ and $o_{j}$ is within a distance threshold $r$, it is guaranteed that $o_{j} \in O_{i}$ (see Equation (1)). Assume furthermore that $A_{i}$ is sorted in ascending order of distance. Given a distance threshold $r, \tau\left(o_{i}\right)$ is obtained by a binary search on $A_{i}$, which requires $\mathcal{O}(\log n)$ time. To compute $o^{*}$, we execute the same operation for all $o_{j} \in O$. This algorithm therefore can output $o^{*}$ in $\mathcal{O}(n \log n)$ time.

Although this algorithm is theoretically sound and the index (arrays) is general to any $r$, there are some critical drawbacks
in practice. First, its space cost is $\mathcal{O}\left(n^{2}\right)$, which is derived from the arrays for all objects in $O$ and is not scalable. Second, its pre-processing cost is significant. To build $A_{i}$, we have to retrieve the closest point pairs for all $o_{j} \in O \backslash\left\{o_{i}\right\}$. Given $o_{i}$ and $o_{j}$, finding their closest pair requires at least $\mathcal{O}\left(\left|P_{i}\right| \log \left|P_{j}\right|\right)$ time [20], whose amortized cost is $\mathcal{O}(m \log m)$. Finding the closest pairs between $o_{i}$ and the other objects thereby requires $\mathcal{O}(n m \log m)$. Besides, sorting them incurs $\mathcal{O}(n \log n)$ time. We now see that building $A_{i}$ requires $\mathcal{O}(n(m \log m+\log n))$ time, thus the pre-processing cost is $\mathcal{O}\left(n^{2}(m \log m+\log n)\right)$.

In summary, NL is computationally inefficient. The theoretical algorithm is space inefficient and its pre-processing cost is prohibitive, thus cannot be a practical option for analytical applications that want to obtain some insights as soon as data is available [21]. Motivated by these results, we design an algorithm that can efficiently process an MIO query with a practical memory cost.

## III. MIO QUERY PROCESSING

The main bottleneck of MIO query processing is score computation, since, when $\tau(o)$ is computed, $o$ has to be compared with the other objects. Therefore, to minimize processing time, it is important to reduce the number of score computations. The challenge is how to prune unnecessary score computations without sacrificing correctness. We overcome this challenge and propose an efficient solution.
Main idea. To prune unnecessary score computations, we devise lower- and upper-bounding techniques. A natural question is how to compute a lower-bound and an upper-bound for a given object with reasonable costs. Our answer is derived from the facts that (i) the score is the set size and (ii) a pair of points whose distance can be or certainly is within $r$ is efficiently obtained by employing spatial grids. For points $p \in o$, if we know the distances between $p$ and points of other objects are certainly within $r$ and the corresponding objects are represented by bitsets, we can obtain a lower-bound of $\tau(o)$ by using a fast bitwise OR operation. An upper-bound of $\tau(o)$ is also obtained similarly. Our solution employs this idea and a novel grid-based index that enables such lower- and upperbounding. A nice property of our lower- and upper-bounding is that they do not need distance computation.

```
Algorithm 2: Framework
    Input: \(O, r\)
    Grid-MAPPING \((O, r) \quad\) build the BIGrid
    \(\tau_{\text {max }}^{\text {low }} \leftarrow \operatorname{LowER-BOUNDING}(O, r) \quad \triangleright\) lower-bound comp.
\(3 O_{\text {cand }}^{\max } \leftarrow\) UPPER-BOUNDING \(\left(O, r, \tau_{\text {max }}^{\text {low }}\right) \quad \triangleright\) upper-bound comp.
    and pruning
\(4 o^{*} \leftarrow \operatorname{VERIFICATION}\left(O_{\text {cand }}, r\right) \quad \triangleright\) exact score comp.
5 return \(o^{*}\)
```

Framework. Algorithm 2 describes the overview of our solution. To start with, we build our novel index BIGrid online and then employ a filter-and-verification framework. More specifically, given an MIO query, we first execute GRIDMAPPING $(O, r)$ that builds a BIGrid. Then, for each $o \in O$,
we compute its lower-bound score by utilizing the BIGrid and obtain the maximum lower-bound $\tau_{\max }^{l o w}$ in LOWERBOUNDING $(O, r)$. We next compute an upper-bound score for each $o \in O$, prune objects that cannot be $o^{*}$, and insert nonpruned objects into $O_{\text {cand }}$, in UPPER-BOUNDING $\left(O, r, \tau_{\text {max }}^{l o w}\right)$. After that, in Verification $\left(O_{\text {cand }}, r\right)$, we compute the exact score of $o \in O_{\text {cand }}$ if it needs to be verified.

In the following, we elaborate the detail of BIGrid in Section III-A. Our bounding technique is presented in Section III-B, and the verification step is described in Section III-C. Besides, in Section III-D, we introduce how to use previous results to accelerate MIO query processing.

## A. BIGrid structure

We devise a novel index BIGrid (a hybrid index of compressed Bitset, Inverted list, and spatial Grid structures), to enable efficient bounding and score computation. A BIGrid consists of two uniform grids, small- and large-grids, which are formally defined below.
DEFInItion 2 (Small-GRID). The small-grid for an MIO query with $r$ is a set of cells $c_{K}^{s}$, where $K$ represents a key, and is implemented by a hash table. The width of each cell is $\frac{r}{\sqrt{3}}$. (Given a point $p \in o_{i}$, its key for the small-grid is obtained from its spatial coordinates and $\frac{r}{\sqrt{3}}$.) Each cell $c_{K}^{s}$ has a compressed bitset $\mathbf{b}\left(c_{K}^{s}\right)$ whose $i$-th bit is 1 , iff $o_{i}$ has a point whose key is $K$.
DEFINITION 3 (LARGE-GRID). The large-grid for an MIO query with $r$ is a set of cells $c_{K}^{l}$, where $K$ represents a key, and is implemented by a hash table. The width of each cell is $\lceil r\rceil$. (Given a point $p \in o_{i}$, its key for the large-grid is obtained from its spatial coordinates and $\lceil r\rceil$.) Each cell $c_{K}^{l}$ has an inverted list $I\left(c_{K}^{l}\right)$ and two compressed bitsets $\mathbf{b}\left(c_{K}^{l}\right)$ and $\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right) . I\left(c_{K}^{l}\right)$ is a collection of posting lists $I\left(c_{K}^{l}\right)\left[o_{i}\right]$, each of which maintains a set of points $p_{i}^{j}$ whose keys are $K$. For $\mathbf{b}\left(c_{K}^{l}\right)$, iff $I\left(c_{K}^{l}\right)\left[o_{i}\right]$ exists, the $i$-th bit is 1 . On the other hand, $\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right)=\bigvee \mathbf{b}\left(c_{K^{\prime}}^{l}\right)$, where $K^{\prime}$ is $K$ or the key of the adjacent cell of $c_{K}^{l}$.
Fig. 3 illustrates the BIGrid structure ${ }^{3}$, and we show an example of a cell of the large-grid below.
EXAMPLE 3. Fig. 4 illustrates a cell $c_{K}^{l}$ of the large-grid, where points $p_{i}^{1}, p_{i}^{4}, p_{i+1}^{2}$, and $p_{i+2}^{1}$, whose keys are $K$, are mapped into the cell. These points are maintained by the inverted list $I\left(c_{K}^{l}\right)$, and the $i$-th, $(i+1)$-th, and $(i+2)$-th bits of $\mathbf{b}\left(c_{K}^{l}\right)$ are 1 (we assume that they are compressed).

It can be seen that the small-grid does not maintain points and the large-grid does with inverted lists. The small- and large-grids do not share their keys, since, given a point $p$, its key for the small-grid (large-grid) is obtained from its coordinates and $\frac{r}{\sqrt{3}}(\lceil r\rceil)$. Note that, given a cell of the largegrid, accessing its adjacent cell takes $\mathcal{O}(1)$ amortized time.

[^1]

Fig. 3. Illustration of the BIGrid structure


Fig. 4. Illustration of a cell $c_{K}^{l}$ of the large-grid
An intuition behind the idea of employing compressed bitset is its effectiveness for skewed datasets. It is well known that there are dense and sparse spaces in real datasets [6], as illustrated in Fig. 2. In general, a compressed bitset compacts a sequence of bits if each bit of the sequence is the same, such as $00 \ldots 0$ (corresponding to a sparse space) and $11 \ldots 1$ (corresponding to a dense space). In both cases, the compressed bitset becomes compact, which is not only space efficient but also computationally efficient. If we use uncompressed bitsets, each cell always needs $n$ bits, which incurs a large amount of memory ${ }^{4}$. (The compressed bitset(s) of each cell may or may not have different bit length due to the compression.) The small-grid (large-grid) is exploited for lower-bounding (upperbounding and verification), and we show why we use a ceiling function for large-grid in Section III-D.
Grid-Mapping $(O, r)$. Definitions 2 and 3 describe that a BIGrid is specific to a user-specified distance threshold $r$. Therefore, the BIGrid is built online. Algorithm 3 details the BIGrid construction. For all $o_{i} \in O$, we execute the following operations for each $p_{i}^{j} \in o_{i}$.
Building the small-grid. We first compute the key of $p_{i}^{j}$ for the small-grid, and let the key be $K$. If $c_{K}^{s}$ exists in the smallgrid, we set the $i$-th bit of $\mathbf{b}\left(c_{K}^{s}\right)$ as $1^{5}$. (If it does not exist, we simply create the cell, update the bit, and insert it into the small-grid.) Let $\left|\mathbf{b}\left(c_{K}^{s}\right)\right|$ be the number of bits set as 1 in $\mathbf{b}\left(c_{K}^{s}\right)$. We confirm whether $\left|\mathbf{b}\left(c_{K}^{s}\right)\right|$ becomes 2 or more. If it becomes 2 , the cell has some points of two objects, and assume that the $i^{\prime}$-th bit is also 1 . We make $o_{i}$ and $o_{i^{\prime}}$ maintain the key $K$ with key list (denoted by $o_{i} . L$ and $o_{i^{\prime}} \cdot L$ ), which is utilized in the lower-bounding step. If it becomes more than 2 , we update only $o_{i} . L$, because the other corresponding objects already contain $K$ in their key lists.

[^2]```
Algorithm 3: Grid-MAPPing \((O, r)\)
for \(\forall o_{i} \in O\) do
        for \(\forall p_{i}^{j} \in o_{i}\) do
            /* Building the small-grid */
            \(K \leftarrow\) the key of \(p_{i}^{j}\) for the small-grid
            if \(c_{K}^{s}\) exists in the small-grid then
                Set the \(i\)-th bit of \(\mathbf{b}\left(c_{K}^{s}\right)\) as 1
                if \(\left|\mathbf{b}\left(c_{K}^{s}\right)\right|\) becomes \(2\left(\right.\) the \(i^{\prime}\)-th bit is already 1\()\) then
                \(o_{i^{\prime}} . L \leftarrow o_{i^{\prime}} . L \cup\{K\}, o_{i} . L \leftarrow o_{i} . L \cup\{K\}\)
                if \(\left|\mathbf{b}\left(c_{K}^{s}\right)\right|\) becomes more than 2 then
                    \(o_{i} . L \leftarrow o_{i} . L \cup\{K\}\)
            else
                Create \(c_{K}^{s}\) and set the \(i\)-th bit of \(\mathbf{b}\left(c_{K}^{s}\right)\) as 1
                Insert \(c_{K}^{s}\) into the small-grid
                /* Building the large-grid */
                \(K \leftarrow\) the key of \(p_{i}^{j}\) for the large-grid
                    if \(c_{K}^{l}\) exists in the large-grid then
                    Set the \(i\)-th bit of \(\mathbf{b}\left(c_{K}^{l}\right)\) as 1
                \(I\left(c_{K}^{l}\right)\left[o_{i}\right] \leftarrow I\left(c_{K}^{l}\right)\left[o_{i}\right] \cup\left\{p_{i}^{j}\right\}\)
                    else
                Create \(c_{K}^{l}\) and execute lines 17-18
                Insert \(c_{K}^{l}\) into the large-grid
```

Building the large-grid. The operations for building the largegrid are essentially the same as those of the small-grid. The difference is to update inverted lists, which is described in lines 18 and 20, instead of maintaining key lists. Note that we do not create $\mathbf{b}^{a d j}\left(c_{K}^{l}\right)$ in this step, to avoid a significant cell access cost. The bitset is created in the upper-bounding step.

It is important to note the following observations. (i) No empty cells: because we create cells when they are needed, empty cells are never generated. This is an important requirement for main-memory processing [6]. (ii) No replication: a point is mapped to only a single cell. (iii) Efficient building: each operation in Algorithm 3 takes a constant time. The time complexity of Grid-MAPPing $(O, r)$ is thus $\mathcal{O}(n m)$.

Discussion about offline index building. One may consider an approach that builds BIGrid with a certain distance threshold $r^{\prime}$. We show that this approach is not efficient in Appendix A. (It may be intuitively seen, because $r$ is an arbitrary value and not known in advance, suggesting that finding good $r^{\prime}$ for any $r$ is hard.)

## B. Lower- and upper-bounding

We next focus on how to obtain a lower-bound and an upperbound scores of a given object $o \in O$ with the BIGrid. Thanks to the BIGrid structure, it is easy to compute them.
Lower-bounding. We compute a lower-bound score for each object in $O$. Given $o_{i} \in O$, we exploit its key list to obtain a lower-bound of $\tau\left(o_{i}\right)$. Recall that, given a cell $c_{K}^{s}$ of the small-grid, $\left|\mathbf{b}\left(c_{K}^{s}\right)\right|$ is the number of bits set as 1 in the compressed bitset of $c_{K}^{s}$. We utilize the following lemma for lower-bounding.

Lemma 1 (LOWER-BOUND). Given an object $o_{i}$ and the BIGrid built by Algorithm 3, the following inequality holds.

$$
\begin{equation*}
\left|\bigvee_{\forall K \in o_{i} . L} \mathbf{b}\left(c_{K}^{s}\right)\right|-1 \leq \tau\left(o_{i}\right) \tag{2}
\end{equation*}
$$

```
Algorithm 4: LOWER-BOUNDING \((O, r)\)
    \(\tau_{\text {max }}^{l o w} \leftarrow 0\)
    for \(\forall o_{i} \in O\) do
        \(\mathbf{b}\left(o_{i}\right) \leftarrow \varnothing \quad \triangleright \mathbf{b}\left(o_{i}\right)\) is a temporal compressed bitset
        for \(\forall K \in o_{i} . L\) do
            \(L \mathbf{b}\left(o_{i}\right) \leftarrow \mathbf{b}\left(o_{i}\right) \vee \mathbf{b}\left(c_{K}^{s}\right) \quad \triangleright\) bitwise OR operation
        \(\tau^{l o w}\left(o_{i}\right) \leftarrow\left|\mathbf{b}\left(o_{i}\right)\right|-1\)
        if \(\tau^{l o w}\left(o_{i}\right)>\tau_{\max }^{l o w}\) then
            \(\left\lfloor\tau_{\text {max }}^{\text {low }} \leftarrow \tau^{\text {low }}\left(o_{i}\right)\right.\)
    return \(\tau_{\text {max }}^{l o w}\)
```

Proof. Recall that the width of a cell of the small-grid is $\frac{r}{\sqrt{3}}$. Given two 3-dimensional points $p$ and $p^{\prime}$ which are mapped into the same cell of the small-grid, we can guarantee that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$. Therefore, if the $i$-th and $j$-th bits of $\mathbf{b}\left(c_{K}^{s}\right)$ are 1, we have $o_{j} \in O_{i}$ (see Equation (1)), because they have at least one pair of points $p \in o_{i}$ and $p^{\prime} \in o_{j}$ such that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$. Now we see that $\bigvee_{\forall K \in o_{i} . L} \mathbf{b}\left(c_{K}^{s}\right)$ represents a union of sets of objects that certainly have point pairs with $o_{i}$ such that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$. Note that the $i$-th bit of $\mathbf{b}\left(c_{K}^{s}\right)$ is 1 , so we need the subtraction " -1 ".

Let $\tau^{\text {low }}\left(o_{i}\right)$ be $\left|\bigvee_{\forall K \in o_{i} . L} \mathbf{b}\left(c_{K}^{s}\right)\right|-1$. We describe why $o_{i} . L$ is enough for computing $\tau^{l o w}\left(o_{i}\right)$. A straightforward approach to computing $\tau^{l o w}\left(o_{i}\right)$ is that for all $p_{i}^{j} \in o_{i}$, we access its corresponding cell of the small-grid and execute a bitwise OR operation. Unfortunately, this approach may access unnecessary cells. Assume that $\left|\mathbf{b}\left(c_{K}^{s}\right)\right|=1$ and the $i$-th bit is 1. From Equation (2), the compressed bitset of this cell does not contribute to $\tau^{\text {low }}\left(o_{i}\right)$. Algorithm 3 avoids maintaining such cells (i.e., $o_{i} . L$ does not have such $K$ ).

Lower-bounding $(O, r)$. In Algorithm 4, we describe the detail of the lower-bounding step. We first set $\tau_{\text {max }}^{l o w}$ as 0 . Next, for each $o_{i} \in O$, we create $\mathbf{b}\left(o_{i}\right)$ (a temporal compressed bitset) and compute its lower-bound by accessing all cells whose keys are maintained by $o_{i} . L$ and using a bitwise OR operation between $\mathbf{b}\left(o_{i}\right)$ and $\mathbf{b}\left(c_{K}^{s}\right)$. We then update $\tau_{\max }^{l o w}$ if $\tau_{\max }^{l o w}<\tau^{l o w}\left(o_{i}\right)$. At the end of this algorithm, we have $\tau_{\max }^{\text {low }}=$ $\operatorname{argmax}_{O} \tau^{l o w}\left(o_{i}\right)$.

Let $\operatorname{cost}\left(\mathbf{b}, \mathbf{b}^{\mathbf{\prime}}\right)$ be the cost of bitwise operation between two compressed bitsets $\mathbf{b}$ and $\mathbf{b}$ '. The time complexity of computing $\tau^{\text {low }}\left(o_{i}\right)$ is $\mathcal{O}\left(\sum_{o_{i} . L} \operatorname{cost}\left(\mathbf{b}\left(o_{i}\right), \mathbf{b}\left(c_{K}^{s}\right)\right)\right)$. Therefore, Algorithm 4 takes $\mathcal{O}\left(n \sum_{o_{i} . L} \operatorname{cost}\left(\mathbf{b}\left(o_{i}\right), \mathbf{b}\left(c_{K}^{s}\right)\right)\right)$ time ${ }^{6}$.
Upper-bounding. This step is very similar to the lowerbounding step. To obtain $\tau^{u p p}\left(o_{i}\right)$, an upper-bound score of $o_{i}$, we utilize the following lemma.
LEMMA 2 (UPPER-BOUND). Let $o_{i} . L^{\prime}$ be the set of all keys of the points for the large-grid in $o_{i}$. Given an object $o_{i}$ and the BIGrid built by Algorithm 3, the following inequality holds.

$$
\tau\left(o_{i}\right) \leq\left|\bigvee_{\forall K \in o_{i} . L^{\prime}} \mathbf{b}^{a d j}\left(c_{K}^{l}\right)\right|-1
$$

[^3]```
Algorithm 5: UPPER-BOUNDING \(\left(O, r, \tau_{\max }^{l o w}\right)\)
\(1 O_{\text {cand }} \leftarrow \varnothing \quad \triangleright O_{\text {cand }}\) is a set of candidate objects for
    \(\mathcal{K}^{O^{*}} \leftarrow \varnothing\)
\(\triangleright \mathcal{K}\) is a set of keys
for \(\forall o_{i} \in O\) do
        \(\mathbf{b}\left(o_{i}\right) \leftarrow \varnothing \quad \triangleright \mathbf{b}\left(o_{i}\right)\) is a temporal compressed bitset
        for \(\forall p_{i}^{j} \in o_{i}\) do
            \(K \leftarrow\) the key of \(p_{i}^{j}\) for the large-grid
            if \(K \notin \mathcal{K}\) then
                \(\mathcal{K} \leftarrow \mathcal{K} \cup\{K\}\)
                Compute \(\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right) \quad \triangleright\) see Definition 3
            \(\mathbf{b}\left(o_{i}\right) \leftarrow \mathbf{b}\left(o_{i}\right) \vee \mathbf{b}^{a d j}\left(c_{K}^{l}\right) \quad \triangleright\) bitwise OR operation
        \(\tau^{u p p}\left(o_{i}\right) \leftarrow\left|\mathbf{b}\left(o_{i}\right)\right|-1\)
        if \(\tau^{u p p}\left(o_{i}\right) \geq \tau_{\text {max }}^{l o w}\) then
            \(\left\lfloor O_{\text {cand }} \stackrel{O_{\text {cand }} \cup\left\{o_{i}\right\}}{ }\right.\)
    Sort \(O_{\text {cand }}\) in descending order of upper-bound
    return \(O_{\text {cand }}\)
```

Proof. Recall that $\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right)=\bigvee \mathbf{b}\left(c_{K^{\prime}}^{l}\right)$, where $K^{\prime}$ is $K$ or the key of the adjacent cell of $c_{K}^{l}$. Assume that a point $p_{i}^{j}$ is mapped to $c_{K}^{l}$. Since the width of each cell of the large-grid is $\lceil r\rceil$, points $p$, which may satisfy $\operatorname{dist}\left(p_{i}^{j}, p\right) \leq r$, exist in $c_{K}^{l}$ or its adjacent cells. The remaining discussion is essentially the same as the proof of Lemma 1.
Now we have the following theorem.
THEOREM 2. Consider an object $o_{i}$ and $\tau_{\text {max }}^{\text {low }}$ obtained by Algorithm 4. If $\tau^{u p p}\left(o_{i}\right)<\tau_{\text {max }}^{l o w}, o_{i} \neq o^{*}$.
Proof. From Lemmas 1 and 2.
Upper-bounding $\left(O, r, \tau_{\text {max }}^{l o w}\right)$. We utilize Lemma 2 and Theorem 2 to compute $\tau^{u p p}\left(o_{i}\right)$ and prune unnecessary score computations. Algorithm 5 outlines our upper-bounding. Let $O_{\text {cand }}$ and $\mathcal{K}$ respectively be sets of candidate objects for $o^{*}$ and keys, which are empty sets at first. Given $o_{i} \in O$, we create a temporal compressed bitset $\mathbf{b}\left(o_{i}\right)$ as well as lowerbounding. Then, for all $p_{i}^{j} \in o_{i}$, we compute its key $K$ for the large-grid and confirm $K \in \mathcal{K}$ or not. If not, $\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right)$ has not been computed, so we compute it by accessing $c_{K}^{l}$ and its adjacent cells and then insert $K$ into $\mathcal{K}$. We update $\mathbf{b}\left(o_{i}\right)$ by a bitwise OR operation between it and $\mathbf{b}^{a d j}\left(c_{K}^{l}\right)$, and obtain $\tau^{u p p}\left(o_{i}\right)$ by Lemma 2. If $\tau^{u p p}\left(o_{i}\right) \geq \tau_{\max }^{\text {low }}$, we insert $o_{i}$ into $O_{\text {cand }}$, and otherwise it is pruned by Theorem 2. The above operations are repeated for all $o_{i} \in O$. Finally, we sort $O_{\text {cand }}$ in descending order of upper-bound.

Let the number of cells of the large-grid be $g$. Computing $\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right)$ for each cell of the large-grid takes $\mathcal{O}\left(g \sum \operatorname{cost}\left(\mathbf{b}^{a d j}\left(c_{K}^{l}\right), \mathbf{b}\left(c_{K^{\prime}}^{l}\right)\right)\right)$ time. (The number of adjacent cells of each cell is bounded by a constant, e.g., 26 in a three-dimensional space.) Similar to lower-bounding, the time complexity of computing an upper-bound for all objects in $O$ is $\mathcal{O}\left(n \sum_{o_{i} . L^{\prime}} \operatorname{cost}\left(\mathbf{b}\left(o_{i}\right), \mathbf{b}^{a d j}\left(c_{K}^{l}\right)\right)\right)$. Therefore, the time complexity of Algorithm 5 is obtained by summing the two time complexities. (The sorting cost is dominated by them, and our experiments show that computing $\tau^{u p p}\left(o_{i}\right)$ is faster than computing $\tau\left(o_{i}\right)$ by a factor at least one order of magnitude.)

## C. Verification

In this step, we obtain the answer of the MIO query, $o^{*}$. To this end efficiently, we employ a best-first approach, due
to the following corollary which is obtained from Lemma 2. Corollary 1 (Early termination). Consider $O_{\text {cand }}$ as a queue. We dequeue the front object of $O_{\text {cand }}$ and compute its exact score. Let o be the object whose score is the best among a set of objects that have been dequeued so far. Besides, let $o^{\prime}$ be the current front object. If $\tau(o) \geq \tau^{u p p}\left(o^{\prime}\right)$, we have $o^{*}=o$.
The BIGrid structure is effective not only for the bounding techniques but also for exact score computation. We show that it can avoid unnecessary cell accesses and pairwise distance computations.
VERIFICATION $\left(O_{\text {cand }}, r\right)$. Let $o$ be an intermediate result, and it is initialized at $\varnothing$ (so, $\tau(o)$ is 0 at first). In what follows, the detail of this step is described.

1) We dequeue the front object of $O_{\text {cand }}$, and let the object be $o_{i}$. If $\tau^{u p p}\left(o_{i}\right) \leq \tau(o)$, it is guaranteed that $o=o^{*}$ by Corollary 1 , thus we terminate query processing. Otherwise, we proceed to the next operation.
2) As with the bounding step, we create a temporal compressed bitset $\mathbf{b}\left(o_{i}\right)$ and set its $i$-th bit as 1 . Given $p \in o_{i}$, we do the following. We compute its key $K$ for the largegrid and access $c_{K}^{l}$. Let $\mathbf{b}$ be $\mathbf{b}^{a d j}\left(c_{K}^{l}\right)-\mathbf{b}\left(o_{i}\right)$. If $|\mathbf{b}|=0$, $\mathbf{b}\left(o_{i}\right)$ already contains all objects (by bit representation) some of whose points are mapped to $c_{K}^{l}$ and its adjacent cells. (Recall that for a point $p$ whose key for the large-grid is $K$, the points $p^{\prime}$, where $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$, exist at $c_{K}^{l}$ or its adjacent cells.) In this case, we do not need to access the adjacent cells. If $|\mathbf{b}|>0$, we have to access the adjacent cells $c_{K^{\prime}}^{l}$ but can avoid unnecessary score computation by leveraging inverted lists. It is important to note that candidate objects that can be in $O_{i}$ are represented by b. Specifically, if the $j$-th bit of $\mathbf{b}$ is $1, o_{j}$ may be in $O_{i}$. We therefore access only posting lists $I\left(c_{K^{\prime}}^{l}\right)\left[o_{j}\right]$ such that the $j$-th bit of $\mathbf{b}$ is 1 , to avoid unnecessary distance computation. If there is a point $p^{\prime} \in I\left(c_{K^{\prime}}^{l}\right)\left[o_{j}\right]$ such that $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$, we set the $j$-th bit of $\mathbf{b}\left(o_{i}\right)(\mathbf{b})$ as 1 (0). Again, if $|\mathbf{b}|=0$, the adjacent cells of $c_{K}^{l}$ have no more candidate objects, thereby we deal with the next point. This operation is executed for all $p \in o_{i}$.
3) Then we have $\tau\left(o_{i}\right)=\left|\mathbf{b}\left(o_{i}\right)\right|-1$. If $\tau(o)<\tau\left(o_{i}\right)$, we replace the intermediate result and go back to the first operation.
Algorithm 6 summarizes this step.
Discussion about top-k variant. Although Definition 1 focuses on the object with the highest score, our solution can easily deal with its top- k variant. If applications require top- k objects with the highest score, we compute the $k$-th highest lower-bound instead of $\tau_{\max }^{l o w}$ in the lower-bounding step and use it in the upper-bounding step. In the verification step, after computing the scores of $k$ objects, we set a threshold. Then Corollary 1 is applied accordingly.

## D. Leveraging previous results

Algorithms 5 and 6 may incur some unnecessary computations. This is because there may exist some points in $o$ that

```
Algorithm 6: Verification \(\left(O_{\text {cand }}, r\right)\)
    \(o \leftarrow \varnothing \quad \triangleright o\) is an intermediate result
    while \(\left|O_{\text {cand }}\right|>0\) do
        \(o_{i} \leftarrow\) the front object of \(O_{\text {cand }} \triangleright\) dequeue the front object
        if \(\tau^{u p p}\left(o_{i}\right) \leq \tau(o)\) then
            L break
        \(\mathbf{b}\left(o_{i}\right) \leftarrow \varnothing \quad \triangleright \mathbf{b}\left(o_{i}\right)\) is a temporal compressed bitset
        Set the \(i\)-th bit of \(\mathbf{b}\left(o_{i}\right)\) as 1
        for \(\forall p \in o_{i}\) do
            \(K \leftarrow\) the key of \(p\) for the large-grid
            \(\mathbf{b} \leftarrow \mathbf{b}^{a d j}\left(c_{K}^{l}\right)-\mathbf{b}\left(o_{i}\right)\)
            if \(|\mathbf{b}|>0\) then
                for \(\forall K^{\prime}\) in the set of \(K\) and its adjacent cell keys do
                for \(\forall o_{j} \in I\left(c_{K^{\prime}}^{l}\right)\) s.t. the \(j\)-th bit of \(\mathbf{b}\) is 1 do
                                if \(\exists p^{\prime} \in I\left(c_{K^{\prime}}^{l}\right)\left[o_{j}\right]\) s.t. dist \(\left(p, p^{\prime}\right) \leq r\) then
                            \(\square\) Set the \(j\)-th bit of \(\mathbf{b}\left(o_{i}\right)\) (b) as 1 (0)
                                if \(|\mathbf{b}|=0\) then
                            | break
                Execute lines 16-17
        \(\tau\left(o_{i}\right) \leftarrow\left|\mathbf{b}\left(o_{i}\right)\right|-1\)
        if \(\tau\left(o_{i}\right)>\tau(o)\) then
            \(o \leftarrow o_{i}\)
    \(o^{*} \leftarrow o\)
    return \(o^{*}\)
```

do not contribute to computing $\tau^{u p p}(o)$ and/or $\tau(o)$. If we know such points in advance, we can skip accessing them in the processing of a given MIO query. In other words, by providing each point $p$ in $O$ with a label that shows whether $p$ is necessary for obtaining $\tau^{u p p}(o)$ and/or $\tau(o)$ during the processing of a given MIO query, we can improve the performance of future MIO queries.
Rationale. To implement the above idea, we have to know when we face redundant computation. We describe such cases below.
ObSERVATION 1. Consider that $\left|\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right)\right|=1$ after executing line 9 of Algorithms 5. For this case, assume that only the $i$-th bit is 1 and $p_{i}^{j}$ is mapped to $c_{K}^{l}$. This case means that, for all $o_{i^{\prime}} \in O \backslash\left\{o_{i}\right\}, \nexists p \in o_{i^{\prime}}$ such that $\operatorname{dist}\left(p_{i}^{j}, p\right) \leq r$. That is, even if we ignore $p_{i}^{3}$, we can still obtain $\tau^{u p p}\left(o_{i}\right)$.
ObSERVATION 2. Notice that two objects may have multiple pairs of points whose distances are within r. At line 10 of Algorithm 5, $\mathbf{b}\left(o_{i}\right)$ may not be varied, due to the above observation. In this case, executing this line is not necessary.
Observation 3. For Algorithm 6, consider line 10. If $|\mathbf{b}|=$ 0 , we can prune unnecessary cell accesses. However, it still incurs a hash look-up and a bitwise operation.
If we can skip the above cases, the performances of Algorithms 5 and 6 are improved. Assume that we know points $p$ with at least one of Observations 1-3 w.r.t. an MIO query with $r$. Assume further that we are given a new MIO query with $r^{\prime}$ where $\lceil r\rceil=\left\lceil r^{\prime}\right\rceil$. Since, given $O$, the large-grid is the same for all $r^{\prime}$ such that $\lceil r\rceil=\left\lceil r^{\prime}\right\rceil$, we can skip accessing $p$ in upper-bounding and/or verification. As noted in Section I, analytical applications may issue queries by varying $r$, and $r$ is often fine-grained [14], [19]. This is the reason why $\lceil r\rceil$ is employed as the width of the large-grid.

Now we propose a labeling approach, and define the label.

Definition 4 (Label). Consider an MIO query with $r$ on $O$. The label of each point $p$ in $O$, label $(p)$, consists of three bits and is initialized at 111. Let $c_{K}^{l}$ be the large-grid cell into which $p$ is mapped.

- Labeling-1: If $\left|\mathbf{b}^{a d j}\left(c_{K}^{l}\right)\right|=1$, label $(p)=0 * *$, where "*" is 0 or 1 .
- Labeling-2: If $p$ encounters the case in Observation 2, $\operatorname{label}(p)=10 *$.
- Labeling-3: If $p$ encounters the case in Observation 3, $\operatorname{label}(p)=1 * 0$.
When to provide labels. As can be seen from Definition 4, Labeling-1, Labeling-2, and Labeling-3 are executed after line 9 of Algorithm 5, line 10 of Algorithm 5, and line 10 of Algorithm 6, respectively. In addition, labels are outputted in post-processing. The space cost of the labels for MIO queries with $\lceil r\rceil$ is $\mathcal{O}(n m)$. Note that the number of MIO queries issued cannot be bounded. For practical use, therefore, labels should be resident in external memory. In this case, the I/O cost of loading labels for a given MIO query is $\mathcal{O}\left(\frac{n m}{B}\right)$, where $B$ is a block size ${ }^{7}$.
How to leverage labels. We verify that our solution is friendly to use intermediate results of previous MIO queries. Given an MIO query with $r$, we first check whether there are labels for $\lceil r\rceil$. This can be done in $\mathcal{O}(1)$ time by using a hash table. If no, we simply execute Algorithms 3-6. Otherwise, we leverage the labels and elaborate how to do this below. Note that the access order of objects and points has to be the same to keep correctness.

Grid-Mapping-with-Label $(O, r)$. We first consider BIGrid building with labels. The basic operation is the same, but we can ignore points $p$ where $\operatorname{label}(p)=0 * *$, due to the following lemma.
Lemma 3 (Point pruning). Consider a point $p \in o_{i}$, where $\operatorname{label}(p)=0 * *$. Even if we do not update the bitset of its corresponding small-grid cell and do not map $p$ to its corresponding large-grid cell, $\tau^{l o w}\left(o_{i}\right), \tau^{u p p}\left(o_{i}\right)$, and $\tau\left(o_{i}\right)$ can be obtained exactly.
Proof. From Definitions 2, 3, and 4.
Lower-bounding-with-Label $(O, r)$. This step also does the same operation as with the original one. A difference is that we maintain $\mathbf{b}\left(o_{i}\right)$ to utilize this in the verification step.
UPPER-BOUNDING-WITH-LABEL $\left(O, r, \tau_{\max }^{l o w}\right)$. In this step, we replace line 5 of Algorithm 5 with " $\forall p_{i}^{3} \in o_{i}$ such that $\operatorname{label}(p)=11 *$."
Verification-with-Label $\left(O_{\text {cand }}, r\right)$. This step has three differences from the original one. First, $\mathbf{b}\left(o_{i}\right)$ is initialized at the compressed bitset obtained in LOWER-BOUNDING-WITH$\operatorname{Label}(O, r)$. Because we do not need to do labeling, this initialization does not lose correctness. Furthermore, we can prune more cells, because we tend to have $|\mathbf{b}|=0$ at line 11 in an early iteration. Second, we replace line 8 of Algorithm 6

[^4]with " $\forall p \in o_{i}$ such that $\operatorname{label}(p)=1 * 1$." Last, it is important to note that after the upper-bounding step, cells $c_{K}^{l}$ may not obtain $\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right)$, because we skip some points by labeling in the upper-bounding step. At line 10 of Algorithm 6, therefore, if $\mathbf{b}^{a d j}\left(c_{K}^{l}\right)$ has not been computed, we compute it first.

## IV. Parallel MIO QUERY Processing

We shift our interest to multi-core processing. We parallelize Algorithms 3-6, and discuss how to achieve load balancing.
Parallel-Grid-Mapping $(O, r)$. There are two loops in Grid-Mapping $(O, r)$ : lines 1 and 2 . Which line should we parallelize? Our answer is to do line 2 . The amortized time for mapping all points of $o_{i} \in O$ is $\mathcal{O}(m)$, and each operation in this loop is independent of the other points of $o_{i}$. A hash-partitioning approach therefore enables $\mathcal{O}\left(\frac{m}{t}\right)$ time for mapping them, where $t$ is the number of available CPU cores. On the other hand, parallelizing line 1 faces an NP-complete problem. Each object may have a different sized point set. For load balancing, we have to assign a subset of objects to each core so that all cores have (almost) the same number of points. We prove that this is hard.

THEOREM 3. Parallelizing line 1 of Algorithm 3 so that the load difference between CPU cores is minimized is NPcomplete.
Proof. To optimally assign objects in $O$ to each core, we have to solve the following problem. Consider a set of integers $\left\{\left|P_{1}\right|,\left|P_{2}\right|, \ldots,\left|P_{n}\right|\right\}$. When we divide it into $t$ disjoint subsets, the sum of the integers in each subset, denoted by $\sum\left(t_{i}\right)$ where $t_{i}$ is the $i$-th core, is obtained. The problem is to minimize $\max _{t} \sum\left(t_{i}\right)-\min _{t} \sum\left(t_{i}\right)$. This problem is called multi-way number partitioning, which is NP-complete [24].

Theorem 3 suggests that parallelizing line 1 cannot provide $\mathcal{O}\left(\frac{n m}{t}\right)$ time.
Parallel-Lower-bounding $(O, r)$. This lower-bounding also has two options: parallelizing lines 2 and 4 of Algorithm 4. Theorem 3 implies that the first option has to tackle an NPcomplete problem. However, the second option is not a perfect solution, and they have both advantages and disadvantages.

- Dividing $O$ for parallel lower-bounding. Since optimally dividing $O$ is not practical, we employ a heuristic algorithm. Let $T_{i}$ be a subset of $O$, which is assigned to the $i$-th core $t_{i}$ and initialized at $\varnothing$. We incrementally update $T_{i}$ by a greedy approach. Given $o \in O$, we obtain $T=\operatorname{argmin} \sum_{T_{i}}\left|o_{j} . L\right|$ and insert $o$ into $T$. This is done for all $o \in O$. Note that $T$ can be obtained in $\mathcal{O}(1)$ time by parallel processing, so this algorithm takes $\mathcal{O}(n)$ time. After partitioning, each core runs Algorithm 4.
- Dividing $P_{i}$ for parallel lower-bounding. The second approach is to divide $P_{i}$ by a hash-partitioning. However, simple hash-partitioning suffers from synchronization at updating $\mathbf{b}\left(o_{i}\right)$ (see line 5). This degrades the performance of parallel processing. To avoid this, we assign a local compressed bitset to each core, and each core updates this bitset in the loop. The final result is obtained by merging the local bitsets.

The disadvantage of the first approach is that optimal load balancing is hard to obtain, although the greedy approach provides a good partitioning in practice. The advantage is that no synchronization is required to update the bitsets. On the other hand, the advantage of the second approach is the optimal load balancing. The disadvantage is that if $\left|o_{i} . L\right|$ is small, parallel processing does not give much gain and the merging can be bottleneck. Our empirical study verifies that the first approach is better than the second one.
Parallel-Upper-bounding $\left(O, r, \tau_{\text {max }}^{l o w}\right)$. In this step, we parallelize line 5 of Algorithm 5. Recall that if $\mathbf{b}^{\text {adj }}\left(c_{K}^{l}\right)$ has not been computed, we have to compute it at first. That is, the cost of dealing with $p \in o_{i}$ becomes different if $p$ encounters the above case. To minimize the cost difference between each core, we propose a cost-based heuristic partitioning for parallel upper-bounding.

Assume that points in $o_{i}$ are grouped by their keys, which can be done in building the large-grid. Let $P_{i, K}$ be the set of points of $o_{i}$ whose keys are $K$, and we have $P_{i, K} \cap P_{i, K^{\prime}}=\varnothing$. The key-based point grouping provides a way to design a cost of a point set, and we assign $P_{i, K}$ to a core based on the following cost model. Assuming that the cost of updating a compressed bitset, cost(b), is a constant, the cost of $P_{i, K}$, $C\left(P_{i, K}\right)$, is formalized as follows.

$$
C\left(P_{i, K}\right)= \begin{cases}\operatorname{cost}(\mathbf{b})+\left|P_{i, K}\right| & \left(\text { if }\left|\mathbf{b}\left(c_{K}^{l}\right)\right|=0\right)  \tag{3}\\ 27 \cdot \operatorname{cost}(\mathbf{b})+\left|P_{i, K}\right| & (\text { otherwise })\end{cases}
$$

Note that $\left|P_{i, K}\right|$ corresponds to the labeling cost for each point in $P_{i, K}$. Using the above cost model, the same greedy partitioning approach as in the parallel lower-bounding, and local bitsets, we assign $P_{i, K}$ to the core with the minimum cumulative cost.

In this approach, only a single core independently computes $\mathbf{b}^{a d j}\left(c_{K}^{l}\right)$ and the other cores do not access the bitset, since points with the same keys are assigned to a single core. This is an advantage of multi-core processing, since we do not need any synchronization for the computation. When the labels are utilized in this step, $\left|P_{i, K}\right|$ in Equation (3) is omitted, since we do not label points.
Parallel-VERification $\left(O_{c a n d}, r\right)$. In this step, we parallelize line 8 of Algorithm 6, and propose a heuristic partitioning approach. (After partitioning, each core runs the loop of line 8.) Recall that we use the intermediate result $\mathbf{b}\left(o_{i}\right)$ for cell pruning. Due to this pruning, this step may be the most difficult to be parallelized with load balancing. Our approaches take into account this observation.

- Without label case. We use a local compressed bitset for each core to avoid synchronization. (The bitsets are merged after the loop of line 8.) That is, each core prunes unnecessary cells by using the local bitset. To achieve load balancing, the pruning rate and the number of distance computations of each core should be similar. Because they are unknown in advance, we propose a heuristic partition. The idea of this partition is to assign points with different keys of the large-grid uniformly to each core. Specifically, for each $P_{i, K}$, we partition it into
$t$ disjoint subsets, each of which is assigned to a core. (If $\left|P_{i, K}\right|<t$, each point is assigned to the cell with the minimum sized point set.)
- With label case. Given $p_{i}^{j} \in o_{i}$, whose key for the largegrid is $K$, $\mathbf{b}^{a d j}\left(c_{K}^{l}\right)$ might not be computed. Given $o_{i}$, we first compute the bitsets of such cells, which can be done in parallel. Let $\mathbf{b}^{\text {low }}\left(o_{i}\right)$ be the compressed bitset obtained in the lower-bounding step. We next prune unnecessary cells by $\mathbf{b}^{\text {low }}\left(o_{i}\right)$, which is also done in parallel. During this, we store the keys $K$ of cells that have not been pruned in $\mathcal{K}$. For all $P_{i, K}$ such that $K \in \mathcal{K}$, we do the same partitioning as the without label case.


## V. EMPIRICAL STUDY

## A. Setting

All experiments were conducted on a machine with a 12core Intel Xeon E5-2687W v4 processor (3.0GHz), 512GB RAM and 1TB SSD with 4096B block size. (This external memory is used only for labels, and a given dataset is memory-resident, as mentioned in Section II-A). For multithreading, we used OpenMP. All evaluated algorithms were implemented in C++. In the experiments, we measured query processing time and memory usage. Note that we terminated the experiments if query processing did not terminate within 8 hours.
Evaluated algorithms. In the experiments, we evaluated the following algorithms.

- BIGrid: the algorithm proposed in Sections III-A-III-C.
- BIGrid-label ${ }^{8}$ : the algorithm proposed in Section III-D.
- NL: the algorithm introduced in Section II-B ${ }^{9}$.
- SG: a simple grid algorithm. Given a distance threshold $r$, SG first builds a spatial grid (the width of each cell is $r$ ) while mapping each point into the corresponding cell. Then, for each object $o \in O$, SG computes $\tau(o)$ by utilizing the grid, similarly to BIGrid. SG corresponds to a state-of-theart main memory spatial-join algorithm TOUCH [5] (but is optimized for our problem). This algorithm also builds an index (a hierarchical tree) online and then compares points that can be within a distance. Since SG computes distances between points if they can be within $r$, such a hierarchical index is not necessary and SG incurs less index access overheads.
We do not compare our solutions with the theoretical algorithm introduced in Section II-B, because its pre-processing spent more than 8 hours.
Datasets. We used four real datasets, Neuron, Neuron-2, Bird, and Bird-2, that have large numbers of points (i.e., $n m)^{10}$.

[^5]TABLE I
DATASET STATISTICS

| Dataset | $n$ | $m$ | $n m$ | Unit of $r$ |
| :---: | :--- | :--- | :--- | :---: |
| Neuron | 776 | 7,960 | $6,176,960$ | Micrometer |
| Neuron-2 | 5,493 | 848 | $4,657,696$ | Micrometer |
| Bird | 143,042 | 50 | $7,152,100$ | Meter |
| Bird-2 | 29,247 | 100 | $2,924,700$ | Meter |
| Syn | 851,519 | 52 | $44,266,671$ | - |

Neuron and Neuron-2 are sets of rat neuron objects [4]. Bird and Bird-2 are sets of bird trajectories [11]. We generated these datasets by dividing long trajectories so that each trajectory contains approximately $m$ points [14]. In addition, we generated a synthetic dataset, Syn, so that its score distribution follows a power law, based on a human-brain network [25]. The statistics of these datasets are shown in TABLE I.

## B. Result: Single core processing

Varying $r$. We study the impact of the distance threshold $r$, and varied $r$ from 4 to 10 based on [7]. Fig. 5 shows the experimental results.

From Figs. 5(a)-5(d), we see that NL and SG have opposite results. That is, NL decreases its processing time as $r$ increases, while SG increases its processing time as $r$ increases. The reason is as follows. As $r$ increases, two objects tend to have many pairs of points whose distances are within $r$. Therefore, NL can find such pairs in an early iteration, thereby reduces the number of pairwise distance computations. On the other hand, w.r.t. SG, as $r$ increases, the number of points in a cell tends to increase, so SG needs more pairwise distance computations for a point.

The second observation is that BIGrid clearly outperforms NL and SG. When $r=4$, for the datasets of Neuron, Neuron2, and Bird-2, BIGrid is 60 (3), 49 (67), and 711 (33) times faster, respectively, than NL (SG). Also, for Bird and Syn, BIGrid is 44 and 16 times faster, respectively, than SG, when $r=4$. Furthermore, BIGrid-label successfully accelerates the query processing efficiency. To better understand, we show run time of each operation of BIGrid and BIGrid-label in TABLE II. We see that loading labels is not an overhead for BIGrid-label. In addition, Grid-MAPPING-with$\operatorname{LABEL}(\cdot, \cdot)$, LOWER-BOUNDING-WITH-LABEL $(\cdot, \cdot)$, UPPER-bounding-With-Label $(\cdot, \cdot, \cdot)$, and VERIFICATION-with$\operatorname{LABEL}(\cdot, \cdot, \cdot)$ incur similar or (significantly) less time compared with the corresponding ones in BIGrid. Lower- and upper-bounding incur significantly less costs than computing the exact score of an object. This can be seen by comparing the lower- and upper-bounding times with the run time of SG.

The third observation is that, in Neuron-2, BIGrid does not provide a consistent result. The upper-bound and exact score distributions are affected by $r$. For some $r$, there are many objects with higher upper-bound scores than $\tau\left(o^{*}\right)$, which results in a longer run time.

Figs. 5(f)-5(j) show the memory usage of SG, BIGrid, and BIGrid-label. (The memory cost of NL is dominated by the memory usage for a given dataset, so is omitted.) As $r$ increases, their memory usages decrease, because their grids


Fig. 5. Impact of threshold ( $r$ )
TABLE II
DECOMPOSED TIME [SEC] WHEN $r=4$

| Dataset | Neuron |  | Neuron-2 |  | Bird |  | Bird-2 |  | Syn |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | BIGrid | BIGrid-label | BIGrid | BIGrid-label | BIGrid | BIGrid-label | BIGrid | BIGrid-label | BIGrid | BIGrid-label |
| Label-Input | - | 0.401 | - | 0.325 | - | 0.775 | - | 0.240 | - | 4.959 |
| Grid-Mapping | 17.122 | 15.452 | 8.164 | 8.400 | 25.403 | 15.810 | 8.882 | 3.819 | 59.927 | 59.059 |
| Lower-bounding | 2.677 | 2.895 | 5.836 | 5.911 | 1.696 | 1.656 | 0.898 | 0.842 | 44.036 | 41.960 |
| Upper-bounding | 25.061 | 1.286 | 6.891 | 1.031 | 62.800 | 15.122 | 18.713 | 1.580 | 156.697 | 90.181 |
| Verification | 2.291 | 0.566 | 13.829 | 7.123 | 0.804 | 0.614 | 0.022 | 0.005 | 10.792 | 2.958 |



Fig. 6. Impact of sampling rate (s)
have less cells. Although the memory usage of BIGrid is larger than that of SG, it is affordable for recent main-memory systems. Besides, since BIGrid-label prunes points $p$ where label $(p)=0 * *$, its memory usage is less than that of BIGrid. Fig. 5(j) shows an exception. Because Syn has less points $p$ such that label $(p)=0 * *$, the memory cost of the labels becomes a little bit overhead.

Scalability test. We next investigate the scalability of NL, SG, BIGrid, and BIGrid-label. For each dataset, we select $s \times n$ objects, where $s$ is a sampling rate. Fig. 6 shows the experimental results. We see from Figs. 6(a)-6(e) that NL and SG do not scale well, and the computational costs of BIGrid and BIGrid-label are (much) better than those of NL and SG. This is because the costs of $\operatorname{Grid}-\operatorname{Mapping}(\cdot, \cdot)$, $\operatorname{LOWER-BOUNDING}(\cdot, \cdot)$, and $\operatorname{UPPER-BOUNDING}(\cdot, \cdot, \cdot)$ are almost linear and the pruning rate of score computation is high. Figs. 6(f)-6(j) show that the memory costs of BIGrid and BIGrid-label have linear scalability.

Varying $k$. In this section, we finally investigate the run time of BIGrid for its top-k variant problem, which is shown in

Fig. 7. Recall that NL and SG compute the scores of all objects, and their performances are independent on $k$. Figs. 7(a)-7(e) verify that our solution is still efficient for the top-k case. As $k$ increases, its threshold becomes smaller. The run time therefore increases as $k$ increases, but BIGrid effectively prunes unnecessary score computations.

## C. Result: Multi-core processing

Evaluation of partitioning approaches. We first evaluate the efficiency of partitioning approaches for parallel lower- and upper-bounding by using the real datasets. We use LB-greedyd and LB-hash-p to denote parallel lower-bounding by dividing $O$ and $P_{i}$, respectively. Also, we use UB-greedy-p to denote parallel upper-bounding by the cost-based greedy $P_{i}$ partition. As a competitor for parallel upper-bounding, we employ an approach that greedily partitions $O$ based on $\left|P_{i}\right|$, which is denoted by UB-greedy-d.

Fig. 8 shows the results of the experiments with varying the number of available CPU cores. We see that LB-greedyd and UB-greedy-p scale well w.r.t. the number of cores, demonstrating the effectiveness of our cost-based partitioning.


Fig. 9. Impact of number of cores $(t)$

Meanwhile, the other approaches do not exploit the available cores. LB-greedy-d works well in Neuron and Neuron-2 but does not in the other datasets. Because the size of a key list, $\left|o_{i} . L\right|$, is small in the cases of Bird and Bird-2, LB-greedyd loses its advantage and the local bitset merging becomes overhead. UB-greedy-d consistently shows poor performance, because its partitioning approach does not consider the real cost of dealing with a point.

Comparison with parallel NL and SG. We parallelize NL and SG, to compare BIGrid with them. Fig. 9 shows the experimental results on the real datasets.

Although NL parallelizes line 3 of Algorithm 1, NL is not only computationally inefficient but also hard to achieve load balancing. Algorithm 1 shows that there are three loops to obtain $\tau\left(o_{i}\right)$, but the cost of each loop is hard to estimate, since the number of distance computations is unknown. Therefore, NL cannot achieve much time reduction. SG has a similar result. SG computes $\tau\left(o_{i}\right)$ in parallel by hash-partitioning, but its run time does not decrease so much. In general, hash-partitioning functions only when each task has the same cost. Due to the skewed distributions, the number of distance computations for a point is usually different. SG therefore does not achieve load balancing. On the other hand, BIGrid and BIGrid-label reduce their run times with increasing of the number of cores. This result demonstrates that, as well as parallel lower- and upper-bounding, Parallel-GridMapping $(\cdot, \cdot)$ and Parallel-VErification $(\cdot, \cdot)$ exploit the available cores. TABLE III, which shows the speedup ratio against single core version on Neuron and Bird, also confirms this result. We can observe that, although the speedup depends on datasets, which is derived from that fact that the compres-

TABLE III
Speedup ratio against single core version when $r=4$

| Dataset | Neuron |  | Bird |  |
| :---: | :---: | :---: | :---: | :---: |
| Algorithm | BIGrid | BIGrid-label | BIGrid | BIGrid-label |
| $t=2$ | 1.648 | 1.789 | 1.763 | 1.584 |
| $t=4$ | 2.717 | 2.968 | 2.770 | 2.181 |
| $t=6$ | 3.585 | 4.036 | 3.313 | 2.492 |
| $t=8$ | 4.265 | 4.809 | 3.513 | 2.598 |
| $t=10$ | 4.750 | 5.251 | 3.708 | 2.626 |
| $t=12$ | 5.154 | 5.985 | 3.984 | 2.629 |

sion statuses of bitsets depend on the data distributions, larger number of cores provides a shorter run time.

## VI. RELATED WORK

Spatial query processing is used in many applications, such as the location selection problem [26] and data mining [27]. In this section, we review some spatial data processing techniques that are related to our solutions.
Spatial query processing. Given a set of points and a distance threshold, the problem of in-memory spatial join (self-join case) is to retrieve all pairs of points whose distances are within the threshold [28]. The time complexity of this problem is essentially quadratic, thus to reduce execution time, many approaches, which prune unnecessary distance computations between points, have been proposed. Examples are a hierarchical grid-based algorithm [29], TOUCH [5], and a spacepartitioning algorithm [30], to name a few. [31] demonstrated that TOUCH is effective for real and skewed datasets among them. Our experiments have verified that spatial self-join based approaches, like NL and SG, is not efficient for our problem.

The closest point pair computation problem retrieves the pair of two points whose distance is the shortest among
all pairs in a given point set [32]. In Section II-B, we discussed how to employ the technique of the closest point pair computation and showed that it is not practical.
Hybrid index for spatial data. Recently, spatial objects have often been associated with some attributes, e.g., keywords [33] and social relationships [34]. To retrieve such objects, spatio-textual and geo-social queries have been devised, along with efficient retrieval algorithms. One representative index for spatio-textual queries is IR-tree [35], which is an R-tree with an inverted list for each node. The BIGrid structure is actually inspired by IR-tree and its variants, but has a clear difference. IR-tree aims at pruning objects that cannot be the top-k answer in a batch w.r.t. a given query point with keywords. This query considers that an object is a point, thereby MBR-based hierarchical indexing functions. On the other hand, the BIGrid is designed so that we can efficiently compute lower-bound, upper-bound, and the exact scores of objects.
Leveraging previous query results. If applications require quick data-to-insight time, building an index by costly preprocessing is not tolerant. In this case, leaving some query results for future queries is promising. Database cracking [36], which incrementally updates indices as a side-effect of query processing, has been proposed to achieve this. Although database cracking techniques were focused on relational databases [37], recent studies have proposed cracking techniques for in-memory and external-memory spatial datasets [21], [38]. Their techniques deal with spatial range queries, and it is not trivial to apply them to MIO queries.

## VII. CONCLUSION

This paper addressed the problem of identifying the most interactive object in spatial datasets. To the best of our knowledge, this paper is the first work of this problem. We first showed that a nested-loop and a theoretical algorithms do not scale. Motivated by this fact, we proposed an efficient solution with a novel data structure BIGrid. The BIGrid structure efficiently facilitates lower-bounding, upperbounding, and verification. Our solution is carefully designed so that it can use intermediate results of previous MIO queries, deal with the top-k variant, and be parallelized. Finally, our experiments demonstrate that our solution is significantly faster than competitors.

There may exist applications that want to find the most interactive object in a high-dimensional space, although it is beyond the scope of this paper. For such applications, our solution can be still used but may not function well, as it is well-known that grid structures are not effective for highdimensional data. We leave designing a robust index for highdimensional spaces for future work.
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## Appendix

## A. Analysis of offline BIGrid building

We demonstrate that offline BIGrid building does not provide any advantages over online approach.

First, we assume that BIGrid is build based on a certain distance threshold $r^{\prime}$. Given an MIO query with $r$, lowerand upper-bounding become ineffective or incorrect. (i) If $r>r^{\prime}$, lower-bonding does not lose correctness (but lowerbound scores become loose). However, upper-bounding loses correctness if we do not provide any extension. Recall that, in the original algorithm, for a point $p_{i}^{j}$ with key $K$ for the large-grid, we access $c_{K}^{l}$ and its neighbor cells (say $c_{K^{\prime}}^{l}$ ). To obtain upper-bound score (i.e., to guarantee correctness) w.r.t. an MIO query with $r>r^{\prime}$, in addition to these cells, we have to access at least their ( $c_{K^{\prime}}^{l}$ 's) neighbor cells. It is important to note that this approach increases the number of access cells exponetially. (ii) If $r<r^{\prime}$, we see that small-grid does not provide correct lower-bound scores, because points $p$ and $p^{\prime}$ in the same cell do not satisfy $\operatorname{dist}\left(p, p^{\prime}\right) \leq r$.

Second, we can re-construct BIGrid (decompose/merge grid cells) if we have $r=\alpha \cdot r^{\prime}$ where $\alpha \neq 0$ (i.e., very limited cases). Recall that we need to assign cell key for each point in a given object set $O$ and need to update compressed bitsets if cells are updated. Therefore, decomposing/merging cells incurs the same cost as that of the original approach. We see that this approach does not provide any gain.

## B. Incorporating a temporal dimension

If we consider a temporal dimension, we have to define an object $o_{i}$ as $o_{i}=\left\{\left\langle p_{i}^{1}, t_{i}^{1}\right\rangle, \ldots,\left\langle p_{i}^{\left|P_{i}\right|}, t_{i}^{\left|P_{i}\right|}\right\rangle\right\}$, where $t_{i}^{j}$ is the time when $p_{i}^{j}$ is generated. Then, $O_{i}$ (see Equation (1)) is defined as

$$
\begin{array}{r}
O_{i}=\left\{o_{j} \mid o_{j} \in O \backslash\left\{o_{i}\right\}, \exists\left\langle p_{i}^{i^{\prime}}, t_{i}^{i^{\prime}}\right\rangle \in o_{i}, \exists\left\langle p_{j}^{j^{\prime}}, t_{j}^{j^{\prime}}\right\rangle \in o_{j}\right. \\
\left.\operatorname{dist}\left(p_{i}, p_{j}\right) \leq r,\left|t_{i}^{i^{\prime}}-t_{j}^{j^{\prime}}\right| \leq \delta\right\}
\end{array}
$$

where $\delta$ is a threshold for the temporal dimension. Without loss of generality, let us assume that the temporal dimension of a given dataset has a time domain $[0, T]$. Given an MIO query with $r$ and $\delta$, we first decompose $[0, T]$ into disjoint sub-domains, $[0, \delta),[\delta, 2 \delta), \ldots,[T-\delta, T]$. Then, for each subdomain, we build BIGrid based on the generation time of points.

For lower-bounding, assume that we have $\left\langle p_{i}^{j}, t_{i}^{j}\right\rangle \in o_{i}$, where $t_{i}^{j}=\delta$, and the key for small-grid of $p_{i}^{j}$ is $K$. Now the small-grid on the sub-domain $[\delta, 2 \delta)$ has a compressed bitset $\mathbf{b}\left(c_{K}^{s}\right)$ whose $i$-th bit is 1 . We see that, to obtain points $p$ certainly satisfying $\operatorname{dist}\left(p_{i}^{j}, p\right) \leq r$ and $\left|t_{i}^{j}-t\right| \leq \delta$, we need to access only $c_{K}^{s}$ on the sub-domain $[\delta, 2 \delta)$.

Upper-bounding approach is similar to the above one. Assume that we have $\left\langle p_{i}^{j}, t_{i}^{j}\right\rangle \in o_{i}$, where $t_{i}^{j}=\delta$, and the key for large-grid of $p_{i}^{j}$ is $K$. To obtain points $p$ which may satisfy $\operatorname{dist}\left(p_{i}^{j}, p\right) \leq r$ and $\left|t_{i}^{j}-t\right| \leq \delta$, we need to access $c_{K}^{l}$ and its neighbor cells on the sub-domains $[0, \delta),[\delta, 2 \delta)$, and $[2 \delta, 3 \delta)$ (i.e., $[\delta, 2 \delta)$ and its neighbor sub-domains). The verification also follows this upper-bounding approach.

Note that $\delta=0$ is a special case. In this case, we build a BIGrid for each generation time of points in $O$. More specifically, if we have $\left\langle p_{i}^{j}, t_{i}^{j}\right\rangle \in o_{i}$, a BIGrid with generation time $t_{i}^{j}$ is built. Bitwise OR operations are conducted only on the BIGrid with the same generation time.


[^0]:    ${ }^{1}$ Dealing with two-dimensional points is straightforward, thus its detail is omitted. In addition, as we consider geo-spatial points, higher dimensional points are out of the scope of this paper.
    ${ }^{2}$ Although we consider only spatial dimension, some applications may require to take a temporal dimension into account. For example, two objects interact with each other iff they have points whose distance is within $r$ and the difference of their generation time is within $\delta$. We can deal with this case without non-trivial extension (see Appendix B)

[^1]:    ${ }^{3}$ BIGrid is orthogonal to any compressed bitset, and we use EWAH [22] as our implementation. Selecting an optimal compressed bitset for a given dataset is beyond the scope of this paper.

[^2]:    ${ }^{4}$ In the case of the default setting of our experiment, the compression ratio of the compressed bitsets is more than $80 \%$ and at most $99.9 \%$ in bytes, compared with uncompressed bitsets.
    ${ }^{5}$ When the $i$-th bit is set as 1 , its lower bits, except the $i^{\prime}$-th $\left(i^{\prime}<i\right)$ ones where $o_{i^{\prime}}$ has a point whose key is $K$, are considered to be 0 , and compressed (if possible).

[^3]:    ${ }^{6}$ In our implementation, $\operatorname{cost}\left(\mathbf{b}, \mathbf{b}^{\prime}\right)=\mathcal{O}\left(\operatorname{size}(\mathbf{b})+\operatorname{size}\left(\mathbf{b}^{\prime}\right)\right)$, where $\operatorname{size}(\mathbf{b})$ is the size of $\mathbf{b}$ in bytes [23]. Actually, this size can be regarded as a constant in practice for skewed datasets. In this case, we have $\mathcal{O}\left(n \sum_{o_{i} . L} \operatorname{cost}\left(\mathbf{b}\left(o_{i}\right), \mathbf{b}\left(c_{K}^{s}\right)\right)\right) \approx \mathcal{O}\left(n m^{\prime}\right)$, where $m^{\prime}$ is the average size of $o_{i}$. $L$.

[^4]:    ${ }^{7}$ Our experiments demonstrate that this I/O cost is dominated by the cost of query processing.

[^5]:    ${ }^{8}$ To function BIGrid-label, we made BIGrid output the labels of points for each parameter setting.
    ${ }^{9}$ We also tested a variant of NL. This variant maintains the points of an object by a kd-tree, so the time complexity of this algorithm is $\mathcal{O}\left(n^{2} m \log m\right)$. However, this variant shows a similar performance to those of NL and cannot beat our solutions. We therefore omit the result of this variant for conciseness.
    ${ }^{10}$ It is important to note that datasets with large $n m$ are suitable for our experiments, because the complexities of the evaluated algorithms are derived from the number of points in $O$.

