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ABSTRACT

Recent applications employ publish/subscribe (Pub/Sub) systems
so that publishers can easily receive attentions of customers and
subscribers can monitor useful information generated by publish-
ers. Due to the prevalence of smart devices and social networking
services, a large number of objects that contain both spatial and
keyword information have been generated continuously, and the
number of subscribers also continues to increase. This poses a chal-
lenge to Pub/Sub systems: they need to continuously extract useful
information from massive objects for each subscriber in real time.
In this paper, we address the problem of k nearest neighbor
monitoring on a spatial-keyword data stream for a large number
of subscriptions. To scale well to massive objects and subscrip-
tions, we propose a distributed solution, namely DkM-SKS. Given
m workers, DkM-SKS divides a set of subscriptions into m disjoint
subsets based on a cost model so that each worker has almost the
same kNN-update cost, to maintain load balancing. DkM-SKS al-
lows an arbitrary approach to updating kNN of each subscription,
so with a suitable in-memory index, DkM-SKS can accelerate up-
date efficiency by pruning irrelevant subscriptions for a given new
object. We conduct experiments on real datasets, and the results
demonstrate the efficiency and scalability of DkM-SKS.
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1 INTRODUCTION

Due to the recent prevalence of GPS-enabled devices, many appli-
cations have been generating objects that contain location informa-
tion and keywords [15, 27]. They often provide services that retrieve
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Figure 1: An example of kNN monitoring in a location-
aware Pub/Sub system, where o; and s; respectively denote
an spatial-keyword object and a subscription

objects useful to users from the generated ones, based on a location-
aware publish/subscribe (Pub/Sub) model [22, 23, 29, 32, 33]. In this
model, users register queries that specify query locations and key-
words as their subscriptions on a Pub/Sub system, and this system
delivers appropriate objects generated by publishers (e.g., Point
of Interests) to subscriptions based on their query locations and
keywords. It is well known that range and k nearest neighbor (kNN)
queries support location-aware Pub/Sub systems. A range query
retrieves all objects existing within a user-specified range from a
query point, so it cannot control the result size. This means that
users may not obtain any objects or may obtain a huge amount of
objects, which is not desirable. On the other hand, a kNN query
alleviates this drawback, since users can obtain a reasonable-sized
result. In this paper, hence, we consider kNN queries.

1.1 Motivation

In Pub/Sub environments, objects are generated in a streaming
fashion, so we have to continuously update the kNN objects for each
subscription. For example:

ExaMpLE 1. Figure 1 illustrates an example of kNN monitoring in
a location-aware Pub/Sub system. Three subscriptions (s1, sz, and
s3) are registered, and the Pub/Sub system monitors kNN objects for
each subscription. Assume k = 1 and focus on s1, which specifies
Japanese and Noodle as keywords. At time t, i.e., in Figure 1(a), the
NN object for sy is 02, because it contains the keyword Noodle and is
the nearest to s; among {01, 02, 03}. Also, the NN object for sy (s3) is
03 (02). Assume further that a new object o4 is generated at time t + 1,
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as shown in Figure 1(b). Since o4 also contains the keyword Japanese,
the NN object of s3 is updated to o4 (and the NN objects for the other
subscriptions do not change).

Users require up-to-date results, so Pub/Sub systems have to effi-
ciently update kNN objects of their subscriptions when new objects
are given. However, this is a difficult task, because many applica-
tions employing Pub/Sub systems have to deal with a lot of (often
million-scale) subscriptions [34]. Besides, due to the usefulness
of location-aware Pub/Sub systems, the number of subscriptions
is further increasing [31]. It is therefore hard for a single server
to update the result for each subscription in real time [14]. This
suggests that we need to make location-aware Pub/Sub systems effi-
cient and scalable, motivating us to consider a distributed solution:
given multiple workers, each registered subscription is assigned to
a specific worker so that parallel kNN update is enabled.

Challenge. Although a distributed solution is promising, it has
some challenges to scale well to massive objects and subscriptions
(i-e., continuous spatial-keyword kNN queries).

(1) A distributed solution has to maintain load balancing. This is
not trivial for continuous spatial-keyword kNN queries, because
each subscription specifies arbitrary locations and keywords., i.e.,
the loads of subscriptions are different and not explicitly provided.

(2) It is necessary to deal with subscription insertions and dele-
tions. Although some variants of the spatial-keyword kNN monitor-
ing problem [22, 32] accept subscription insertions and deletions,
these solutions consider centralized environments and extending
them for decentralized environments is not trivial. In addition,
[14, 31] assume subscription insertions and deletions in distributed
processing environments. However, [14] considers not the costs of
subscriptions but the number of them, which is not effective for
load balancing, and [31] does not consider load balancing.

1.2 Contribution

We overcome these challenges and propose two baselines and DkM-
SKS (Distributed kNN Monitoring on Spatial-Keyword data Stream).
Our solutions employ

e Cost models for subscriptions: We design cost models for
subscriptions, so that we can estimate the load of a given sub-
scription when a new object is generated. Specifically, we pro-
pose keyword- and space-oriented cost models. Our models use
a practical assumption and can deal with new subscriptions.
Based on these models, we further propose a hybrid of these
two models.

e Cost-based subscription partitioning: Based on our cost
models, a set of subscriptions is divided into disjoint subsets,
each of which is assigned to a specific worker. In particular,
DkM-SKS considers both spatial and keyword information, so
that kNN update costs can be minimized. We use a greedy algo-
rithm for subscription partitioning, because optimal cost-based
partitioning is NP-hard.

Furthermore, DkM-SKS allows an arbitrary exact algorithm for kNN
update. This is a good property because it can implement a state-
of-the-art to accelerate performance. To demonstrate the efficiency
of DkM-SKS, we conduct experiments on two real datasets. From
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Figure 2: A toy example of objects and subscriptions that
have been respectively generated and registered at time ¢

the experimental results, we confirm that DkM-SKS outperforms
the baselines and a state-of-the-art technique.

Organization. The rest of this paper is organized as follows. We
formally define our problem in Section 2. Then, we design baseline
solutions in Section 3. We propose DkM-SKS in Section 4, and
introduce our experimental results in Section 5. Related works are
reviewed in Section 6. Finally, this paper is concluded in Section 7.

2 PRELIMINARY
Problem definition. Let us first define spatial-keyword objects.

DEFINITION 1 (SPATIAL-KEYWORD OBJECT). A spatial-keyword object
o is defined as o = {p, , t), where p is a 2-dimensional location of o,
Y is a set of keywords held by o, and t is the time-stamp when o is
generated.

Without loss of generality, hereinafter, we call o object simply. Note
that we assume discrete time in this paper. Next, we define contin-
uous spatial-keyword k nearest neighbor (kNN) queries.

DEFINITION 2 (CONTINUOUS SPATIAL-KEYWORD kNN QUERY). A con-
tinuous spatial-keyword kNN query s is defined as s = (p,{, k, 1),
where p is a 2-dimensional location of interest for s,  is a set of
keywords in which s is interested, k is the number of results required
bys, and t is the time-stamp when s is registered. Let O be a set of
objects generated so far, and let O(s) be the set of objects o € O where
0y Ns.y # @ ands.t < o.t. Given O(s), this query monitors a set
of objects A that satisfy (i) |A| = k and (ii) Yo € A, Yo’ € O(s) — A,
dist(o.p,s.p) < dist(o’.p,s.p), where dist(p,p’) evaluates the Eu-
clidean distance between points p and p’ (ties are broken arbitrarily).

That is, we consider continuous spatial-keyword kNN queries with
a boolean (i.e., OR) semantic for keywords [5, 8, 11] and a time
constraint [6, 30] for obtaining fresh objects as much as possible.
A subscription is corresponding to a continuous spatial-keyword
kNN query in this paper, as shown in Example 1. We hence use
them interchangeably. Then, our problem is defined as follows:

PROBLEM STATEMENT. Given O and a set of registered subscriptions
S, our problem is to exactly monitor A for each subscription € S.

ExAaMPLE 2. Figure 2 illustrates a toy example which is used through-
out this paper. Assume that s, ..., s10 (01, ..., 09) have been registered
(generated) at time t. Consider s1, then O(s1) = {01, 04, 06,07}, be-
cause they contain a, b, or c. Assuming s1.k = 2, A of s1 is {01,04}.

This paper proposes a distributed solution to achieve real-time
monitoring and scale well to large |O| and |S|.
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System overview. We assume that a location-aware Pub/Sub sys-
tem employs a general distributed setting consisting of a main
server and m workers [9, 24]. The main server (each worker) di-
rectly communicates with workers (the main server). (A worker
can be a CPU core or a machine that can use a thread.) The main
server takes the following roles: it

e assigns each subscription to a specific worker,

e receives a stream of objects and broadcasts them to all workers,
and

e accepts subscription insertions and deletions.

The main operations of each worker are as follows: it

e accepts subscriptions assigned by the main server,
e removes requested subscriptions, and
e updates the kNN objects for each assigned subscription.

We see that kNN objects for each subscription are updated in
parallel, thereby this approach is promising for massive subscrip-
tions. An important problem to achieve this is load balancing. That
is, distributed solutions have to consider how to make the com-
putation time of each worker almost equal when new objects are
generated. We below analyze this problem theoretically.

Let C(s) be the kNN update cost of a subscription s (how to
obtain C(s) is introduced later). Furthermore, let C(w;) be the cost
(load) of a worker w;, which is defined as

Clw)= > C(s),

seS(w;)

where S(w;) is a set of subscriptions assigned to w;. We want to opti-
mize the load difference between workers with a good subscription
assignment. This can be formalized as follows:

DEFINITION 3 (OPTIMAL SUBSCRIPTION ASSIGNMENT PROBLEM). Given
a set of objects O, a set of subscriptions S, and m workers, this problem
is to find a subscription assignment that minimizes

max_C(wj) — min_C(wj).
ie[1,m] Jel1,

We have the following theorem w.r.t. the above problem [7].
THEOREM 1. The optimal subscription assignment problem is NP-hard.

It can be seen, from this theorem, that it is not practical to obtain
the optimal assignment, which suggests that we need a heuristic
approach. We hence consider C(s) to capture the load of s and then
design an approach that partitions S into m disjoint subsets whose
loads are well balanced. Note that C(s) is dependent on a given cost
model. In addition, we consider how to manage new subscriptions
(we can easily deal with subscription deletions: the main server
simply requests them to the corresponding workers).

3 BASELINES

Because this is the first work that proposes a distributed solution
for processing continuous spatial-keyword kNN queries defined
in Definition 2, we first design baseline solutions. We propose two
baselines that respectively employ keyword- and space-oriented
subscription partitioning. We assume that some subscriptions are
registered at the initial time, and we partition S when O becomes
sufficiently large. (This is common to DkM-SKS.) We use Ojp;; to
denote the set of objects when S is partitioned.
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Algorithm 1: SUBSCRIPTION-ASSIGNMENT

Input: S (a set of subscriptions) and m workers
1 Sort S in descending order of cost
2 Set C(w) = 0 for each worker
3 for eachs € S do
4 w « argmin C(w)

5 S(w) « g'l(w) U {s}, C(w) « C(w) +C(s)

3.1 Keyword-oriented Partition

To start with, we design keyword-oriented partition. One possible
approach partitions S so that a set of distinct keywords of the sub-
scriptions held by each worker can be disjoint between workers.
This approach is not efficient, because it does not consider keyword
frequencies. In other words, if a worker has subscriptions with key-
words that are contained by many objects, its load becomes heavy,
rendering load imbalance. Hence our keyword-oriented partition
takes keyword frequencies into account.

Cost estimation. Similar to [33], we estimate the load of a sub-
scription based on the distributions of keywords in Ojyj¢, because
the distributions of large datasets rarely change in practice [36].
Assume that the appearance probability of each keyword is inde-
pendent. Given an object o, the probability that a keyword A is
contained in 0.y, P(1), is

|0Al
[Oinis|’
where O) € Oijpir is a set of objects o; such that A € 0;.¢. Recall

that O(s) is a set of objects 0; where 0;.1 N's.yy # @. Therefore, the
kNN update cost of a subscription s, C(s), can be estimated as:

C(s) = Z P(1). (1)

Aes.y

P(}) =

Subscription partition. Keyword-oriented partition employs the

cost model defined in Equation (1) and a 3/2-approximation greedy
algorithm [20] for subscription partitioning. This approach first
computes C(s) for every s € S, and sorts S in descending order of
C(s). Then, this approach sequentially accesses subscriptions while
assigning an accessed subscription to w; with the minimum C(wj;).
Algorithm 1 details this approach.

kNN update. Each worker w maintains an inverted file w.I to index
its assigned subscriptions. The inverted file is a set of postings lists
w.I[A] that maintain subscriptions containing a keyword A. Given
a new object o (broadcast by the main server), each worker w
computes subscriptions that contain keywords in 0., from w.I,
while pruning irrelevant subscriptions. After that, w updates the
kNN of the corresponding subscriptions.

ExAMPLE 3. We partition S in Figure 2 into two disjoint subsets for
workers wi and wa, based on keyword-oriented partition. Figure 3
illustrates an overview. The left part shows subscriptions and their
costs obtained from Equation (1), and the right part shows the partition
result, i.e., wi has s1, Sg, $7, S9, and s19 while wy has s, s3, s4, s5, and
sg. They are maintained by inverted files (the most right tables).
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Figure 3: An example of keyword-oriented partition for two
workers w; and wy (based on objects and subscriptions in
Figure 2)

Subscription insertion. A new subscription s” also can obtain its

estimated cost from Equation (1), because its cost model assumes
that the keyword distribution rarely changes [34]. The main server
maintains C(w) for each worker w. (This is common to all of our
solutions.) Given a new subscription s’, the main server computes
C(s) from Equation (1). Then the main server assigns s’ to the
worker with the minimum C(w).

Subscription deletion. For subscription deletion, the main server
simply requests the worker, which has the corresponding subscrip-
tion, to remove it, then updates C(w). This is also common to our
solutions.

3.2 Space-oriented Partition

We next design space-oriented partition. The most straightforward
approach is to partition the data space into m equal-sized subspaces.
Clearly, this is not efficient, because some of them have more objects
than the others, which also provides load imbalance. We hence
consider a space-based cost model below.

Cost estimation. Consider a set S, of subscriptions that exist in
a subspace r, and let C(S;) be its cost. Note that C(S,) can be a
probability that kNN objects of subscriptions in S, may be updated,
given a new object o. Let og be the current k-th nearest neighbor
object of a subscription s. Furthermore, let B(s) be a ball whose
center and radius are respectively s.p and dist(og.p,s.p). We see
that new objects that are generated within B(s) may become new
kNN of s. Now consider a rectangle R that encloses all balls of S,
It is also true that new objects that are generated within R may
become new kNNs of s € S,..

The space-based cost also utilizes the distribution of Ojp;;. Given
a set OR of objects existing within R, the probability that a new
object is generated within R, P(R), is

|OR|
P(R) = . 2
®) |Oinit| @
Then we define C(S,) as follows:
C(Sr) =P(R) - IS/ ®3)

It can be seen that C(S,) takes the number of subscriptions into
account. Assume that R is small but contains many subscriptions.
We see that the kNN update cost of R is not small when a new
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object is generated within R. However, without |S,|, C(S;) is small,
which contradicts the above intuition. We therefore make Equation
(3) an expected value, different from Equation (1).

Subscription partition. Here, we introduce how to obtain R (or

r). Let R? be the space where objects and subscriptions exist. We
partition R? in a similar way to quadtree [19], motivated by a recent
empirical evaluation on a spatial-keyword stream that confirms the
superiority of quadtree-based space partition [5]. Specifically, we
partition R? into four equal-sized subspaces and compute C(S,) for
each subspace r. Then we pick the subspace that has the largest
C(Sy) and partition it in the same way. This is repeated until we
have n > 0 - m, where n and 6 are the number of subspaces and a
threshold (system parameter), respectively.

Now we have n disjoint subsets of S and determine their assign-
ment in a similar way to Algorithm 1. Note that space-oriented
partition considers the assignment of subsets S,, different from
keyword-oriented partition. That is, the input of the greedy algo-
rithm is a collection of subsets S,.

kNN update. Space-oriented partition takes a different approach
from keyword-oriented partition. Assume that a worker w has a
collection S(w) of S,. For each S, € S(w), we build an inverted file
I(Sy) for Sy. This aims at pruning irrelevant subscriptions, i.e., we
can prune S, when a new object is generated within R but does not
contain any keywords in S,.

Given a new object o that is generated within R, w computes
subscriptions that contain the keywords in 0. by using I(S;). If
there are such subscriptions, w updates their kNNs.

ExXAMPLE 4. We partition S in Figure 2 into two disjoint subsets for
workers w1 and wa, based on space-oriented partition. Figure 4 illus-
trates an example. For simplicity, S is partitioned into four subsets Sy,
S2, S3, and Sa, see Figure 4(a). Assume that their costs are 0.36, 0.11,
0.2, and 0.28, respectively. Then S1 and Sa (S3 and Sy) are assigned to
w1 (wa), as shown in Figure 4(b) (4(c)).

Given a new object 019 that is shown in Figures 4(b) and 4(c), w1
needs to deal with s1, sy, s3, and s4, because 011 exists within the
rectangle of S1. Similarly, wy needs to consider s;.

New subscription. Our space-oriented partition provides a cost

with a set of subscriptions. On the other hand, for new subscriptions,
we should provide their respective costs, because the number of
new subscriptions at a given time is much smaller than that of the
initial set of subscriptions. We therefore estimate the cost of a new
subscription based on Equation (2).

Given a new subscription s, the main server computes its kNN
among Ojp;; to obtain B(s). (Note that its exact kNN is monitored
after s is assigned to a worker, as Ojp;; is not qualified for O(s).)
Then the main server has a rectangle R (i.e., a space r) that encloses
B(s). Now we can obtain its cost from Equation (2), because S, = {s},
i.e., Equation (3) becomes Equation (2). How to assign s to a worker
is the same as keyword-oriented partition.

Although the above approach can deal with new subscriptions, it
loses the property of “space-oriented”, because a new subscription
s may be assigned to a worker w that does not have subscriptions
close to s. This case may degrade the pruning performance, because
the data space, where w has to care, becomes larger. For example,
assume that a new subscription s17 is registered and its location is a



Distributed Spatial-Keyword kNN Monitoring for Location-aware Pub/Sub

Sy

Sg

(a) Space-oriented partition for S in Figure
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Figure 4: An example of space-oriented partition for two
workers w; and wy (based on objects and subscriptions in
Figure 2)

point in Sy of Figure 4(a). Assume furthermore that s1; is assigned
to wg, then the space, where wy has to take care, becomes larger.

4 DkM-SKS

Motivation. Our baselines partition S based only on either key-
word or spatial information. However, given a subspace, a better
partition approach is dependent on the space and keyword distri-
butions of the subspace. For example:

ExAMPLE 5. Figure 5 depicts two data distributions. Black points,
dashed circles, and balloons represent the locations of subscriptions s,
B(s), and keywords of s, respectively.

Focus on Figure 5(a) and let the solid rectangle show r. We see that
B(s) of each subscription s is small, thereby the entire cost is small if
we use space-oriented partition for r, because the pruning probability
becomes large. Next, consider Figure 5(b). Each subscription has a
large B(s) and it overlaps with the others. For this distribution, space-
oriented partition is clearly not a good choice, because the size of the
rectangle that encloses each ball does not change much even if r is
partitioned.

Motivated by the above observation, DkM-SKS considers a better
partitioning approach when it partitions a (sub)set of subscriptions,
to minimize the entire load. Then DkM-SKS assigns each subscrip-
tion to a specific worker based on the greedy algorithm [20] and
an additional heuristic.
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(a) A distribution in which space-oriented (b) A distribution in which space-oriented
partition is effective partition is not effective

Figure 5: An example that depicts data distributions for
considering a better partitioning approach. Black points,
dashed circles, and balloons represent the locations of sub-
scriptions s, B(s), and keywords of s, respectively.

4.1 Cost Estimation

DkM-SKS also utilizes Ojp;; to estimate the cost of a subscription.
Different from keyword- and space-oriented partition, DkM-SKS
considers both space and keyword information. Consider S, a subset
of S, and we have a rectangle R that encloses the balls of subscrip-
tions in S,. Based on a similar idea to Equation (2), the probability
that an object o is generated within R and there exist the other
objects in R which contain a keyword A € 0.¢ is

|Or Al @
[Oinie|”
where Op,  is a set of objects € Ojp; that exist within R and contain

A in their keywords. Now take a subscription s € S,. Equation (4)
focuses on a single keyword, thereby an estimated cost of s is

P(R 1) =

C(s) = Z P(R ). (5)
Aesy
Then the cost of S, is defined as
C(S) = ). Cls). (©)
SES,

Note that DkM-SKS provides a cost both with a single subscription
and a set of subscriptions.

4.2 Subscription Partition and Assignment
Subscription partition. Given S,, DkM-SKS selects a better ap-

proach to S, by considering the following two partitioning ap-
proaches.

SPACE-ONLY-PARTITION. Consider a space r where S, exists. This
approach partitions r into equal-sized disjoint subspaces r; (1 <
i < 4), as with space-oriented partition. Then DkM-SKS obtains a
set of subscriptions Sy, that exist in r;.

HysBriD-PARTITION. This approach also partitions S, into four dis-
joint subsets Sy, (1 < i < 4), but in a different way from SpACE-oNLY-
PARTITION. (The reason why this approach obtains four subsets is
to be comparable to SPACE-ONLY-PARTITION.) This approach utilizes
C(s), which is defined in Equation (5), and considers both space
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and keyword information. More specifically, DkM-SKS sorts S, in
descending order of C(s), and runs the greedy algorithm to assign
each s € 5, to Sy, with the minimum }¢cs, C(s).

We do not consider keyword-only partition, because it does not
consider spatial information and cannot reduce the size of R.

We define a better partition as the one with less entire cost than
the other after S, is partitioned. The entire costs Cs and Cy, which
are respectively provided by SPACE-ONLY-PARTITION and HYBRID-
PARTITION, are defined as

Co= D, C(Sy)

1<i<4
and
Ch= ) C(Sp)
1<i<4
If Cs < Cj, DkM-SKS selects SPACE-ONLY-PARTITION. Otherwise,
DkM-SKS selects HYBRID-PARTITION.

Algorithm description. Now we are ready to introduce how to
partition S through DkM-SKS. Algorithm 2 describes the detail. The
objective of this algorithm is to obtain at least y; - m subsets of S,
where y; is a system parameter.

For ease of presentation, assume that we are given a subset S’
of S. (At initialization, S’ = S.) DkM-SKS considers partitioning S’.
Because HYBRID-PARTITION needs to compute Equation (5) for each
subscription in S’, it incurs a large computational cost if |S’| is large.
Therefore, if |S’| > y2, where y» is also a system parameter, DkM-
SKS always utilizes SPACE-ONLY-PARTITION to partition S’ into four
subsets. On the other hand, if |S”| < y2, DkM-SKS tests both SPACE-
ONLY-PARTITION and HYBRID-PARTITION. DKM-SKS then selects the
result of SPACE-ONLY-PARTITION if Cs < Cj. Otherwise, DkM-SKS
selects that of HyBRID-PARTITION. The four subsets obtained by
a better partition are inserted into a collection S of subsets. After
that, S is sorted in descending order of the estimated cost of subset.
DkM-SKS checks |S], and if |S| < y; - m, DkM-SKS picks the subset
with the largest cost and repeats the above operations.

Subscription assignment. From the subscription partition, DkM-

SKS has a collection S of subsets S”. It is important to note that
S’ tends to contain subscriptions with close locations and simi-
lar keyword sets. That is, given a new object o, the kNN of all
subscriptions in $” may change by o. In this case, assigning each
subscription s € S’ to a different worker is better than assigning
S’ to a worker, to exploit the parallel kNN update. We use this
heuristic for subscription assignment.

Algorithm description. DkM-SKS employs a similar approach to
keyword-oriented partition for subscription assignment. In other
words, DkM-SKS uses the greedy algorithm [20], but how to access
subscriptions is different. Given S, we first sort S in descending
order of cost obtained from Equation (6). Then, for each §” € S,
we sort S’ as with S and run the greedy algorithm. Algorithm 3
elaborates this operation.

4.3 kNN Update Algorithm

Actually, DkM-SKS can employ an arbitrary index for updating
kNN of each subscription. This is a good property because it can
always make use of a state-of-the-art. By default, in DkM-SKS, each
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Algorithm 2: SUBSCRIPTION-PARTITIONING

Input: S (a set of subscriptions), m workers, y1, and y
(system parameters)
1S« (50)
2 while |S| < y1 - mdo
3 (§’,C(S’)) « the front of S
4 S —8-(,C8))
5 if |S’| > y, then

6 S « SpACE-ONLY-PARTITION(S’)
7 for each S, € S do

8 | S —SU(S,C(S)

9 else

10 S < SPACE-ONLY-PARTITION(S’)
1 S’ « HYBRID-PARTITION(S’)

12 if Cs < Cp, then

13 for each S, € S do

14 | S < SU(S,C(Sn))

15 else

16 for each S, € S’ do

17 L | S« SU(SpC(Sh)

18 | SortS in descending order of C(S”)

19 return S

Algorithm 3: SUBSCRIPTION-ASSIGNMENT for DkM-SKS

Input: S (a collection of subsets of S) and m workers
1 Set C(w) = 0 for each worker
2 Sort S in descending order of cost
3 for each S’ € S do
4 Sort S’ in descending order of cost
5 for eachs € S’ do
6 L w « arg min C(w)

7 S(w) « ’g(w) U {s}, C(w) « C(w) +C(s)

worker w utilizes a hybrid structure of a grid and an inverted file,
because this structure is update-friendly. The grid is a set of cells,
and for each cell, we implement an inverted file. More specifically,
consider a subscription s € S(w) and a cell g that overlaps with
a ball of s, B(s). This cell g maintains s by its inverted file g.I (i.e.,
g.I[A] maintains s if A € s.¥)).

Given a new object o broadcast by the main server, each worker
w obtains the cell g to which o is mapped. Then w considers whether
or not it needs to update the kNN of subscriptions in S(w) from
g.I (i-e., subscriptions that do not contain any keywords in 0.y
are pruned). If necessary, w updates the kNN of corresponding
subscriptions, then updates g.I accordingly.

ExAMPLE 6. DkM-SKS partitions S in Figure 2 into two disjoint sub-
sets for two workers wi and wy. Assume that the table in Figure
6(a) depicts the estimated cost of each subscription in DkM-SKS. As-
sume furthermore that the result of partitioning is {S1, S, S3, S4, S5},
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wj and the data structure maintained by w;
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(c) Subscriptions assigned to wy and the data structure maintained by wy

Figure 6: An example of subscription partitioning and as-
signment of DkM-SKS

which is also shown in Figure 6(a). Following Algorithm 3, the re-
sult of subscription assignment of DkM-SKS is {s1, s3, 57,58} for w1
and {s, s4, 5, S6, $9, 10} for wa, which are respectively illustrated in
Figures 6(b) and 6(c).

Consider a case where a new object 019 (see Figure 4), which con-
tains keyword b, is generated. Since it is mapped to g3, wi needs to
consider s7, which can be seen from g3.I[b]. Similarly, wy needs to
consider s4. Compared with Example 4, DkM-SKS shows a better load
balancing.

4.4 Dealing with New Subscriptions

Recall that the estimated cost of a subscription s is obtained from
S, € S (s € S;), as described in Equations (4) and (5). When a new
subscription s, is registered, it does not belong to any subset of S.
A straightforward approach to providing an estimated cost with
sp is to re-conduct Algorithm 2. It is obvious that this approach is
very computationally expensive. However, it is desirable that s, is
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handled as if s, has been registered at the initial time. We therefore
take an approximate approach to estimating the cost of s,.

Consider a collection S of subsets of S obtained by Algorithm 2.
The main server maintains R for each subset S, € S. Given a new
subscription sy, we first do the same operation as space-oriented
partition: the main server computes its kNN among O, and
then computes the rectangle R, that encloses B(sp). Let RN Ry, be
the overlapping area between R and R,,. Now |R N R,| can be the
overlapped area size. The main server computes

S* = argmax |R N R,|.
S,eS

™)

(In practice, |S| is small, so the cost of this computation is trivial.)
Let R* be the rectangle of S*, and R* is the rectangle that overlaps
with R, the most. By using Equation (5) with R, s, obtains its esti-
mated cost. Then s, is assigned to the worker w with the minimum
cost C(w).

5 EXPERIMENT
5.1 Setting

We conducted experiments on a cluster of six machines. One of
them is a main server with 3.0GHz Intel Xeon Gold with 512GB
RAM. The others are equipped with 6-core 2.4GHz Intel Core i7-
8700T and 32GB RAM. We used one core as a worker. The main
server and workers communicate via a 1Gbps Ethernet network.

As with [32], we set |Ojniz| = 1,000, 000. That is, when 1,000,000
objects were generated, we partitioned S into m workers. After
that, we generated 1,000 objects and requested 100 subscription
insertions and deletions for each time-stamp.

Dataset. We used two real spatial-keyword stream datasets, Place
[1] and Twitter [2]. Table 1 shows the statistics of these datasets.
We generated subscriptions for each dataset, so that they follow the
distributions of the corresponding dataset [31]. When a subscription
s was generated, we randomly picked one object to determine its
location s.p and then picked at most five keywords at uniformly
random from its keyword set to obtain s.i. The value of s.k was a
random integer € [1, kyax].

Algorithm. We evaluated the following algorithms:

o PS?Stream [14]: a state-of-the-art algorithm for continuous spatial-
keyword range queries. We extend the original algorithm so
that it can deal with our problem.

e KOP: our first baseline, keyword-oriented partition, introduced
in Section 3.1.

e SOP: our second baseline, space-oriented partition, introduced
in Section 3.2.

e DkM-SKS: our proposed solution in this paper.

All algorithms were implemented in C++.

Parameter. The default values of m, kpqx, and the initial |S| are 20,
10, and 10,000,000, respectively. When we investigated the impact of
a given parameter, the other parameters were fixed. In addition, we
set 8 = 20, y1 = 100, 000, and y2 = 20 from preliminary experiments.

Criteria. To evaluate the performance of each algorithm, we mea-
sured the following criteria:
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Figure 7: Update time as a function of time
Table 1: Dataset statistics Table 2: Load balance [msec] (default parameters)
Dataset H Place Twitter Algorithm H PS?Stream ‘ Kop ‘ SOP ‘ DkM-SKS
Cardinality 9,356,750 | 20,000,000 Place 27490.11 549.23 | 14037.33 32.08
Distinct # of keywords 53,931 2,225,654 Twitter 21962.50 | 486.97 | 12265.40 51.03
Avg. # of keywords in one object 2.94 5.51

e Update time: this is the average computation time for updating
kNN objects of all registered subscriptions and time for dealing
with subscription insertions and deletions, per time-stamp.

o Load balance: this is the average difference between the max-
imum and the minimum time to finish kNN update between
workers, per time-stamp.

5.2 Results

Justification of using Ojni; and analysis. We first empirically
demonstrate that cost estimation based on O;pi; functions well.
Figure 7 depicts the time-series of the update time of each algorithm.
The result of DkM-SKS shows that its update time does not vary
even as new objects are given, new subscriptions are inserted, and
some subscriptions are removed, on both Place and Twitter. This
suggests that DkM-SKS keeps load balancing, and its cost estimation
yields this result. Table 2 depicts that the load of each worker in
DkM-SKS is actually balanced.

We see that PS?Stream also has this tendency. However, this
result does not mean that PS?Stream has load balancing. We ob-
served that the initial partition of PS?Stream incurs very imbalance
partition, i.e., one worker w has a very heavy load at initializa-
tion. Because of this, new subscriptions are assigned to the other
workers, but this does not overcome the load imbalance. Therefore,
the update time of PS?Stream is simply affected by the load of w.
This is also confirmed from Table 2, which shows that the load in
PS?Stream is significantly imbalance.

Next, we focus on KOP. This algorithm also has a similar result.
From Figure 7 and Table 2, we see that the load balance of KOP is not
so bad. Because both subscription partition and kNN update in KOP
consider only keyword information, they go well together. However,
KOP is outperformed by DkM-SKS, which considers both spatial
and keyword information. This result confirms the effectiveness of
the partitioning approach in DkM-SKS.

Let us consider SOP here. Figure 7 shows that, different from the
other algorithms, the update time of SOP increases, as time goes by.
This is derived from low accuracy of its cost estimation for new sub-
scriptions. Specifically, given a new subscription, its cost estimated

Table 3: Decomposed time [msec] on Place

Algorithm [ PS?Stream | KOP | SOP [ DkM-SKS

kNN update 32892.90 7684.48 | 18549.04 471.00
Subscription ins. 1.51 1.59 1110.65 35.36
Subscription del. 1.54 1.42 0.79 1.10

by SOP is usually small, although it is large in practice. Because of
this, the load of a worker, which has new subscriptions, becomes
heavy and bottleneck of the system. Table 2 also demonstrates this
fact.

Last, we investigate the detail of update time. Table 3 decomposes
the update time of each algorithm on Twitter into kNN update time,
subscription insertion time, and subscription deletion time, each of
which includes index update time. The result on Twitter is omitted,
because its tendency is similar to that on Place. It can be seen
that the main part of the update time is kNN update time, and
subscription deletion needs a trivial cost. DkM-SKS significantly
outperforms (is more than 10 times faster than) the other algorithms
and exploits available workers to reduce kNN update time. We see
that the query insertion time of DkM-SKS is slower than those of
KOP and PS?Stream. This is because DkM-SKS needs to compute
Equation (7), which incurs a more cost than Equation (2). Also, we
can observe that the subscription insertion time of SOP is much
longer than those of the others. As explained earlier, (most) new
subscriptions are assigned to a single worker w. Hence w incurs a
long index update time.

Varying m. We next study the impact of m, the number of work-
ers. Figure 8 depicts the result. Since PS?Stream is significantly
outperformed by DkM-SKS, we omit its result.

We see that each algorithm reduces its update time as m increases.
This is an intuitive result, since subscriptions are distributed to more
workers. The load balances of KOP and DkM-SKS are not affected
by m so much, since their cost estimations yield balanced load. On
the other hand, as m increases, the load balance of SOP decreases.
The reason is simple: the update time of the worker with the largest
load becomes shorter as m increases.
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Varying |S|. To investigate the scalability of each algorithm, we 6 RELATED WORK
studied the influence of |S|. Figure 9 shows the result. Due to the Spatial-keyword search. Due to the prevalence of spatial-keyword
load imbalance, the update time of SOP is slow, even when |S] is objects, algorithms for efficient searching them have been exten-
small. KOP and DkM-SKS scale lu}early to |5|,. $0 DkM-SKS alwa}fs sively devised [11]. For indexing a given dataset, these algorithms
outperforms KOP. Note that the linear scalability shows that their employ hybrid structures of spatial indices, e.g., R-tree and quadtree,
subscription assignment functions well. Fr.om Figs. 10(c) and 10(d), and textual indices, such as inverted files [17, 37]. A famous index is
we see that tl}e load balan.ce of each aligohrlt}.lm normally becomes IR-tree [17]. This is an essentially R-tree, but each node contains an
larger, as |S| increases. It is however trivial increase. For example, inverted file. The hybrid structure of grid and inverted file, which
in DkM-SKS on Twitter, the difference is only 40[msec] between is employed by DkM-SKS, is derived from IR-tree. An R-tree is not

- 6 _ 6 . . i .
the cases of S| = 2.5 10° and |S| = 10 - 10°. update-efficient, because it partitions data space based on a given

Varying kpqx. Last, we study the impact of kp4x, and the result dataset. We therefore did not employ R-tree-like structures. It is
is shown in Figure 10. The update time of KOP and DkM-SKS in- also important to notice that these works consider snapshot queries
creases slightly as kpqx increases. This is also a reasonable result, and static datasets, whereas we consider continuous queries and
because, as kmax increases, the probability that new objects update streaming data.

the kNN of some subscriptions becomes higher. SOP shows a dif- Some related queries support moving users [35], find potential
ferent pattern to KOP and DkM-SKS, because of its load imbalance. users [16], and analyze the result of spatial-keyword search [12].
It can be seen that the update time of SOP is simply affected by its These works are also totally different from our problem.

load balance. Distributed query processing system. Recently, distributed spa-

tial query processing systems have been developed on Hadoop,
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Spark, and Storm. (DkM-SKS is orthogonal to these systems.) For
example, Hadoop-GIS [4] and SpatialHaddop [18] support efficient
processing of spatial queries, e.g., range and kNN queries on MapRe-
duce environments. However, they do not consider keyword infor-
mation and cannot deal with our problem.

Tornado [26] is a system based on Storm [3] and supports spatio-
textual queries. The main focus of this system is to achieve effi-
cient spatial-keyword query processing and not to support massive
subscriptions. Hence, it is not trivial for Tornado to provide sub-
scription partitioning for continuous spatial-keyword kNN queries.
SSTD [13] is also a system that supports spatio-textual queries on
streaming data. However, SSTD imposes, for objects, the condition
that they have to contain all keywords specified by queries to match
the queries. This is too strict, resulting in no matching objects.

Location-aware Pub/Sub. There are many studies that addressed
the problem of dealing with spatio-textual subscriptions. Literatures
[23, 25, 27, 33] considered continuous boolean range queries as
subscriptions. Although PS?Stream [14] also deals with boolean
range queries, this is the most related work to ours, because it
also assumes the same distributed setting as ours. Our empirical
study has demonstrated that the cost model proposed in [14] is not
efficient for our problem and DkM-SKS significantly outperforms
PS2Stream.

Some studies [10, 28, 29, 32] also tackled the problem of spatio-
textual kNN (or top-k) monitoring. [10] considers a decay model
for streaming data, while [29, 32] do a sliding-window model. In
addition, they consider an aggregation function for object scoring,
i.e., spatial proximity and keyword (textual) similarity are aggre-
gated to a score through a weighting parameter a. Based on this
scoring function, they monitor top-k objects for each subscription.
Their techniques are specific to this scoring function and their as-
sumed streaming model (decay or sliding-window), thereby cannot
deal with our problem. Besides, it is well-known that specifying
an appropriate « is generally hard for ordinary users [21]. We
therefore consider boolean-based kNN monitoring, which is more
user-friendly.

7 CONCLUSION

In this paper, to scale well to massive objects and subscriptions in
location-aware Pub/Sub environments, we proposed DkM-SKS, a
distributed solution to the problem of spatial-keyword kNN mon-
itoring of massive subscriptions. DkM-SKS employs a new cost
model to effectively reflect the load of a given subscription. Besides,
DkM-SKS partitions a set of subscriptions so that the entire load
becomes as small as possible, then assigns each subscription to a
specific worker while considering load balancing. We conducted
experiments on two real datasets, and the results demonstrate that
DkM-SKS outperforms baselines and a state-of-the-art and scales
well to massive subscriptions.
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