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Abstract

Semiconductors materials represent the foundation of present-day electronic devices. InGaSb
is an III-V semiconductor compound that became of great interest, thanks to having tunable
properties between its binary compounds InSb and GaSb. The lattice constant and wavelength of
this ternary alloy can be varied in the range 6.096 ∼ 6.48 A and 1.7 ∼ 6.8 µm, respectively. This
characteristic makes InGaSb suitable for developing new thermophotovoltaic (TPV) devices,
gas sensors and infrared (IR) detectors, etc. High quality crystals are naturally desirable as
the substrate for device applications. However, the growth of such homogeneous InGaSb alloy
bulk crystals with uniform compositions on earth is difficult because of the adverse effects
of natural convection, compositional segregation, and heat and mass transfer in the vicinity
of the dissolution and growth interfaces. These undesirable effects can be minimized under
microgravity, which is an appropriate environment for investigating the growth kinetics and
gaining deeper insight into the transport phenomena. The use of adequate growth conditions is
crucial in order to avoid undesirable solid-liquid interface shape deformations and compositional
non-uniformity. Hence, we carried out a numerical simulation analysis in order to determine the
conditions for an optimum interface shape in the growth of InGaSb crystals using a combination
of different techniques.
In the first place, as it is important to employ accurate physical properties in our numerical
model, the diffusion coefficient of GaSb in InSb melt was estimated by using the microgravity
experimental results performed onboard the International Space Station (ISS), where the effect
of natural convection was minimized. Furthermore, it was deduced that the growth rate is
dominated by the solute diffusion in the melt. the crystal growth rate was well explained by
adopting a diffusion coefficient with function of GaSb concentration, obtained by analyzing the
available experimental results and utilizing Bayesian optimization.
Then, the growth of high-quality InGaSb crystals by Vertical Gradient Freezing (VGF) method
under microgravity was numerically simulated, with a focus on controlling growth interface
shape which directly affects the quality and homogeneity of the grown crystals. Machine
learning tools were used to optimize the growth conditions; Initially, Bayesian optimization was
utilized to search for the most favorable temperature gradient that promotes a desirable flatter
growth interface shape. Afterwards, an adaptive control recipe (reinforcement learning model)
was developed. The system was subjected to a lower temperature gradient near the feed crystal
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and to crucible rotation with a rate ranging according to the obtained optimal strategy. Results
showed that the interface deformation is considerably reduced, and a flatter growth interface
could be maintained. The growth rate and solute concentration uniformity were also improved.
Subsequently, growth of InGaSb crystals by VGF method under normal gravity was numerically
investigated. In order to obtain a flatter growth interface and better compositional uniformity
in the melt, the applications of crucible rotation and external magnetic field are considered.
We carried out a numerical study to optimize growth parameters for these purposes and used
Bayesian optimization to have a fast search for the most favorable control parameters. Such an
optimization has led to a significant reduction in the growth interface deflection and a flatter
growth interface was maintained during the entire growth process. Strength of natural convection
in the melt was minimized and melt solute uniformity was improved. The growth rate was also
increased without compromising crystal quality.
The findings of this research study demonstrate the effectiveness of employing crucible rotation,
external forces, and optimized temperature gradient for achieving enhanced control over the
growth interface shape and composition uniformity. Additionally, machine learning proves to
be a valuable tool in the search for optimal control parameters. This thesis not only contributes
to a deeper understanding of InGaSb crystal growth process under normal gravity but also lays
the groundwork for future growth experiments conducted under Earth’s gravity level.
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Chapter 1

General introduction

1.1 Background

1.1.1 III-V semiconductors

Semiconductors play a crucial role in the modern world, serving as the foundation for numerous
technological advancements. They are essential components of electronic devices, enabling the
development of computers, smartphones, televisions, and countless other gadgets we rely on in
our daily lives [1, 2]. Among the various types of semiconductors, III-V group semiconductors
hold particular significance due to their unique properties and wide-ranging applications [3, 4].
III-V group semiconductors refer to compounds composed of elements from groups III and V of
the periodic table, such as Gallium Arsenide (GaAs), Gallium Antimonide (GaSb), Indium An-
timonide (InSb), Indium Phosphide (InP), and Gallium Nitride (GaN). These materials possess
several advantageous characteristics that make them highly desirable for various technological
fields [5, 6].
One of the key advantages of III-V group semiconductors is their direct bandgap, which allows
for efficient absorption and emission of light. This property makes them ideal for optoelectronic
applications, including light-emitting diodes (LEDs), lasers, solar cells, and photodetectors
[7, 8, 9].
Furthermore, III-V group semiconductors exhibit excellent electron mobility, which refers to
the ease with which electrons can move through the material. This high mobility makes them
suitable for high-frequency and high-power electronic devices, such as transistors and amplifiers.
They are commonly used in radio-frequency (RF) amplifiers, microwave devices, and satellite
communications, where high-speed signal processing and efficient power handling are crucial.
In addition, III-V group semiconductors have shown exceptional performance in the field of
power electronics. Their high breakdown voltage, high thermal conductivity, and excellent
power-handling capabilities make them ideal for applications such as power amplifiers, voltage
converters, and energy-efficient devices. These materials have the potential to revolutionize
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energy systems, enabling more efficient power generation, storage, and distribution [10].
Figure 1.1 illustrates the lattice constant, band gap energy, and band gap wavelength of common
III-V compound semiconductors. Among these III-V group semiconductors, including GaN,
InN, GaP, InP, GaSb, and InSb, higher mobility is observed, making them suitable for high-speed
electronic device applications [4]. Moreover, III-V compounds such as GaSb, GaAs, and InSb
exhibit longer wavelengths compared to silicon, which is widely used in electronic devices.
Therefore, the advancement of optoelectronic device applications is closely connected to the
development of III-V semiconductor properties. As shown in Fig. 1.1, the lattice constant and
wavelength and structural properties of III-V alloys can be varied from GaP to InSb by forming
ternary and quaternary alloys. Nonetheless, the growth of quaternary alloys is a complex and
expensive process. A more feasible and cost-effective approach involves tuning the material
properties by forming ternary alloys, such as InGaAs, AlGaAs, InGaN, AlGaN, InGaSb, and
AlGaSb, within the desired range. The tunable lattice constant of these ternary alloys enables
the development of semiconductor heterostructures with enhanced functional properties [11].
The present thesis primarily centers on the investigation and growth of InGaSb alloy.

Figure 1.1. Lattice constant, band gap energy and band gap wavelength for common III-V compound
semiconductors [4].



1.1 Background 9

1.1.2 Importance of InGaSb alloy

InGaSb (Indium Gallium Antimonide) is a member of the III-V group semiconductors and holds
significant importance in various technological applications due to its unique properties. Its
importance stems from its favorable bandgap and energy band structure, which make it suitable
for a range of optoelectronic and electronic devices [12, 13]. InGaSb exhibits a tunable lattice
constant and wavelength ranging from 6.096 to 6.479 A and 1.7 to 6.8 µm, respectively. Some
of the key areas where this alloy finds application include [14, 15, 16, 17, 18]:

• Infrared detectors and imaging: InGaSb exhibits a narrow bandgap, typically ranging
from 0.17 eV to 0.74 eV, depending on the Indium and Gallium composition. This
makes it well-suited for infrared detectors and imaging systems, especially in the mid-
to long-wavelength infrared (MWIR-LWIR) range. InGaSb-based photodiodes and focal
plane arrays (FPAs) enable the detection and imaging of thermal radiation, making them
valuable in applications such as night vision, surveillance, remote sensing, and thermal
imaging cameras [19].

• High-Speed electronics: InGaSb possesses excellent electron transport properties, includ-
ing high electron mobility, which makes it suitable for high-speed electronic devices.
InGaSb-based transistors and integrated circuits can operate at high frequencies, making
them valuable for applications such as high-speed communication systems, microwave
electronics, and signal processing.

• Thermophotovoltaic cells: InGaSb has been explored for thermophotovoltaic (TPV) de-
vices, which convert thermal radiation into electricity. TPV systems utilizing InGaSb
as the photovoltaic material can harness waste heat from industrial processes or other
sources and convert it into usable electrical power. This has potential applications in
energy harvesting and efficient power generation [20].

• Quantum wells and superlattices: InGaSb is frequently used in the construction of quantum
wells and superlattices, where thin layers of different materials are stacked together to
create unique electronic properties. These structures enable the design of novel electronic
and optoelectronic devices with tailored energy levels, bandgaps, and charge carrier
dynamics. InGaSb-based quantum well structures have been employed in lasers, infrared
photodetectors, and quantum cascade lasers, which operate in the mid- to long-wavelength
infrared regions [4].

• Nanowires: Material-wise, the antimonide family brings unique advantages complemen-
tary to other III–V nanowires, such as large wavelength coverage (from near- toward
long-wavelength infrared), type II and type III band alignments (e.g. in InAs/GaSb),
useful for photodetector and solar energy applications, and the highest hole and electron
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mobilities, respectively for GaSb and InSb. These advantages have already been used in
devices based on binary nanowires. Further developments will require the use of ternary
Sb-based nanowires. In particular, it has been shown that the Er-doped InGaSb alloy is
a promising candidate for thermoelectricity and also the nanowire geometry reduces the
thermal conductivity. Therefore, the epitaxial growth of the Er-doped InGaSb nanowires
could make a very good thermoelectric candidate in the future [21].

• Research in fundamental physics: InGaSb is of interest to researchers studying con-
densed matter physics, semiconductor physics, and related fields. Its unique electronic
and optical properties provide opportunities for investigating fundamental phenomena and
exploring novel quantum effects. Researchers use InGaSb in experiments related to quan-
tum transport, spintronics, and topological insulators, contributing to our understanding
of advanced materials and their behavior.

The importance of InGaSb semiconductor extends beyond these specific applications, as ongoing
research and development continue to explore new avenues for its utilization. By harnessing its
unique properties, scientists and engineers can develop innovative devices and technologies that
improve areas such as sensing, communication, energy efficiency, and fundamental scientific
research.

1.1.3 Issues related to the growth of InGaSb under terrestrial conditions

To successfully grow the ternary alloy InGaSb, it is crucial to comprehend the properties
of its binary constituents, InSb and GaSb. The growth process of InGaSb is influenced by
multiple parameters due to the distinct properties of its constituents. Segregation, constitutional
supercooling, and convection are one of the factors that impact the growth and quality of InGaSb
crystals. The following paragraphs will elaborate on the origins of these factors, their effects on
the resulting crystal, and potential solutions to overcome them.

Natural convection

The growth of InGaSb crystals under normal gravity conditions can pose several challenges and
issues [22, 23, 24, 25, 26]. For instance, density gradients in the growth solution (due to density
differences between its compound InSb and GaSB) can cause convection currents that prevent
achieving a steady state and can disturb the growth interface. This leads to non-uniformities,
compositional variations, and defects within the crystal structure [27]. These convective flows
and buoyancy effects can significantly impact the quality of the resulting crystal.
Moreover, The growth of InGaSb crystals involves the controlled diffusion and transport of In-
dium, Gallium, and Antimony species. Under normal gravity, diffusion rates and mass transport
can be affected by buoyancy-driven flows and natural convection. These flow effects can alter
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the concentration gradients, resulting in non-uniform composition and impurity incorporation
in the crystal. When InGaSb crystal grows, the solidification front tends to have an irregular
shape due to the effects of buoyancy-driven convection. This can lead to crystal defects such
as dislocations, grain boundaries, and stacking faults, compromising the overall crystal quality.
Natural convection can also exacerbate segregation effects, leading to non-uniform distribution
of Indium and Gallium atoms within the crystal lattice. This can affect the optical and electronic
properties of the crystal.

Segregation

The segregation effect in InGaSb refers to the preferential concentration of Indium or Gallium
atoms in certain regions of the crystal during its growth. It occurs due to the differences in
atomic sizes and chemical affinities between the constituent elements, leading to compositional
variations and non-uniformity in the crystal structure [28, 29].
During crystal growth, the atoms in the melt diffuse and incorporate into the crystal lattice.
However, the diffusion rates of Indium and Gallium atoms differ due to their distinct atomic
sizes. Indium atoms, being larger in size, have slower diffusion rates compared to Gallium
atoms. As a result, when Indium and Gallium are present in the melt, there can be a tendency
for Indium atoms to accumulate or segregate in certain regions of the crystal.
The primary factors influencing the likelihood of segregation occurring are the growth con-
ditions (higher temperature and faster growth rates enhance diffusion and reduce segregation,
and non-uniform temperature profile and uncontrolled temperature gradient can exacerbate the
segregation effect [30]), composition, and degree of supersaturation [31, 32, 33, 34]. In addition,
if we look at the binary phase diagram of InSb and GaSb, which gives the relationship between
concentration and temperature as shown in Fig. 1.2, we can see observe a large separation
between the liquidus and solidus lines. This indicates that the concentrations of liquid and solid
phases of InGaSb at a given temperature are quite different. Hence segregations occur during
the solidification process of InGaSb crystal.
Segregation in InGaSb can have important implications for device performance and material
properties. Non-uniform Indium or Gallium distribution can result in variations in the bandgap
and composition, affecting the optical and electronic properties of the material. Segregation
can introduce compositional fluctuations, dislocations, and defects, which can impact the crystal
quality and device characteristics.
Understanding and managing the segregation effect in InGaSb is crucial for producing high-
quality crystals with desired compositional and structural properties. By optimizing growth
conditions and employing suitable techniques (for example, a Vertical Gradient Freezing with a
three-zone furnace system [35]), we can minimize segregation and enhance the performance of
InGaSb-based devices, such as infrared detectors, lasers, and thermophotovoltaic cells.
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Figure 1.2. GaSb-InSb binary phase diagram [36].

Supercooling effect

The supercooling problem in InGaSb crystal growth refers to the phenomenon where the melt
temperature is significantly higher than the actual solidification temperature, leading to delayed
or inhibited nucleation and crystal growth. Supercooling can result in the formation of non-
uniform structures, defects, and reduced crystal quality.
This effect occurs due to the presence of impurities, foreign particles, or defects that act as
nucleation barriers, preventing the formation of solid crystals even when the temperature is
below the melting point as illustrated in Fig. 1.3. This delay in nucleation allows the melt to
cool further before solidification occurs, resulting in a larger temperature difference between the
melt and the solid phase. The supercooling problem in InGaSb crystal growth can have several
detrimental effects:

• Increased defect formation: Supercooling can lead to the formation of structural defects
such as dislocations, stacking faults, and grain boundaries. The delayed nucleation and
subsequent rapid growth can result in non-uniform crystal structures with higher defect
densities.

• Non-Uniform composition: Supercooling can cause variations in the composition of the
grown crystal. The delayed nucleation and prolonged growth in the supercooled melt can
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lead to segregation effects, resulting in non-uniform distribution of Indium and Gallium
atoms within the crystal lattice.

• Reduced crystal quality: Supercooling can lead to the formation of regions with differ-
ent crystal orientations or polytypes, affecting the overall crystal quality. The presence
of defects and non-uniform composition can further degrade the structural and optical
properties of the crystal.

InGaSb exhibits a segregation coefficient below 1. During the crystal growth process, surplus
solute molecules are expelled from the growth interface, leading to a change in solute concentra-
tion near the interface. This increase in solute concentration causes a reduction in temperature,
enabling spontaneous nucleation to occur. Consequently, constitutional supercooling arises,
resulting in interface breakdown.
Ozawa et al. [37] conducted a numerical analysis to investigate the impact of gravity level and
cooling rate on the shape of the growth interface and supercooling in InGaSb. They employed
a GaSb/InGaSb/GaSb sandwich system model for their calculations. The study revealed that
the degree of constitutional supercooling decreased with decreased gravity levels and cooling
rates because the influence of solutal convection was weaker. Therefore, in order to prevent
constitutional supercooling and interface breakdown, a slow cooling rate was deemed necessary
for the directional solidification of InGaSb.

Microcracks formation

The formation of microcracks in InGaSb crystals can be a significant problem during crystal
growth and post-growth processes. Microcracks are small, localized fractures or discontinuities
in the crystal structure, often invisible to the naked eye. These cracks can degrade the mechan-
ical integrity, electrical performance, and overall quality of InGaSb crystals. Several factors
contribute to the formation of microcracks in InGaSb crystals [38, 39, 40, 41]:

• Thermal stress: InGaSb crystals experience thermal stress during the crystal growth
process, especially during cooling. As the crystal cools, thermal contraction can induce
stress, leading to the development of microcracks. The magnitude of thermal stress
depends on the coefficient of thermal expansion (CTE) mismatch between the crystal and
the substrate or environment.

• Mismatched Lattice Parameters: InGaSb crystals are often grown on substrates with
slightly different lattice parameters. The lattice parameter mismatch between the crystal
and the substrate can result in strain accumulation during growth, leading to the formation
of microcracks.
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Figure 1.3. Plot of temperature vs. time of a substance showing supercooling.

• Growth conditions: Inadequate control of growth parameters such as temperature, growth
rate, and composition can promote the formation of microcracks. Rapid cooling or abrupt
changes in growth conditions can induce thermal gradients and stress, contributing to
crack formation.

• Post-Growth processes: Microcracks can also form during post-growth processes, such as
wafer sawing, polishing, or device fabrication. Mechanical stresses during these processes
can propagate or initiate cracks in the crystal lattice.

The presence of microcracks in InGaSb crystals can have several negative consequences:

• Reduced mechanical strength: Microcracks weaken the mechanical strength of the crystal,
making it more prone to breakage or failure during handling or device fabrication.

• Increased surface roughness: Microcracks on the crystal surface can cause roughness,
which can affect the optical properties and the quality of subsequent thin film deposition
or device integration processes.

• Electrical performance degradation: Microcracks can disrupt the electrical continuity of
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the crystal, leading to increased resistance, reduced carrier mobility, and compromised
device performance.

1.1.4 InGaSb alloy growth under microgravity

Achieving precise control over the composition and homogeneity of InGaSb crystals is cru-
cial for their desired properties and device applications. However, under normal gravity, it
can be challenging to maintain a uniform composition throughout the crystal growth process.
Buoyancy-driven convection can cause compositional segregation and variations, leading to
non-uniform alloy compositions.
To mitigate these issues, various techniques and strategies can be employed, such as the use of
rotation, stirring, magnetic fields, or modified growth configurations to minimize convection
and buoyancy effects [22, 42, 43, 44, ?, 45, 46]. Overall, better control over crystal growth
parameters helps reduce the impact of gravity-related issues.
Furthermore, some of these issues can be addressed by conducting crystal growth experiments
under microgravity conditions, such as in space-based environments (The International Space
Station for instance) or utilizing ground-based facilities that simulate microgravity. These ap-
proaches allow for improved control over the growth process and can lead to higher quality
InGaSb crystals with enhanced properties suitable for various applications, including infrared
detectors, lasers, and optoelectronic devices.
The growth of InGaSb crystals under reduced gravity fields has attracted significant interest due
to the potential advantages it offers over growth under normal gravity. Under such conditions,
the growth process is free from the buoyancy-driven convection and sedimentation effects that
typically occur in Earth’s gravity, leading to unique crystal growth characteristics. The growth
of InGaSb crystals under microgravity can offer several benefits [47, 48, 49]:

• Reduced convection: In microgravity, the convective fluid motion caused by density
differences is minimized or eliminated. This absence of convection allows for a more
controlled and uniform distribution of temperature, concentration, and dopant species
throughout the crystal. As a result, crystal growth can proceed in a more stable and
uniform manner, leading to improved crystal quality.

• Uniform doping: InGaSb crystals often require precise doping control for specific device
applications. Under microgravity conditions, dopant species are evenly distributed without
the influence of convection, enabling more accurate and uniform doping profiles. This
can enhance the performance and reproducibility of electronic and optoelectronic devices
based on InGaSb crystals.

• Reduced defects: The absence of convection-induced stresses and concentration gradients
in the melt under microgravity conditions can lead to a reduction in crystal defects, such
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as dislocations, stacking faults, and grain boundaries. The improved crystal quality can
result in enhanced optical and electrical properties, making the crystals more suitable for
high-performance applications.

• Enhanced crystal morphology: Crystal growth under microgravity can promote the for-
mation of smooth and faceted crystal surfaces. Without the influence of gravity-induced
fluid flow, crystal growth occurs without disturbances and irregularities, resulting in
well-defined crystal facets and reduced surface roughness. This can be beneficial for
applications where precise control over crystal morphology is important.

However, it’s important to note that the growth of InGaSb crystals under microgravity also poses
some challenges:

• Limited access: Conducting crystal growth experiments in microgravity environments
is logistically challenging and often limited to space missions or specialized facilities.
Access to microgravity environments may be restricted, making it difficult to perform
experiments on a regular basis.

• Technical constraints: Conducting crystal growth experiments in microgravity requires
specialized equipment and modifications to accommodate the unique conditions. The
design and operation of growth apparatus need to account for factors such as containment
of the melt, heat transfer mechanisms, and sample handling.

• Time constraints: Experiments conducted under microgravity conditions have limited
durations due to the finite time available during space missions or parabolic flights. This
can restrict the growth time and size of the crystals that can be obtained.

The study of InGaSb crystal growth under microgravity conditions is an active area of re-
search, and experiments are often conducted in collaboration with space agencies and research
institutions. By exploring crystal growth under microgravity, researchers aim to improve the un-
derstanding of fundamental crystal growth mechanisms and enhance the quality and performance
of InGaSb crystals for various technological applications.

1.1.5 Vertical Gradient Freeze technique

Vertical Gradient Freezing (VGF) is a melt growth technique used to produce high-quality com-
pound (multi-component) single crystal semiconductors such as InGaAs, CdZnTe and others.
This method involves controlled solidification of a melt while maintaining a temperature gradi-
ent along the growth axis of the crystal. The crucible containing the growth melt is preferentially
cooled from one end by the application of a proper temperature profile that is moved electroni-
cally. There is no mechanically moving parts in VGF method and the growth could be achieved
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without (or with) a seed. Simplicity of the system is the main advantage of VGF method in
controlling growth parameters to realize the growth of high-quality single crystals, and also
allows the use of easy-to-implement procedures and automation [50, 51]. The resulting single
crystals can be used in a range of applications, including electronic devices, optoelectronics,
and high-power devices that require precise crystal quality and control.
The basic principle of VGF method involves melting the desired material in a crucible at the
top of a vertical growth furnace. The temperature of the melt is carefully controlled to create
a stable thermal gradient. The lower part of the furnace is cooler, and as the material melts,
it gradually solidifies while being pulled downwards through the temperature gradient [52].
Dopant materials can be introduced into the melt during the growth process if the desired crystal
requires intentional doping with impurities to modify its electrical or optical properties. Once
the crystal has been grown to the desired length, the temperature of the growth environment is
gradually reduced, allowing the crystal to cool and anneal, thereby reducing strain and defects.
The vertical temperature gradient in VGF method helps to control the growth rate and maintain
uniform crystal quality. The temperature gradient prevents the incorporation of impurities and
defects, allowing for the production of high-purity and high-quality single crystals. Additionally,
careful control of growth parameters enable the formation of large and single crystals suitable
for various applications.
Besides the adequately designed heat flow, the thermal stability of the crystal growth system
is the most critical factor for successful single crystal growth. Temperature fluctuations and
thermal drift of the growth furnace can cause uncontrolled changes in the shape of the growth
interface and induce spurious nucleation. In a classical Bridgman growth for example, where the
charge and the furnace move relative to each other, it is difficult to achieve adequate long-term
stability of the growth interface, as the radiative heat transport continuously changes at the ends
of the growth crucible with the progress of the translation (Fig. 1.4(a)). Such effects can be
eliminated. and the heat-transport control stabilized, in the gradient freeze technique where the
growth crucible and the heater are stationary and the translation of the temperature gradient
is achieved by programmed lowering of the temperature set-points in a multi-zone furnace
(Fig. 1.4(b). The disadvantage of the gradient freeze technique is the continuous change of the
temperature gradient at the melt-solid interface as the solidification progresses. As a result, both
the crystallization rate and the convection in the melt changes during crystal growth and need to
be taken into consideration to obtain larger single crystals

1.1.6 InGaSb solid-liquid interface shape

The shape of the crystal/solution interface plays a crucial role in the growth of InGaSb crystals
and significantly impacts their quality, properties, and performance in various applications.
The interface shape refers to the morphology and characteristics of the boundary between the
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Figure 1.4. Comparison of the classical vertical Bridgman (a) and the gradient freeze crystal growth
technique (b). Tm is the melting point and the horizontal dashed lines show the progress of the solid-liquid
interface [53].

growing crystal and the surrounding environment or substrate. The control and optimization of
the growth interface shape are essential for achieving high-quality InGaSb crystals with desired
properties. The importance of growth interface shape in InGaSb crystals can be understood
through the following points [54]:

• Crystal quality: The growth interface shape influences the crystal’s structural perfection
and defects. A smooth and flat growth interface is desirable as it minimizes lattice
imperfections such as dislocations, stacking faults, and twins. By maintaining a uniform
and well-defined interface shape, crystal quality can be enhanced, leading to improved
electrical, optical, and mechanical properties.

• Epitaxial growth: InGaSb crystals are often grown epitaxially, where the crystal lattice of
the growing layer aligns with that of the underlying substrate. The growth interface shape
determines the degree of epitaxial alignment and the lattice matching between the crystal
and the substrate. A well-matched and uniform interface shape promotes epitaxial growth,
enabling the deposition of high-quality, strain-free layers with controlled composition and
thickness.

• Surface roughness: The growth interface shape directly influences the surface roughness
of the crystal. A smooth and uniform growth interface results in a low surface roughness,
which is desirable for applications requiring precise control of surface quality, such as
optoelectronic devices and integrated circuits. Reduced surface roughness also facilitates
subsequent processing steps, such as thin film deposition and device fabrication.
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• Interface dopant incorporation: Dopant incorporation at the growth interface plays a
critical role in controlling the electrical properties of InGaSb crystals. The shape and
characteristics of the growth interface can impact the diffusion and distribution of dopant
species, affecting the doping profiles and carrier concentrations within the crystal. Precise
control of the growth interface shape allows for tailored doping profiles, enabling the
fabrication of specific device structures and functionalities.

• Interface stability: The growth interface shape influences the stability of the crystal growth
process. A well-defined interface shape promotes stable growth conditions and minimizes
the occurrence of growth instabilities, such as morphological defects, irregular growth
fronts, or undesired surface features. A stable growth interface allows for controlled
and reproducible crystal growth, leading to consistent material properties and device
performance.

Growth interface shape comparison under 1G and µG

InGaSb alloy crystal was grown under the ’Alloy Semiconductor’ crystal growth project on the
Japanese Experiment Module (KIBO) on the ISS by VGF method using a GaSb (111)A/Te-
doped InSb/GaSb (111)A sandwich sample [55]. A similar experiment was conducted under 1G
on Earth and the dissolution and growth processes of µG and 1G samples were comparatively
analyzed. Figure 1.5 shows the Electron Probe Micro Analysis (EPMA) mapping of Indium
distribution in the µG and 1G samples. The magnified images of indium mapping at seed and
feed interfaces of both samples illustrate the variations of the interface shape at the initial and
final stages of growth under µG (left) and 1G (right). From the mapping, it is clear that the shape
of the growth interface of the µG sample remained almost the same from the initial to the final
stage of growth. However, the growth interface of the 1G sample was nearly flat at the initial
stage and highly concave toward the feed at the final stage of growth. Moreover, a V-shaped feed
interface was observed in both samples beyond the residual solution region.
The understanding and control of growth interface shape are crucial for achieving high-quality
InGaSb crystals with tailored properties for specific applications, including infrared detectors,
high-speed electronic devices, and optoelectronic devices. Overall, the growth interface shape
in InGaSb crystals plays a significant role in determining crystal quality, surface properties,
and device performance. Controlling and optimizing the growth interface shape allows then
the production of high-performance InGaSb crystals with enhanced functionality and improved
integration capabilities.
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Figure 1.5. EPMA mapping of Indium distribution in µG and 1G experiments for the growth of InGaSb,
and corresponding seed/feed interfaces in the initial and final stages of growth [55].
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1.2 Objectives of the research work

The research objectives can be summarized as follows:

1. Explain the disparities between experimental results from the International Space Station
(ISS) and numerical results regarding feed/seed dissolution lengths and crystal growth
rates for different GaSb orientations (111A, 111B, 110).

2. Determine and utilize accurate physical properties, specifically the diffusion coefficient
of GaSb in InSb melt, which is crucial for precise numerical calculations in a diffusion-
dominant environment such as the ISS.

3. Conduct a numerical analysis of the InGaSb alloy crystal growth process via Vertical
Gradient Freeze (VGF) method under microgravity conditions, surpassing the limitations
of costly and scarce space experiments. Additionally, gain insights into the transport
phenomena, kinetics and growth mechanism of InGaSb crystals in the VGF method.

4. Identify optimization possibilities and investigate the growth conditions necessary to
achieve a flatter solid-liquid interface in InGaSb crystals under microgravity. This includes
studying the effects of crucible rotation and temperature gradient on the growth interface
shape, solute distribution, and growth rates.

5. Analyze the influence of natural convection on the melt flow and its impacts on the growth
interface shape and homogeneity of InGaSb solution and growth rates.

6. Study the effects of external forces (e.g., magnetic fields), crucible rotation and temperature
gradient on the melt flow. By controlling the melt flow, it is possible to achieve a flatter
growth interface shape, improved compositional uniformity, and increased growth rate,
while maintaining crystal quality.

7. Address the computational cost, accelerate the optimization process and efficiently deter-
mine the desired control parameters and optimal growth conditions by utilizing Bayesian
optimization and machine learning techniques.

Ultimately, this research aims to enhance the understanding and control of the InGaSb crystal
growth process and serve as a preparation for future growth experiments on the ground, paving
the way for future advancements in electronic, optoelectronic, and energy conversion device
technologies.
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1.3 Thesis outline

This dissertation is structured as follows:

Chapter 1 provides a general introduction and background on III-V semiconductors, with a
focus on InGaSb. It discusses the importance of InGaSb, the challenges associated with its
growth and reviews related experimental and numerical studies. The research objectives are
also introduced in this chapter.
Chapter 2 describes the numerical simulation model used to investigate the growth process of
InGaSb crystals, i.e., the volume-averaging continuum technique. It covers the governing equa-
tions and computation procedure and also highlights the relevance of machine learning usage in
crystal growth research.
In Chapter 3 we establish a relationship between the diffusion coefficient of GaSb in InSb melt
and its concentration by using the International Space Station (ISS) microgravity experimental
results, as well as Bayesian optimization. Under a diffusion-controlled environment, the growth
rate and crystal quality of InGaSb alloy semiconductors are influenced by the diffusion coefficient
values, and an exponential variation of the diffusion coefficient according to the concentration
is deduced and considered for future optimization studies.
Chapter 4 focuses on a numerical simulation study that aims to control the growth interface
shape of InGaSb crystals in the Vertical Gradient Freezing (VGF) method under microgravity
conditions, which directly affects the quality and homogeneity of the grown crystals. An adap-
tive control recipe, combining Bayesian optimization and reinforcement learning, is introduced
to maintain a flatter growth interface and a high growth rate through crucible rotation and opti-
mized thermal boundary conditions.
Chapter 5 presents numerical simulations of InGaSb crystal growth under normal gravity con-
ditions and discusses the impact of natural convection on solute transport and crystal growth.
The chapter focuses on improving the growth rate while controlling the growth interface shape
of InGaSb crystals, even on earth’s gravity level, by searching for optimum growth conditions
utilizing Bayesian optimization. The findings offer promising insights for future ground-based
experiments aimed at growing high-quality InGaSb crystals for various electronic, optoelec-
tronic, and energy conversion applications.
Chapter 6 summarizes the conclusions drawn from the research and outlines future perspectives.
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Chapter 2

Numerical model and optimization scheme

2.1 Numerical simulation in the crystal growth field

Numerical simulations play a crucial role in the study and understanding of crystal growth
processes. They provide a powerful tool for predicting and analyzing various aspects of crys-
tal growth, including the growth dynamics, temperature distribution, fluid flow, and crystal
morphology. By simulating the growth process using mathematical models and computational
algorithms, researchers can gain insights into the underlying physics, optimize growth condi-
tions, and guide experimental efforts. Some key aspects and benefits of numerical simulations
in the crystal growth field are:

• Growth process modeling: Numerical simulations allow researchers to construct mathe-
matical models that capture the fundamental physics and phenomena involved in crystal
growth. These models can incorporate various parameters, such as temperature gradients,
fluid flow, species diffusion, and crystal growth kinetics. By solving the governing equa-
tions numerically, simulations provide a detailed understanding of the growth process and
enable the exploration of different growth scenarios and conditions [56].

• Prediction of growth conditions: Simulations help in predicting the optimal growth con-
ditions for achieving desired crystal properties. By varying the input parameters and
analyzing the simulation results, researchers can identify the optimal temperature profiles,
growth rates, and other process parameters that lead to the desired crystal quality, mor-
phology, and defect distribution. This predictive capability allows for the efficient design
and optimization of crystal growth experiments.

• Visualization of growth dynamics: Numerical simulations provide a visual representation
of the growth dynamics, allowing researchers to observe and analyze the growth process
in detail, which is not always easy to achieve in actual experiments. Simulations can
generate visual outputs, such as temperature distributions, concentration profiles, and
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crystal morphologies, which provide valuable insights into the evolving interface shapes,
nucleation, and crystal growth mechanisms. This visualization aids in understanding the
complex dynamics of crystal growth.

• Investigation of growth challenges: Crystal growth can be affected by various challenges,
such as heat transfer limitations, fluid flow instabilities, and impurity segregation. Numer-
ical simulations enable researchers to study and analyze these challenges by quantifying
their effects on the growth process. Simulations can provide insights into the causes of
issues, guide the development of mitigation strategies, and optimize growth conditions to
overcome these challenges.

• Design of growth methods and equipment: Numerical simulations contribute to the design
and optimization of growth methods and equipment. They can be used to model and
analyze different growth techniques, such as Bridgman-Stockbarger, Vertical Gradient
Freezing, Czochralski, or vapor phase epitaxy, to optimize their parameters and guide
the design of growth furnaces, crucibles, and other equipment. Simulations aid in the
development of innovative growth methods and the improvement of existing techniques.

• Reduction of experimental efforts: Numerical simulations complement experimental stud-
ies by providing a cost-effective and time-efficient means of exploring and analyzing
various growth scenarios. Simulations help in reducing the number of experimental itera-
tions required to achieve desired results by providing insights into the growth process and
guiding experimental efforts toward optimal conditions. This reduces the cost and time
associated with experimental trial and error.

It’s important to note that the accuracy of numerical simulations relies on the quality of the
mathematical models, input parameters, and computational algorithms used. Validation of sim-
ulation results through comparison with experimental data is crucial to ensure their reliability.
In summary, numerical simulations in crystal growth provide a valuable tool for understand-
ing, predicting, and optimizing growth processes. They enable researchers to explore growth
dynamics, predict growth conditions, investigate challenges, and guide the design of growth
methods and equipment. Through numerical simulations, researchers can gain valuable insights
that aid in the development of high-quality crystals with tailored properties for a wide range of
applications.

2.2 InGaSb growth process: Model formulation

A new volume-averaging continuum method developed by Yamamoto et al. [57] is used to
simulate the dissolution and growth process of InGaSb crystal growth. During the dissolution
and growth processes, the system of GaSb/InSb/GaSb is considered a binary mixture. Based
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on the volume-averaging continuum models [58, 59, 60], the mathematical description of this
problem consists of a macroscopic model that includes the conservation of continuity, energy,
and species to find the mixture variables, shown in the equations below:

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌𝒖) = 0 (2.1)

𝜕 (𝜌𝒖)
𝜕𝑡

+ ∇ · (𝜌𝒖𝒖) = −∇𝑝 + ∇ · (𝜇l∇𝒖) + 𝐷𝒖 + 𝐹𝒖 + 𝑩 + 𝑴 (2.2)

𝜕 (𝜌ℎ)
𝜕𝑡

+ ∇ · (𝜌ℎ𝒖) = ∇ · (𝜆
𝑐
∇ℎ) + 𝐷ℎ + 𝐹ℎ (2.3)

𝜕 (𝜌𝐶)
𝜕𝑡

+ ∇ · (𝜌𝐶𝒖) = ∇ · (𝜌𝐷∇𝐶) + 𝐷𝐶 + 𝐹𝐶 (2.4)

where 𝒖 is flow velocity, 𝜌 mixture density, 𝑝 pressure, 𝜇 mixture viscosity, 𝜆 thermal con-
ductivity, ℎ enthalpy 𝒈 gravitational acceleration, 𝑐 heat capacity, 𝑇 temperature, 𝐶 solute
concentration, 𝐷 diffusion coefficient and 𝑡 is the time. In Eq. (2.2), the momentum source
term 𝑩 stands for body forces, such as gravity in terms of Boussinesq approximation and the
momentum source term 𝑴 stands for interfacial drag force, such as damping in porous mushy
structure in terms of Kozeny-Carman equation [61]. The energy and species source terms in
Eqs (2.3-4) are diffusion-like and convection-like mixture sources [62] derived as:

𝐷ℎ = −∇ · (𝜆
𝑐
∇ℎ) + ∇ · (𝜆∇𝑇) (2.5)

𝐹ℎ = ∇ · (𝜌ℎ𝒖) −
∑︁
j=l,s

∇ · (𝜀j𝜌j𝒖jℎj) (2.6)

𝐷𝑐 = −∇ · (𝜌𝐷∇𝐶) +
∑︁
j=l,s

∇ · (𝜀j𝜌j𝐷j∇𝐶j) (2.7)

𝐹𝑐 = ∇ · (𝜌𝒖𝐶) −
∑︁
j=l,s

∇ · (𝜀j𝜌j𝒖j𝐶j) (2.8)

The mixture properties and variables are defined as follows:

𝜌 = 𝜀l𝜌l + 𝜀s𝜌s 𝜆 = 𝜀l𝜆l + 𝜀s𝜆s 𝑐 = 𝑓 l𝑐l + 𝑓 s𝑐s 𝐷 = 𝑓 l𝐷l + 𝑓 s𝐷s (2.9)

ℎ = 𝑓 lℎl + 𝑓 sℎs 𝒖 = 𝑓 l𝒖l + 𝑓 s𝒖s 𝐶 = 𝑓 l𝐶l + 𝑓 s𝐶s

The volume fraction of solid and liquid (𝜀s, 𝜀l) are related to the mass fraction of solid and liquid
( 𝑓 s, 𝑓 l) via:

𝑓 s =
𝜌s𝜀s
𝜌

𝑓 l =
𝜌l𝜀l
𝜌

(2.10)

The total of the mass and volume fractions must be unity. Enthalpy and temperature are related
by specific heat. Thus, the general expressions for the phase enthalpies are:

ℎl =

∫ 𝑇

0
𝑐ld𝑇 + ℎ0

l ℎs =

∫ 𝑇

0
𝑐sd𝑇 + ℎ0

s (2.11)
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In the above equations, ℎ0
s can be set to zero, and ℎ0

s set to 𝐿, the latent heat of the phase change.
Further, using average specific heat one obtains:

ℎl = 𝑐l𝑇 + 𝑓l𝐿 ℎs = 𝑐s𝑇 (2.12)

Substituting Eqs. (2.12) into Eq. (2.9), we can get the following equation:

ℎ = 𝑐𝑇 + 𝑓 l𝐿 (2.13)

𝛽T thermal expansion coefficient, 𝛽C solutal expansion coefficient, 𝛼 thermal diffusivity, 𝑭r

centrifugal force term, 𝑱 induced electric current density, 𝑩 magnetic field,
Closure of the system of conservation equations requires additional relationships for phase
mass fraction 𝑓 and concentration 𝐶. With the assumption of local phase equilibrium, the
concentrations of the solid and liquid phases (𝐶s, 𝐶l) in the volume elements within the mushy
zone, i.e. for 0 < 𝜀 < 1, are related to the temperature ((𝑇 = 𝑇 l = 𝑇 s) through the equilibrium
phase diagram of a particular binary mixture.
For binary phase diagrams that do not exhibit eutectic, for example, the binary phase diagram
of SiGe and pseudo-binary phase diagram of InGaSb, the solidus and liquidus curves can be
simplified in a similar way as in the case of binary eutectic phase diagram by separating the
phase diagram into two regions as illustrated in Fig. 2.1.
In the present study, we utilize the new volume-average continuum model developed by Ya-
mamoto et al. [57]. This is a good choice for simulating the transport phenomena (momentum,
mass and heat transport with phase changes) involved in the melts of binary and ternary growth
systems. This technique can handle both microscopic and macroscopic considerations together
in one system of equations. The solution procedure can be summarized as follows (see also
[57, 63]): The governing equations (complemented with additional relationships in terms of
phase mass or volume fractions, concentrations of the solid and liquid phases. . . ) are first solved
with the available mass fraction field of the liquid phase 𝑓 l. The newly estimated 𝑇 and𝐶 values
are then used to update the liquid mass fraction 𝑓 l field using the phase diagram of InGaSb. This
pseudo-binary phase diagram does not exhibit eutectics; therefore, it is divided into two regions,
each region having a set of equations used to update the liquid mass fraction 𝑓 l field. Also, at this
stage, new values of liquid phase concentration 𝐶l and solid phase concentration 𝐶s are updated
using the new 𝑓 l field. The iterative procedure continues until the solution converges. Once
the solution has converged, the simulation moves to the next time step where the iterative cycle
is followed once again. In summary, the motion of melting/dissolution and solidifying/growth
interfaces can easily be traced by calculating the phase volume fractions (therefore identifying
the liquid and solid phases in the domain) from the applied temperature and composition pro-
files, as well as the pseudo-binary phase diagram of InSb-GaSb. For clarity, we illustrate the
different interfaces in Fig. 2.2. The interface positions are calculated from the contour of volume
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fraction equal to 0.5 in this numerical domain. Further information regarding the numerical ap-
proach and code validation for comparable systems can be found in previous articles [57, 63, 64].

After the above considerations, the following governing equations are finally solved:

∇ · 𝒖 = 0 (2.14)
1
𝜀l

𝜕𝒖

𝜕𝑡
+ 1
𝜀l2

𝒖 · ∇𝒖 = −1
𝜌
∇𝑝 + 1

𝜌𝜀l
∇ · (𝜇l∇𝒖) +

1
𝜌𝜀l

(𝑩 + 𝑴) (2.15)

𝜕 (𝜌𝑐𝑇)
𝜕𝑡

+ ∇ · (𝜌𝑐𝒖𝑇) = ∇ · (𝜆∇𝑇) − 𝜌l(𝑐s − 𝑐l)𝑇m
𝜕𝜀l
𝜕𝑡

−

− 𝜌l𝐿
𝜕𝜀l
𝜕𝑡

− 𝜌l(𝑐s − 𝑐l)𝑇m𝒖∇𝜀l − 𝜌l𝐿𝒖∇𝜀l

(2.16)

𝜕𝐶

𝜕𝑡
+ 𝜌l

𝜌
∇ · (𝐶l𝒖) = ∇ · ( 𝜀l𝜌l

𝜌
𝐷l∇𝐶l) (2.17)

In computing these equations, the liquid, solid, and total enthalpies are defined as:

ℎl =

∫ 𝑇

𝑇m
𝑐ld𝑇 + ℎ

𝑇m
l = 𝑐l(𝑇 − 𝑇m) + 𝐿 + 𝑐s𝑇m (2.18)

ℎs =

∫ 𝑇

0
𝑐sd𝑇 = 𝑐s𝑇 (2.19)

ℎ = 𝑐𝑇 + 𝑓 l𝐿 + 𝑓 l(𝑐s − 𝑐l)𝑇m (2.20)

The governing equations are solved together with the phase diagram. In the solid phases (solid
feed/seed and the crucible wall), the energy equation is the only balance law which reduces to
the heat conduction equation in the form:

𝜕𝑇

𝜕𝑡
= 𝜆i∇2𝑇 (2.21)

where 𝜆i is the thermal conductivity of the solid phase. The coupling between the computational
domains such as the grown crystal and the crucible wall is accomplished by outer iterations.

2.3 OpenFOAM

OpenFOAM (Open Field Operation and Manipulation) is an open-source computational fluid
dynamics (CFD) software package. It provides a comprehensive set of tools and solvers for
simulating fluid flow, heat transfer, and other related phenomena using numerical methods.
OpenFOAM is widely used in academia, research, and industry for modeling and analyzing
complex fluid flow problems. Key features and characteristics of OpenFOAM include [65, 66,
67]:
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Figure 2.1. Phase diagram of a pseuo-binary system of GaSb–InSb. (a) Actual phase diagram and (b)
linearized phase diagram used in the simulations.

Figure 2.2. Simplified schematic diagram illustrating the stages of InGaSb crystals growth by VGF
method and the S-L interfaces involved. Solute concentration distribution (left), liquid volumes fraction
distribution (right).

• Open-Source nature: OpenFOAM is an open-source software, which means its source
code is freely available to the public. This allows users to modify and customize the
software according to their specific needs, fostering collaboration and innovation within
the CFD community.
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• Numerical methods: OpenFOAM employs finite volume methods to discretize and solve
the governing equations of fluid flow. It offers a range of numerical schemes for spatial
and temporal discretization, allowing users to choose the most appropriate scheme for
their specific simulation requirements.

• Multiphysics capabilities: OpenFOAM supports the simulation of multiphysics problems,
including fluid-structure interaction, conjugate heat transfer, combustion, and turbulence
modeling. This enables the study of complex phenomena and their interactions in a single
simulation framework.

• Pre-Processing and Post-Processing tools: OpenFOAM provides pre-processing tools for
geometry creation, mesh generation, and boundary condition specification. It also offers
post-processing utilities for visualizing and analyzing simulation results, including contour
plots, vector plots, and data extraction.

• Solver libraries: OpenFOAM features a wide range of solver libraries that cover various
flow regimes and physical models. These solvers include both steady-state and transient
solvers for laminar and turbulent flows, compressible and incompressible flows, and
single-phase and multiphase flows.

• Meshing flexibility: OpenFOAM supports both structured and unstructured mesh formats,
allowing users to generate meshes that suit their specific simulation needs. It offers
meshing utilities for creating meshes directly within OpenFOAM or importing meshes
from external software.

• Extensibility: OpenFOAM’s modular architecture enables the development of custom
solvers, models, and utilities. Users can extend the software’s capabilities by writing their
own code or incorporating third-party extensions into their simulations.

• Validation and verification: OpenFOAM has an active community that conducts extensive
validation and verification studies to ensure the accuracy and reliability of the software.
This involves benchmarking simulations against analytical solutions, experimental data,
and other well-established CFD codes.

OpenFOAM has been utilized in various industries, including automotive, aerospace, energy,
and environmental engineering, to address complex fluid flow problems. Its open-source nature,
coupled with its extensive capabilities and flexibility, makes it a valuable tool for researchers
and engineers seeking to simulate and analyze fluid dynamics phenomena.
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2.4 ParaView

ParaView is an open-source, multi-platform data analysis and visualization software widely used
in scientific and engineering fields. Developed by Kitware Inc., ParaView provides a powerful
set of tools for visualizing and analyzing large datasets generated by various simulation and data
processing applications. Key features and characteristics of ParaView include [68, 69]:

• Data visualization: ParaView enables users to visualize and explore data in 2D and 3D
formats. It supports a wide range of data types, including structured grids, unstructured
meshes, point clouds, and volumetric data. Users can interactively manipulate and explore
the data, apply various rendering techniques, and create visualizations such as isosurfaces,
volume renderings, contours, and streamlines.

• Parallel processing: ParaView leverages parallel processing capabilities to handle large
datasets efficiently. It can distribute computation and rendering tasks across multiple
processors or machines, enabling users to work with massive datasets that would be
otherwise impractical to handle on a single system.

• Extensibility: ParaView offers an extensive application programming interface (API) that
allows users to extend its capabilities and customize the software. Users can develop
plugins, scripts, and custom filters using Python or C++, enabling them to tailor ParaView
to their specific needs and integrate it into their existing workflows.

• Data processing and analysis: ParaView provides a wide range of data processing and
analysis features. Users can apply filters to manipulate and preprocess data, perform
quantitative analysis, extract statistical information, compute derived quantities, and apply
algorithms for tasks such as smoothing, interpolation, and data reduction.

• Integration with other tools: ParaView integrates well with other scientific computing
and visualization tools. It can read and write data in various formats commonly used in
scientific and engineering applications, including VTK, NetCDF, HDF5, and many others.
It also supports interoperability with other software packages like MATLAB and Python
scientific libraries.

ParaView is utilized in a wide range of fields, including computational fluid dynamics, climate
modeling, geophysics, materials science, biomedical engineering, and many others. Its user-
friendly interface, advanced visualization capabilities, and support for large-scale datasets make
it a valuable tool for researchers, engineers, and scientists who need to visualize, analyze, and
communicate complex data.
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2.5 Machine learning in the crystal growth field

Machine learning is a subfield of artificial intelligence (AI) that focuses on developing algorithms
and models capable of learning from data and making predictions or decisions without explicit
programming. It aims to enable computers to automatically learn and improve from experience,
similar to how humans learn from past observations and examples [70].
Machine learning algorithms rely on data as their input. This data can come in various forms,
such as structured data (e.g., tables), unstructured data (e.g., text, images), or even sequential
data (e.g., time series). The quality and quantity of data play a crucial role in training accurate
and reliable machine learning models. Machine learning algorithms are designed to analyze
and learn patterns from data. These algorithms can be broadly categorized into three main types
[71]:

• Supervised Learning: In supervised learning, the algorithm learns from labeled examples,
where the input data is associated with corresponding target outputs. The goal is to learn
a mapping function that can predict the correct output for new, unseen inputs.

• Unsupervised Learning: Unsupervised learning involves learning patterns and structures
from unlabeled data. The algorithm discovers inherent relationships, clusters, or repre-
sentations within the data without any predefined target outputs.

• Reinforcement Learning: Reinforcement learning involves an agent interacting with an
environment, learning from feedback in the form of rewards or punishments. The agent
learns through trial and error to maximize its cumulative reward by taking actions in the
environment.

Machine learning models are trained by feeding them with labeled or unlabeled data. During
the training process, the model adjusts its internal parameters and learns the underlying patterns
in the data [72]. The objective is to minimize a predefined loss or error function, optimizing the
model’s performance. To assess the performance of a machine learning model, it is essential to
evaluate its predictions or decisions on new, unseen data. This involves splitting the available data
into training and testing sets, or employing more advanced techniques such as cross-validation
or holdout validation. Evaluation metrics, such as accuracy, precision, recall, or F1 score, help
quantify the model’s performance. Once a machine learning model is trained and validated,
it can be deployed in real-world applications. The model takes new input data and produces
predictions or decisions based on what it has learned. Inference can happen in real-time or batch
processing, depending on the specific use case.
Machine learning has a wide range of applications across various industries, including healthcare,
finance, transportation, manufacturing, and more. It is used for tasks such as image and speech
recognition, natural language processing, recommendation systems, anomaly detection, fraud
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detection, and predictive maintenance, among others. It is important to note that machine
learning is an active area of research, and new algorithms, techniques, and advancements
continue to emerge. As technology progresses, more sophisticated models and methods, such
as deep learning and neural networks, have gained prominence in tackling complex problems
and achieving state-of-the-art results [73, 74].

Applications in the crystal growth field

Machine learning techniques have found valuable applications in the field of crystal growth,
aiding researchers in understanding and optimizing the growth processes [75]. Some ways in
which machine learning is used in crystal growth are:

• Predictive modeling: Machine learning algorithms can be trained to predict the growth
behavior and properties of crystals based on input parameters such as temperature, pres-
sure, concentration, and growth conditions. By analyzing historical data and experimental
results, these models can provide insights into the relationship between process parameters
and crystal properties, helping researchers optimize growth conditions for desired crystal
properties.

• Process optimization: Machine learning algorithms can optimize crystal growth processes
by exploring large parameter spaces and identifying optimal growth conditions. By
incorporating objective functions and constraints, these algorithms can search for the best
combination of growth parameters to achieve specific crystal properties, such as size,
shape, purity, and defect density. This approach can save time and resources by reducing
trial-and-error experiments [76, 77].

• Crystal quality assessment: Machine learning techniques can be used to assess the quality
and characteristics of grown crystals. By analyzing images or spectroscopic data obtained
during crystal growth, algorithms can identify defects, impurities, and crystallographic
orientations. This helps in determining the suitability of crystals for specific applications
and provides insights for process improvement.

• Crystal structure prediction: Machine learning methods, such as neural networks and
genetic algorithms, can be utilized to predict the crystal structures of materials based on
their composition and bonding patterns. By training models on known crystal structures
and their corresponding properties, these algorithms can generate predictions for new
compositions, enabling researchers to explore novel materials with tailored properties
[78, 79].

• Data analysis and visualization: Machine learning techniques can aid in the analysis and
visualization of large datasets generated during crystal growth experiments. Clustering
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algorithms can identify patterns and group similar crystals based on their properties,
aiding in the classification and understanding of crystal growth behavior. Dimensionality
reduction techniques can help visualize high-dimensional data, making it easier to interpret
and analyze experimental results.

It is important to note that the success of machine learning in crystal growth heavily relies on the
availability of high-quality and well-curated data [76]. Accurate and representative datasets are
crucial for training robust models. Furthermore, domain expertise is essential for interpreting
the results generated by machine learning algorithms and integrating them into the crystal
growth process. The integration of machine learning techniques in crystal growth research has
the potential to accelerate discoveries, optimize processes, and enable the design of advanced
materials with desired properties. Ongoing research in this field continues to explore and refine
the use of machine learning methods for crystal growth optimization and materials discovery
[80, 81, 82, 83, 84].

2.6 Reinforcement learning

Reinforcement learning is a subfield of machine learning that focuses on training agents to make
sequential decisions by learning from interactions with an environment. It draws inspiration from
how humans and animals learn through trial and error, receiving feedback in the form of rewards
or punishments [85, 86]. In reinforcement learning, an agent learns to navigate an environment
and take actions to maximize cumulative rewards or achieve a specific objective. The agent
interacts with the environment in discrete time steps, observing the current state, selecting an
action, receiving a reward, and transitioning to a new state as summarized in Fig. 2.3. The goal
is to find an optimal policy that maps states to actions, maximizing the expected cumulative
reward over time [87, 88, 89]. Key components of reinforcement learning include:

1. Agent: The entity that learns and takes actions in the environment. It can be a software
agent, a robot, or any entity capable of interacting with the environment.

2. Environment: The external system with which the agent interacts. It can be a simulated
environment, a physical environment, or a combination of both.

3. State: The representation of the environment at a given time step. The state provides the
necessary information for the agent to make decisions.

4. Action: The set of possible actions that the agent can take in a given state. Actions can
have short-term consequences and influence the subsequent state.

5. Reward: The feedback signal that the agent receives after taking an action. It quantifies
the desirability or quality of the agent’s actions in a given state. The agent’s goal is to
maximize the cumulative reward over time.
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6. Policy: The strategy or rule that the agent uses to select actions based on the observed
states. The policy can be deterministic (selecting a single action) or stochastic (selecting
actions based on a probability distribution).

7. Value Function: The value function estimates the expected cumulative reward or value of
being in a certain state and following a particular policy. It helps the agent evaluate and
compare different states or state-action pairs.

Reinforcement learning algorithms employ various techniques to learn optimal policies. These
include:

• Value-Based Methods: These algorithms estimate the value function and use it to derive
an optimal policy. Examples include Q-learning and Deep Q-Networks (DQN).

• Policy-Based Methods: These algorithms directly optimize the policy without explicitly
estimating the value function. Examples include policy gradients and the REINFORCE
algorithm.

• Model-Based Methods: These algorithms build a model of the environment and use it
to simulate interactions and plan future actions. Model-based reinforcement learning
combines model learning and decision-making.

Reinforcement learning has been successfully applied in various domains, including robotics,
game playing, resource management, recommendation systems, and autonomous driving. No-
table achievements include AlphaGo, which used reinforcement learning to defeat human cham-
pions in the game of Go, and DeepMind’s AlphaStar, which reached grandmaster level in the
game of StarCraft II. Reinforcement learning algorithms have the ability to learn complex and
adaptive behaviors, but they sometimes require significant computational resources, extensive
exploration, and careful tuning of hyperparameters.

Figure 2.3. Reinforcement learning schematic [90].
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2.7 Bayesian optimization

Bayesian optimization is a powerful technique for the optimization of black-box functions that
are expensive to evaluate. It leverages the principles of Bayesian inference to efficiently search
for the optimal solution while minimizing the number of function evaluations. In many real-
world optimization problems, the objective function is unknown and costly to evaluate. Bayesian
optimization tackles this challenge by building a probabilistic model, known as a surrogate or
response surface, that approximates the unknown objective function. This surrogate model is
continuously updated as new evaluations of the objective function are obtained [91, 92, 93]. The
key idea behind Bayesian optimization is to balance exploration and exploitation. Exploration
involves sampling points in the search space where the objective function is uncertain or poorly
understood, while exploitation focuses on sampling points that are likely to yield high values of
the objective function. This balance is achieved through an acquisition function, which guides
the selection of the next point to evaluate based on the surrogate model and its uncertainty. The
acquisition function trades off exploration and exploitation by considering both the predicted
mean and uncertainty of the surrogate model. Popular acquisition functions include:

• Expected Improvement (EI): This function selects the point that has the highest expected
improvement over the current best solution. It balances exploration by considering the
uncertainty of the surrogate model.

• Upper Confidence Bound (UCB): This function trades off exploration and exploitation by
considering both the mean and the variance of the surrogate model. It seeks to minimize
the regret of not evaluating potentially better points.

• Probability of Improvement (PI): This function selects the point that has the highest
probability of improving upon the current best solution. It focuses more on exploitation
and is suitable when the objective function is well understood.

Bayesian optimization proceeds iteratively by sequentially evaluating the objective function
at the selected points. The surrogate model is updated based on the observed data, and the
acquisition function is recalculated to select the next point for evaluation (see Fig.2.4). This
process continues until a termination criterion is met, such as reaching a maximum number of
iterations or achieving a satisfactory solution.
The benefits of Bayesian optimization include its ability to handle noisy and expensive objective
functions, its adaptability to different types of optimization problems, and its efficiency in finding
optimal solutions with limited function evaluations. It has been successfully applied in various
domains, including hyperparameter tuning of machine learning models, experimental design,
robotics, and drug discovery [94]. It is important to note that the effectiveness of Bayesian
optimization relies on choosing appropriate surrogate models, priors, and acquisition functions
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that suit the characteristics of the optimization problem. Additionally, the computational cost
of Bayesian optimization can become a limitation when dealing with high-dimensional or
computationally expensive problems.

Figure 2.4. Example of Gaussian process and Bayesian optimization which suggests the next optimal
point to evaluate given initial three observations [95].
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Chapter 3

Estimation of the diffusion coefficient of
GaSb in InSb melt using Bayesian
optimization and the ISS experimental
results

3.1 Background and purpose

As already stated in previous sections, the undesirable effects of natural convection can be min-
imized under microgravity, which is an appropriate environment for investigating the growth
kinetics and gain deeper insight into the transport phenomena involved. Therefore, valuable
crystal growth space experiments have been carried out for that purpose. Microgravity environ-
ment not only allows the growth of high quality homogeneous crystals, but also largely increases
the growth rates compared with the crystals grown on Earth. However, the dominant factors,
which determines the feed/seed dissolution rates and the crystal growth rates remain uncertain.
In our study, we focus mainly on the experimental work performed onboard the International
Space Station (ISS) [55]. InGaSb alloy crystal was grown under prolonged microgravity by
Vertical Gradient Freezing (VGF) method using a GaSb(seed)/Te-dopped InSb/GaSb(feed)
sandwich-structured sample as illustrated in Fig. 3.1. In this method, the sample is subjected
to a fixed temperature gradient in the axial direction being hotter at the top and cooler at the
bottom. The system is heated over the melting point of InSb which melts first. GaSb material
then dissolves in the molten InSb (dissolution process) resulting in a mixture of InGaSb (growth
solution) that becomes supersaturated under the applied temperature profile. GaSb is fed from
the higher temperature feed crystal into the solution and InxGa1-xSb crystal grows on the surface
of the lower temperature seed crystal (growth process).
Microgravity experiments with different GaSb crystal orientations (111A, 111B, 110, and 100)
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Figure 3.1. Schematic diagram of the Vertical Gradient Freezing method [55].

had been conducted for the growth of InGaSb crystals. Similar heating profiles and heat pulses
for each sample were applied during the growth process in order to induce striations in the grown
crystals, indicating solid–liquid interface shapes and growth rates at various time periods. The
temperature inside the cartridge was measured and recorded by five equidistant thermocouples
positioned at 21 mm intervals, covering the whole ampoule height as shown in Fig. 3.2, which
was adequate to monitor and record the temperature at various positions of the ampoule during
the growth experiment [96]. Experimental temperature gradients and growth rates are compared
in Fig. 3.3. The results showed differences in the crystal growth rates between the samples,
which is attributed to the effects of interfacial kinetics that depend on the orientation of the
crystals.

Figure 3.2. Design of the cartridge containing the ampoule and position of the thermocouples [55].

Unsurprisingly, the opportunity to reproduce such space experiments and further investigate the
growth kinetics is rare, expensive and cannot be available for a full-scale study. To this end, we
invoke the numerical approach by developing a numerical analysis technique and using the results
of the experiments performed on the ISS. As in any numerical study, the physical properties need
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Figure 3.3. Comparison between temperature gradients (a) and growth rates (b) of samples with different
GaSb orientations in the microgravity experiments [55].

to be accurately defined, however, measurements of diffusion coefficients on Earth are affected
by natural convection. Thus, numerical simulation models using these diffusion coefficients
overpredict growth and dissolution rates. Therefore, in order to provide more accurate diffusion
coefficient estimations, we analyzed the available microgravity experimental results by utilizing
Bayesian optimization methods.
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3.2 Numerical Analysis

3.2.1 Simulation model

A schematic description of the InGaSb crystal dissolution/growth system used is shown in
Fig. 3.4. The GaSb(feed)/Te-dopped InSb/GaSb(seed) sandwich sample was stacked in a quartz
ampoule and sealed with Boron Nitride (BN) and carbon sheet as seen in Fig. 3.4(a). The
system was subjected to three vertical temperature gradients (Fig. 3.4(b)) with the top being
hotter and the bottom being cooler. The whole system was heated at a heating rate of 0.001 K/s
up to the target temperature and then kept constant. The grid system used for the simulation is
also shown in Fig. 3.4(c).

Figure 3.4. Schematics of the growth ampoule (a), the applied temperature profile (b) and the grid system
of the simulation (c) [64].

3.2.2 Governing equations

In the present numerical simulation model, the following assumptions were made:

(1) Liquid phase is an incompressible Newtonian fluid;
(2) Densities of the solid and liquid phases are constant, thus the associated volume changes
(shrinkage and expansion) during phase changes are negligible;
(3) Changes in physical properties (because of compositional variations) during the dissolution
and growth processes are not significant;
(4) The complete molten state of InSb was regarded as the initial state, thus, the initial GaSb
concentration in the solution was taken zero;
(5) The g-jitter effect (gravity fluctuation) on the ISS was not taken into account.
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The calculation region consists of the Crystal, the BN crucible and the Quartz ampoule whose
physical properties and operational conditions are listed in Table 3.1. Under the above assump-
tions, the governing equations of the liquid phase, namely continuity, momentum conservation,
energy conservation and mass transport equations are given as:

∇ · 𝒖 = 0 (3.1)
𝜕𝒖

𝜕𝑡
+ (𝒖 · ∇)𝒖 = −1

𝜌
∇𝑝 + 𝜈∇2𝒖 + 𝒈(𝛽TΔ𝑇 + 𝛽CΔ𝐶) (3.2)

𝜕𝑇

𝜕𝑡
+ (𝒖 · ∇)𝑇 = 𝛼∇2𝑇 (3.3)

𝜕𝐶

𝜕𝑡
+ (𝒖 · ∇)𝐶 = ∇ · (𝐷∇𝐶) (3.4)

where 𝑢 is the velocity, 𝜌 density, 𝑝 pressure, 𝜈 kinematic viscosity, 𝑔 gravitational acceleration,
𝛽T thermal expansion coefficient, 𝛽C solutal expansion coefficient, 𝑇 temperature, 𝛼 thermal
diffusivity, and 𝐶 and 𝐷 are, respectively, the concentration and diffusion coefficient of GaSb.
In the solid phases (BN and Quartz), only the energy balance equation is considered:

𝜕𝑇

𝜕𝑡
= 𝛼i∇2𝑇 (3.5)

i subscript standing for BN and Quartz.
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Table 3.1 Physical properties and operating conditions used in the numerical study [97, 98, 99].

Physical property Symbol Value
InGaSb

Thermal conductivity 𝜆L [W/(m K)] 17
Specific heat 𝑐𝑝L [J/(kg K)] 300
Viscosity 𝜇L [Pa s] 1.1 · 10-3

Thermal diffusivity 𝛼L [m2/s] 9.0 · 10-6

Kinematic viscosity 𝜈L [m2/s] 1.7 · 10-7

Latent heat 𝐿 [J/kg] 3.1 · 105

Thermal expansion coefficient 𝛽T [1/K] 1.0 · 10-4

Solutal expansion coefficient 𝛽C [-] 0.05
Electrical conductivity 𝜎 [S/m] 1.0 · 106

Melting point 𝑇 InGaSb [K] 979
Density 𝜌InGaSb(s) [kg/m3] 5600

𝜌InGaSb(l) [kg/m3] 6060
GaSb

Density 𝜌GaSb(s) [kg/m3] 5610
𝜌GaSb(l) [kg/m3] 6010

Melting point 𝑇GaSb [K] 985
InSb

Density 𝜌InSb(s) [kg/m3] 5780
𝜌InSb(l) [kg/m3] 6320

Melting point 𝑇 InSb [K] 800
Quartz

Thermal conductivity 𝜆Q [W/(m K)] 2.68
Density 𝜌Q [kg/m3] 2200
Specific heat 𝑐𝑝Q [J/(kg K)] 1000
Thermal diffusivity 𝛼Q [m2/s] 1.0 · 10-6

BN
Thermal conductivity 𝜆BN [W/(m K)] 54
Density 𝜌BN [kg/m3] 2280
Specific heat 𝑐𝑝BN [J/(kg K)] 2900
Thermal diffusivity 𝛼BN [m2/s] 8.2 · 10-6

Operational conditions
GaSb Feed/Seed lengths [mm] 23
InSb length [mm] 3
BN crucible diameter [mm] 11
Quartz ampoule diameter [mm] 13.2
Crystals diameter [mm] 9
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3.2.3 Boundary conditions and discretization

The boundary conditions for the top and bottom walls are adiabatic for the temperature field,
no-slip conditions for the velocity field, and no flux condition (in the normal direction to the
ampoule walls) for the concentration field. In addition, on the boundaries between the feed
and seed crystals, the walls and the seals (BN and Quartz) are assumed no-slip condition for
the velocity field. The same along the normal direction to the wall and seal boundaries; no
mass and heat fluxes are allowed. On the outside of the ampoule along the outer walls, the
temperature profile has been determined from the measured values from the ISS experiment
[55]. The simulation was performed under the microgravity level of 10-4 G which corresponds
to a typical average gravity level observed on the ISS. The gravity direction was aligned with
the axis of the sandwich system and directed towards the seed crystal. The governing equations
together with the boundary conditions were discretized by the finite volume method and the
pressure-velocity coupling was handled by the Pressure Implicit with Splitting of Operators
(PISO) algorithm and then solved using the open-source CFD code: OpenFOAM [65] and the
new volume-average continuum model. This model utilizes volume fractions of the solid and
liquid phases determined by using the applied temperature and concentration profiles, as well as
the phase diagram of the binary system GaSb-InSb. Relevant details on the numerical method
and its code validation for different and similar systems can be found in previous articles [64, 57].

3.3 Results and discussion

3.3.1 Initial estimation: Constant diffusion coefficient

Figure 3.5(a) illustrates the growth rate variation along the growth direction for the case where
GaSb (111)A crystal orientation was used in the µG experiments (black dots) and the initial
numerical calculations (blue curve). To measure the experimental growth rate of the crystal,
periodic intentional heat pulses were applied during the growth process. By means of such heat
pulses, the tellurium impurity concentration modulates and consequently gives rise to growth
striations in the grown crystal, which show the evolution of the solid/liquid interfaces during
growth. Measuring the distances between these growth striations determines the growth rate
[55].
When the reported diffusion coefficient value [98] is used, large discrepancies are observed as
the calculated growth rate is found to be much higher than that of the experiments. This reached
a maximum of about 0.15 mm/h, while the predicted growth rate surpasses this value and attains
0.6 mm/h.
Considering that, onboard the ISS, the gravity-driven convection in the melt is minimized and
diffusion-controlled heat and mass transport conditions are achieved, it is anticipated that the
crystal growth rate is strongly affected by the diffusion coefficient of GaSb in the InSb melt.
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Initially, the value of the diffusion coefficient used in the calculation is taken from the literature
as 𝐷 = 1.2 · 10−8 m2/s [98]. It is assumed to be too large, hence, we optimized this value and
determined that using a diffusion coefficient of about a fifth of the initial value (𝐷 = 0.22 · 10−8

m2/s) reproduced better results as shown in Fig. 3.5(b) where the experimental and calculated
growth rates for three different GaSb orientations ((111)A, (111)B and (110)) are plotted. For
instance, with reference to GaSb (111)A crystal orientation case, the calculated growth rate has
the same tendency as the experimental one. It reaches a value of about 0.14 mm/h at 6 mm of
crystal grown length and 0.124 mm/h at the end of growth, with the final crystal length being
13 mm. However, the value of 𝐷 = 0.22 · 10−8 m2/s is not as adequate for the other GaSb
orientations (111)B and (110).

Figure 3.5. Comparison between the experimental and calculated growth rates using conventional (a)
and modified (b) diffusion coefficient.

Furthermore, we notice that for both the experiment and simulation, the growth rate at the initial
stage of growth is relatively low and then gradually increases. This could be explained by the
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Figure 3.6. Melt saturation ratio during different stages of growth: initial stage (i), middle stages (ii-iii)
and end of growth (iv).

low saturation in the melt during the early stages of growth as illustrated in Fig. 3.6, where the
saturation ratio along the melt is plotted in four different stages of growth: beginning of growth
(i), middle stages (ii, iii) corresponding to a crystal length of 2 mm and 7 mm after a growth time
of 16 h and 50 h respectively and final stage (iv) that is after 105 h of growth. It is deduced that
the amount of GaSb supplied to the melt was not yet sufficient during the first stages of growth
(steps i to ii), but then the melt progressively becomes saturated due to the feed crystal further
dissolution and the growth rate increases reaching the steady-state growth (steps ii to iv). The
results presented in Fig. 3.6 show that:
- The solute concentration clearly affects the diffusion-controlled crystal growth process; and
- The use of a constant diffusion coefficient value does not lead to good predictions in the
calculations for all three GaSb orientations.

In addition, a solute concentration dependence of the diffusivity for the growth of InGaSb alloy
by the Bridgman method was once introduced [100], but, to the best of our knowledge, the
subject was not further studied. In order to examine the validity of this assumption, we decided
to investigate the effect of solute concentration on diffusivity and the crystal growth process.

3.3.2 Optimization: Concentration-dependent diffusion coefficient

In general, the Arrhenius equation can be used to predict the temperature variation of diffusion
coefficients for thermally induced processes. In our model, a number of similar expressions, but
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considering the solute concentration instead, was tried out, and Eq. (3.6) was found to be the
most suitable one as it gives the best predictions in terms of growth rates and feed dissolution
lengths. Hence, it is adopted as a model equation to estimate the diffusion coefficient of GaSb
in InSb melt.

𝐷 = 𝐷0 × 𝑒𝑏·𝐶 (3.6)

where 𝐶 is the solute concentration in the melt, and 𝐷0 and 𝑏 represent the parameters to be
determined relying on the ISS experimental results and using Bayesian optimization algorithms
to ensure computational time and cost-efficiency.

Bayesian Optimization
In Bayesian optimization, we search for the parameter vector 𝒙 = (𝑥0, ..., 𝑥n)T that maximizes
the objective function 𝑦 = 𝑓 (𝒙) based on the Gaussian process regression and using the variance
and the predicted mean value.
Supposing that 𝐷 is a known dataset obtained by initial trials: 𝐷 = {(𝒙0, 𝑦0), ..., (𝒙m, 𝑦m)},
If the value 𝑦new of the objective function at the new parameter 𝒙new = (𝑥0

new, ..., 𝑥n
new)T is

predicted by Gaussian process regression using the dataset 𝐷, then 𝑦new follows the Gaussian
distribution and its mean value 𝑚 and variance 𝜎2 are as follows:

𝑚 = 𝒌T𝚺−1𝒚 (3.7)

𝜎2 = 𝑲 (𝒙new, 𝒙new) − 𝒌T𝚺−1𝒌 (3.8)

where

𝒌 =

©«
𝑲 (𝒙1, 𝒙new)

...

𝑲 (𝒙m, 𝒙new)

ª®®®¬ 𝚺 =

©«
𝑲 (𝒙1, 𝒙1) . . . 𝑲 (𝒙1, 𝒙m)

...
. . .

...

𝑲 (𝒙m, 𝒙1) . . . 𝑲 (𝒙m, 𝒙m)

ª®®®¬ (3.9)

and 𝑲 (𝒙i, 𝒙j) is the kernel function used in this research and is defined as:

𝑲 (𝒙i, 𝒙j) = 𝜃0 exp (−𝜃1
2

∥ 𝒙i, 𝒙j ∥2) + 𝜃2 (3.10)

𝜃0, 𝜃1 and 𝜃2 are hyperparameters determined by the maximum likelihood estimation.
In Bayesian optimization, an acquisition function 𝑎(𝒙) is used in order to decide the next sample
point (𝒙next) so as:

𝒙next = arg max
𝑥

𝑎(𝒙) (3.11)

In other words, the parameter with the largest value of the acquisition function is the parameter
that should be calculated next. There are a wide variety of acquisition functions that can be used
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in Bayesian Optimization. In our research, we used 3 types of acquisition functions: Probability
of Improvement (PI), Expected Improvement (EI) and Upper Confidence Bound (UCB).
The flow of the Bayesian optimization is shown in Fig. 3.7 and is performed using the python
machine learning library scikit-learn [101][102]. An example code used in our research is also
shown in the Appendix.

Figure 3.7. Flowchart of the Bayesian Optimization.

In this research work, the diffusion coefficient is estimated from Eq. (3.6) after determining the
two unknowns 𝑏 and 𝐷0 using Bayesian Optimization. The crystal growth rate 𝑉 and the mean
squared error MSE are defined for that purpose:

𝑉 =
𝑙

𝑡growth
(3.12)

𝑀𝑆𝐸 =
1
𝑙

∫
(𝑉 sim(𝑙′) −𝑉exp(𝑙′))2𝑑𝑙′ (3.13)

where 𝑙 is the crystal growth length, 𝑡growth is the elapsed time from the beginning of the growth
and 𝑉 sim(𝑙′) and 𝑉exp(𝑙′) are, respectively, the calculated and experimental values of the growth
rate at the crystal length 𝑙′.
The parameter 𝒙 and the objective function 𝑦 are also selected as:

𝒙 =

(
𝐷0

𝑏

)
𝑦 = −MSE (3.14)

This implies that maximizing the objective function 𝑦 is equivalent to minimizing the mean
square error MSE.
After multiple iterations, the optimal parameters for maximizing the objective function are
obtained as
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𝐷0 = 2.7 · 10−8 m2/s and 𝑏 = −3

The numerical results are in agreement with the experimental data only if a dependence of the
diffusion coefficient on the solute concentration is taken into account in the simulation. An
exponential decrease of the diffusion coefficient, when GaSb concentration increases, is found
and follows the expression:

𝐷 = 2.7 · 10−8 × 𝑒−3·𝐶 (3.15)

This relationship can also be utilized for low concentrations, however, the initially performed
numerical calculations indicated that it is particularly suitable in the GaSb concentration range
throughout the InGaSb crystals growth stage (0.7 < 𝐶 < 0.9), as the value of the diffusion
coefficient used prior to that did not have a notable effect on crystal growth rates.
The change of the average solute concentration throughout the growth process, as well as
the corresponding diffusion coefficients for the growth of InGaSb crystals from GaSb (111)A
orientation, are shown in Fig. 3.8.

Figure 3.8. Variation of the average GaSb concentration in the solution over time and the corresponding
diffusion coefficients of GaSb in the InSb melt.

Figure 3.9 compares between the experimental and computed crystal growth rates using the
new equation of the diffusion coefficient for three different GaSb crystal orientations: (111)A,
(111)B and (110).

It is deduced that the developed concentration-dependent diffusion coefficient gives fairly ac-
curate predictions, especially during the early stages of the growth process when the saturation
ratio of the melt was relatively low. A similar order to the space experiments in terms of growth
rate values was also followed Case(111)B > Case(110) > Case(111)A.



3.4 Conclusion 49

Figure 3.9. Experimental and computed growth rates using the newly developed diffusion coefficient
equation for three different GaSb crystal orientations.

3.4 Conclusion

In this study, a relationship between the diffusion coefficient of GaSb in InSb melt and its
concentration was established based on the International Space Station experimental results.
Bayesian optimization methods were also utilized in order to resolve the computational demand
issue.
The suppressed convection under µG affects greatly the dissolution and growth process of
InGaSb alloy semiconductor and it is concluded that under diffusion-controlled environment,
the growth rate, the feed and seed dissolution rates, as well as the final grown crystal length are
influenced by the diffusion coefficient values, thus, GaSb concentration variation in the melt.
The experimental results are in good agreement with the numerical results provided that an
exponential variation of the coefficient of diffusion according to the solute concentration is taken
into account in the numerical calculations. This modified numerical model can be implemented
in further calculations to identify optimization possibilities using various methods, such as
applying to the system external fields (magnetic field, vibration, rotation...) so as to reach high
and uniform crystal growth rate and improve its quality on earth gravity level.
Research remains to be conducted on the study of the variation of the diffusion coefficient as a
function of the concentration for other materials in order to find a possible physical explanation
at the molecular level for this phenomenon.
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Chapter 4

Control of growth interface shape during
InGaSb growth by Vertical Gradient
Freezing method under microgravity, and
optimization using machine learning

4.1 Background and purpose

In the growth of InGaSb crystals by Vertical Gradient Freezing (VGF) method, the interface shape
is a dominant factor affecting the quality and homogeneity of the grown crystals. Its optimal
control is therefore very important. However, this is a difficult task because of the influence
of natural convection in the melt, compositional segregation, and heat and mass transfer in
the vicinity of the dissolution and growth interfaces [26, 24, 25]. As a general rule, to prevent
solvent inclusions and polycrystalline growth, a convex or flat growth interface shape is desirable.
The use of inadequate growth conditions will indubitably result in undesirable interface shape
deformations. To address this issue, an axisymmetric two-dimensional numerical simulation
analysis is carried out to determine the conditions for an optimum growth interface shape using
a combination of different techniques.
This study is conducted under microgravity and reproduces conditions similar to those of the
experiments performed onboard the International Space Station (ISS) by Inatomi et al. [55].
Microgravity is an appropriate environment where the undesirable effect of natural convection
can be minimized for better quality crystals [103, 104]. In addition, such experiments may also
help to gain a deeper insight into the transport phenomena and growth kinetics involved in growth
of InGaSb crystals. As for crystal growth optimization possibilities, the utilized experimental
apparatus onboard the ISS is rather restricted, and thus the application of external forces for
optimization, such as magnetic fields, is either not possible or difficult and limited.
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It is known that the temperature gradient is a dominant factor of seed/feed dissolution rates and
interface shapes in crystal growth by Vertical Gradient Freezing method. Besides, some studies
[105, 46, 106] reported that applying crucible rotation with an adequate rotation rate is generally
beneficial in suppressing natural convection in the melt and obtaining an interface shape with
a smaller curvature. These alternatives (optimization of the thermal boundary conditions and
application of crucible rotation) seem to hold great potential and therefore are considered in this
study for the growth of homogeneous InGaSb crystals.
In recent years, AI and machine learning tools are increasingly being used in fluid control and
crystal growth problems [107, 108, 109, 110]. We utilized for instance Bayesian optimization in
our previous work [111] for the estimation of the diffusion coefficient of GaSb in InSb melt. This
approach showed promising results and proved to be useful for the rapid estimation of unknown
variables. Wang et al. [109] also developed a reinforcement learning model to control the melt
flow in the radio frequency (RF) top-seeded solution growth (TSSG) process for the growth of
uniform SiC crystals.
In this chapter, we discuss the results of combining Computational fluid dynamics (CFD),
Bayesian optimization, and reinforcement learning for determination of control parameters in
the growth of high quality InGaSb crystals with a higher growth rate.

4.2 Numerical Analysis

4.2.1 Simulation model

A GaSb(111)A/Te-doped InSb/GaSb(111)A sandwich sample was used for the VGF growth of
InGaSb bulk crystal under µG on the ISS. A schematic description of the dissolution and growth
system used in the simulation is shown Fig. 4.1. The sample was stacked in a quartz tube and
sealed with Boron Nitride (BN) and carbon sheet as seen in Fig. 4.1(a) and was subjected to a
fixed temperature gradient (Fig. 4.1(b)) with the top being hotter and the bottom being cooler.
The whole system was heated at a heating rate of 0.01 K/s up to the target temperature (heating
period) and then kept constant (keeping period) until the end of the growth process. The two-
dimensional axisymmetric rectangular computational domain used for the simulation is also
shown in Fig. 4.1(c). The computational domain is divided into 132 (x-axis) and 420 (y-axis)
segments and a non-uniform mesh arrangement with local clustering close to the liquid-solid
interfaces is used to allow an efficient meshing in the high gradient regions. The mesh size was
selected after a dependency study performed for several different mesh sizes. The fineness of
the mesh was based on a reasonable balance between accuracy and computing time. Having a
sufficiently high mesh number in the central area is also crucial in order to assure precise and
smooth interface shapes.
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Figure 4.1. Schematics of the Vertical Gradient Freezing method: growth ampoule (a), applied temper-
ature profile (b) and grid system of the simulation (c) [63, 64].

4.2.2 Governing equations and associated boundary conditions

The following assumptions were made in the present numerical simulation model:
(i) Liquid phase (InGaSb solution) is an incompressible Newtonian fluid;
(ii) Densities of the solid and liquid phases remain constant, thus the associated volume changes
(shrinkage and expansion) due to phase changes are negligible;
(iii) Changes in physical properties resulting from compositional variations during the dissolu-
tion and growth processes are not significant;
(iv) The complete molten state of InSb was regarded as the initial state, thus, the initial GaSb
concentration in the solution was taken zero;
(v) Gravity fluctuations (g-jitter effect) on the ISS were not taken into account and the micro-
gravity level of 10-4 G (that corresponds to a typical average gravity level observed on the ISS)
was used in the simulation.

Three calculation regions are considered: Crystal, BN crucible and Quartz ampoule whose
physical properties and operating conditions are shown in the previous chapter.

Under the assumptions mentioned above, the governing equations of the liquid phase, namely
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continuity, momentum balance, energy, and mass transport equations are given as:

∇ · 𝒖 = 0 (4.1)
𝜕𝒖

𝜕𝑡
+ (𝒖 · ∇)𝒖 = −1

𝜌
∇𝑝 + 𝜈∇2𝒖 + 𝒈(𝛽TΔ𝑇 + 𝛽CΔ𝐶) +

𝑭r
𝜌

(4.2)

𝜕𝑇

𝜕𝑡
+ (𝒖 · ∇)𝑇 = 𝛼∇2𝑇 (4.3)

𝜕𝐶

𝜕𝑡
+ (𝒖 · ∇)𝐶 = ∇ · (𝐷∇𝐶) (4.4)

where 𝑢 is the flow velocity, 𝜌 melt density, 𝑝 pressure, 𝜈 kinematic viscosity, 𝑔 gravitational
acceleration, 𝛽𝑇 thermal expansion coefficient, 𝛽𝐶 solutal expansion coefficient, 𝑇 temperature,
𝛼 thermal diffusivity, 𝑭r centrifugal force term, 𝐶 solute concentration and 𝐷 is the diffusion
coefficient of GaSb in InSb melt defined as [111]:

𝐷 = 2.7 · 10−8 · 𝑒−3·𝐶 (4.5)

For the solid phases, the governing equation is the following heat conduction equation:

𝜕𝑇

𝜕𝑡
= 𝛼i∇2𝑇 (4.6)

i subscript stands for BN and Quartz.
- No slip condition on flow velocity is assumed on all boundary walls (top and bottom walls,
boundaries between the feed/seed crystals, walls and seals (BN and Quartz));
- No flux condition (in the normal direction to the ampoule walls) for the concentration field;
- Top and bottom walls are adiabatic for the temperature field.
The governing equations together with the boundary conditions were discretized by the finite
volume method and the pressure-velocity coupling was handled by the Pressure Implicit with
Splitting of Operators (PISO) algorithm and then solved using OpenFOAM, an open-source CFD
software package and the new volume-average continuum model [65, 57]. This model utilizes
volume fractions of the solid and liquid phases determined by using the applied temperature and
concentration profiles, as well as the phase diagram of the binary system GaSb-InSb.

4.3 Results and discussion

4.3.1 Bayesian optimization: Fixed control recipe

In our previous work [111], Bayesian optimization was utilized to construct an equation relating
the diffusion coefficient of GaSb in InSb melt to its concentration. This allowed us to estimate
more accurately the crystal growth rates and explain the microgravity experimental results.
The same principle is applied here but with different parameters and objective functions. The
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optimization process flow is summarized in Fig. 3.7 and is performed using the python machine
learning library scikit-learn [101, 102]. The goal of Bayesian optimization is to search for the
parameter vector 𝒙 = (𝑥0, ..., 𝑥n)T that maximizes an objective function 𝑦 = 𝑓 (𝒙) based on the
Gaussian process regression and using the variance and the predicted mean value.
In this numerical study, the growth interface shape is investigated from the computed solute
concentration distribution as shown in Fig. 4.2(a-c). During the calculations, the interface
positions were determined at each time step and the growth interface shape change was evaluated
from the difference between the growth interface positions at the periphery 𝑌p and at the center
axis 𝑌 c. The degree of deformation Δ𝑌d is then calculated as:

Δ𝑌d = 𝑌p − 𝑌 c (4.7)

Hence, a large positive value of Δ𝑌d indicates an undesirable highly concave interface shape, a
value closer to zero indicates a flat one and a negative value is an indicator of a favorable convex
growth interface shape. Accordingly, we aim to minimize Δ𝑌d by means of crucible rotation and
the use of different thermal boundary conditions. The temperature gradient Δ𝑇

Δ𝑌
and the rotation

speed 𝜔 represent therefore the control parameters to be optimized for controlling the growth
interface shape of InGaSb crystal and improving its quality.
The parameter 𝒙 and the objective function 𝑦 are selected as:

𝒙 =

(
Δ𝑇
Δ𝑌

𝜔

)
𝑦 = −1 × 𝑀∗

Δ𝑌d
(4.8)

𝑀∗Δ𝑌d is the normalized mean of the deformation rate such as:

𝑀∗
Δ𝑌d

=
𝑀Δ𝑌d

𝑀Δ𝑌d |𝜔=0
(4.9)

Where 𝑀Δ𝑌d |𝜔=0 is the deformation rate mean of the non-optimized case (before applying
crucible rotation and modifying the temperature gradient).
This simply implies that maximizing the objective function 𝑦 is equivalent to minimizing the
interface shape deformation over time.
Initial numerical calculations were performed to gauge the realistic rotational speed and tem-
perature gradient ranges for this system. Results indicated that applying very high rotational
speeds (more than 200 rpm) or temperature gradients (more than 2.5 K/mm) is detrimental to
the dissolution and growth processes and causes odd interface shape deformations. Therefore,
in this numerical model, the rotation speed range and temperature gradient range were limited to
less than 200 rpm and 2.5 K/mm respectively. In addition, two different temperature gradients
were selected since subjecting the system to a relatively lower temperature gradient near the feed
crystal (compared to the seed crystal), promoted a less concave growth interface shape. Thus,
(Δ𝑇
Δ𝑌

)1 and (Δ𝑇
Δ𝑌

)2 were designated as the temperature gradients for the upper (𝑌 ≥ 25 mm) and
lower (𝑌 < 25 mm) regions of the sandwich sample respectively.
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After multiple iterations, the optimum growth conditions for a more desirable interface shape
were obtained as follows:
(Δ𝑇
Δ𝑌

)1 = 0.23 K/mm (Δ𝑇
Δ𝑌

)2 = 0.81 K/mm 𝜔 = 60 rpm

Figure 4.2. GaSb concentration distribution (a), interface shapes (b) and temperature gradients (c) of the
optimized and non-optimized cases.

Figure 4.2 illustrates the effects of constant crucible rotation and temperature gradient change
on the concentration distribution (Fig. 4.2(a)) and interface shapes (Fig. 4.2(b)). Initially, both
of the growth and feed interfaces were highly concave. After optimization, a flatter growth and
feed interface shapes are obtained and the GaSb concentration in the melt is overall more uniform
compared to the initial case. By using a smaller temperature gradient near the feed region, as
shown in Fig. 4.2(c), there is a diminishment in the feed dissolution rate, therefore a decrease in
the solute concentration in the melt. In addition, under the effect of the centrifugal force, due to
its lower melting point, InSb, which represents the heaviest compound in the InGaSb solution,
is pulled towards the wall side where it remains liquid at relatively low temperatures, promoting
hence a desirable flat interface shape.
The time variation of the deformation degree Δ𝑌d of the growth interface (melt/InGaSb crystal
interface) is shown in Fig. 4.3. From the figure, the degree of deformation of the non-optimized
case is seen to rapidly increase with time and reach a large value of about 5.4 mm after 47.5
h of growth time. After optimization, the degree of deformation is significantly reduced and
throughout the whole crystal growth process does not exceed the value of 0.8 mm. From the
computed results, it is deduced that subjecting the system to two different temperature gradients
(with a smaller temperature gradient near the feed crystal) and rotating the crucible is sufficient
to change the solute concentration distribution, reduce the growth interface deformation degree
and promote the transition to a flatter shape.
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Figure 4.3. Comparison between the deformation degree over time of the crystal growth interface and
feed-solution interface with and without Bayesian optimization.

4.3.2 Reinforcement learning: Adaptive control recipe

In the previous section, for simplicity and due to Bayesian optimization limitations, we only
considered constant control parameters and one objective function (desirable growth interface
shape). As a next step, we fixed the optimized temperature gradients and varied the crucible
rotation rate values with time. Our goal is to both maximize the growth rate and maintain a
flat growth interface throughout the whole growth process. Consequently, we consider another
optimization method which is reinforcement learning.
In artificial intelligence, more precisely in machine learning, reinforcement learning consists in
learning the actions 𝑎t to be taken by an autonomous agent from the experiments to optimize a
quantitative reward over time. The agent is immersed in an environment and makes decisions
according to its current state 𝑠t. In return, the environment provides the agent with a reward 𝑟 t,
which can be positive or negative. The agent seeks, through iterated experiments (or simulations),
an optimal decisional behavior (called strategy or policy, which is a function associating the
current state with the action to be executed), in the sense that it maximizes the sum of rewards
over time:

𝑅max = maxE

[
𝜏∑︁
𝑡=0

𝛾𝑡𝑟 t | 𝑎t = 𝜋Θ (𝑠t)
]

(4.10)

where 𝑡 is the discrete time step when the interaction takes place, 𝛾 is the discount factor (ranging
from 0 to 1), 𝜋Θ is the policy function described here by the Artificial Neural Networks and Θ

is the weights.
As computing technology advances, reinforcement learning techniques are rapidly finding new
applications, therefore their implementation in our optimization study. A similar method was
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used by Wang et al.[109] to find the optimal control values of the Lorentz force in radio frequency
(RF) top-seeded solution growth (TSSG) process for the growth of uniform SiC crystals with a
higher growth rate.
The present reinforcement learning model training is based on an episode; the model learns an
active control strategy in a limited time, analyzes the acquired results and resumes learning with
a new episode. As shown in Fig. 4.4, one episode of the learning process interacts with the CFD
simulation of InGaSb crystal growth process. The agent interacts with the environment via a
state inquiry, an action decision is made during the simulation at every t = 1000 seconds and
one episode training lasts 10000 seconds. The states in this model are chosen as the solid-liquid
interface positions or heights. The control value 𝑎 in the initial case is equal to 1.0 (optimized
control parameters from Bayesian optimization) and the agent imposes actions on the simulation
(more precisely on the crucible rotation speed) such as:

𝜔t = 𝑎t · 𝜔BO (4.11)

The objective of reinforcement learning is, in addition to flattening the growth interface shape

Figure 4.4. Illustration of a simplified reinforcement learning model for the InGaSb crystal growth
process.

over time, to improve the growth rate, thus, the instantaneous reward function 𝑟𝑡 consists of
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two contributions: a negative contribution from the deformation rate and a positive contribution
from the growth rate.

𝑟 t = −0.01Δ𝑌dt +𝑉 t (4.12)

The growth rate is defined as 𝑉 = 𝑙
𝑡growth

where 𝑙 is the crystal growth length and 𝑡growth is the
elapsed time from the beginning of the growth. Due to the large order difference between Δ𝑌d

and 𝑉 , a factor of 0.01 is set to balance the growth rate contribution. The agent consists of
simple feed-forward ANNs with a hidden layer of 512 neurons. The discount factor 𝜏 is set as
0.95. Proximal Policy Optimization PPO algorithm, which belongs to the policy gradient class,
is used to update the agent. Details regarding this type of policy gradient can be found in this
article [112].
After adapting the hyperparameters and algorithm mentioned above, we performed a reinforce-
ment learning training for our system. The reward of each training episode increases quickly
and converges after about 50 episodes as shown in Fig. 4.5(a). We considered that the policy at
the 60th episode can represent the optimal one and it was chosen to control the initial simulation
case for over 100000 seconds (which is 10 times longer than the training time). Figure 4.5(b)
shows the action values 𝑎t over time of the selected corresponding control strategy. The values
of the crucible rotation rate for this adaptive control recipe follow therefore the same tendency
(Fig, 4.5(c)).
The crystal growth rates at the center axis are calculated and compared in Fig. 4.6 in the case of
utilizing only Bayesian optimization and in the case of combining it with reinforcement learning.
It can be seen that, by using the developed control recipe, there was an increase of about 18% in
the crystal growth rate.
Figure 4.7 shows the time variation of the crystal growth interface deformation degree Δ𝑌d

for the three cases: non-optimized, fixed recipe and adaptive control method. It is clear that
utilizing a reinforcement learning model further reduces the degree of deformation (down to
a value of 0.5 mm) and helps keep a flat interface shape throughout the entire crystal growth
process. Solute concentration distributions and growth interface shapes after 30 hours of growth
are also shown in Fig. 4.8.

4.4 Conclusion

In order to investigate the conditions to grow semiconductor crystals with a flatter solid-liquid
interface, a numerical simulation study was carried out for controlling the growth interface
shape of InGaSb crystals in the Vertical Gradient Freezing (VGF) method under micrograv-
ity conditions. The simulation results show that, by applying crucible rotation and different
temperature gradients along crucible, a flatter growth interface and a high growth rate can be
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Figure 4.5. Cumulative reward for each episode of the learning process (a), control strategy at the 60th
episode (b) and corresponding rotation rate over time (c).

Figure 4.6. Growth rates comparison between the controlled (reinforcement learning) and non-controlled
(Bayesian optimization) cases.
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Figure 4.7. Comparison between the interface shape deformation degree over time with and without
optimizations.

Figure 4.8. GaSb concentration distribution of the non-optimized case (a), after utilizing Bayesian
optimization (b) and reinforcement learning (c).

maintained throughout the growth process. The optimum growth conditions for the desired inter-
face shape were obtained utilizing machine learning methods, namely Bayesian optimization and
reinforcement learning to resolve the computational demand issue and considerably accelerate
the optimization process. Bayesian optimization was utilized first to optimize the temperature
gradient and reduce the growth interface curvature. Afterwards, a trained reinforcement model
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was added to the optimization algorithm which resulted in growth rate improvement and inter-
face shape flatness throughout the growth stage. The developed adaptive control recipe can be
implemented for the growth of high quality InGaSb crystals under normal gravity conditions,
as a way to quickly find the best growth conditions and parameters to be used for ground-based
experiments. Trials remain to be conducted for the application of these optimization methods
in other crystal growth systems in order to validate their usefulness and merits.
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Chapter 5

A numerical study for the growth of
InGaSb crystals with a flatter interface by
Vertical Gradient Freezing method under
normal gravity and utilizing Bayesian
optimization

5.1 Background and purpose

The growth of high quality InGaSb crystals with desired properties is difficult due to the adverse
effect of Earth’s gravity. It gives rise to compositional nonuniformity and micro-cracks in the
grown crystals, complex heat and mass transfer in the vicinity of the growth and dissolution
interfaces, and strong natural convection in the melt [24, 25, 26].
This chapter aims to address these important issues by numerically investigating the VGF growth
process of InGaSb crystals in a sandwiched structure of GaSb(seed)/InSb/GaSb(feed). Studies
carried out in the last decades have clearly shown that the control of natural convection in the
melt plays a key role in optimization of growth processes. Industrial demand is to increase crystal
growth yield without compromising the quality. This requires a precise control of convection in
the melt. To this end, there have been two main approaches [44]: i) Mechanical control: such as
crucible or/and crystal rotation, and ii) Use of external forces: such as applied magnetic fields
in metallic semiconducting melts.
These techniques serve two main purposes: damping convective flow fluctuations that can
adversely affect growth rate, growth interface shape, and nucleation, and facilitating a better melt
mixing, particularly for the growth of doped crystals to ensure homogenized dopant distributions.
In our previous work [113], by rotating the crucible according to a specific program, we
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achieved an optimal control of growth interface shape during the VGF growth of InGaSb
under microgravity. In addition, some studies have shown that applied magnetic fields can be
used to suppress natural convection in the melt ([114, 107, 45, 109]). Hence, in this study we
considered the applications of both approaches; the use of crucible rotation and applied magnetic
field to effectively control the growth of InGaSb crystals under normal gravity, and minimize
the undesirable effects of natural convection on the growth interface shape.
Computational Fluid Dynamics (CFD) is a powerful tool for predictions in various fields.
Depending on the complexity of a system, CFD may require significant computational resources.
CFD simulations for large and complex systems take long computing times. For instance,
simulating the growth process of InGaSb crystals by VGF method under normal gravity typically
takes a few days, especially, if additional system equations, related to the external applied forces
for instance, needed to be solved together with the governing equations. To search for optimal
crystal growth conditions, simulations must be repeated several times using different values
of the control parameters involved (such as crucible rotation speed, magnetic field strength,
temperature gradient etc.). To address this issue, we have utilized Bayesian optimization, which
proved to be a promising tool for fast predictions of optimal growth conditions leading to
high quality InGaSb crystals with a higher growth rate [111, 113]. Bayesian optimization is a
robust approach for locating the extremum of objective functions (high growth rate and minimal
interface deflection, for instance) that are typically costly to evaluate. It is useful when a closed-
form expression for the objective function is unavailable, but observations (which may be noisy)
of the function can be obtained at sampled values [93]. In the present study, we numerically
investigated the VGF growth of InGaSb alloy crystals with a flatter interface and high growth
rate under normal gravity by utilizing the Bayesian optimization.

5.2 Numerical procedure

5.2.1 Simulation model

Growth of InGaSb crystal by the VGF method is realized using a sandwich system of a thin
InSb layer placed between thicker sections of GaSb as seen in Fig. 5.1. The growth ampoule
in the furnace is subjected to a fixed temperature gradient. In this method, the system is heated
over the melting point of InSb crystal which melts first. GaSb seed and feed materials then start
to dissolve into the InSb melt and forms an InGaSb growth solution. When the solution tends
to attain equilibrium under the applied temperature profile, the low-temperature seed interface
reaches supersaturation and crystal growth is initiated on the seed interface. Subsequently, the
dissolution of the feed crystal supports the continued growth of the InGaSb crystal.
Figure 5.2(a) presents a schematic description of the GaSb(seed)/Te-doped InSb/ GaSb(feed)
sandwich-structured system used in the simulations. The sample was stacked in a Quartz tube
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Figure 5.1. Simplified schematic diagram of the temperature profile and stages of InGaSb crystals growth
by Vertical Gradient Freezing method [55].

and sealed with Boron Nitride (BN) and carbon sheets. Hence, the computational domain
consists of the Crystals, the BN crucible and the Quartz ampoule. The operational parameters
and physical properties of these components are given in Table 3.1. The temperature gradient
in the axial direction is fixed throughout the dissolution and growth processes (Fig. 5.2(b)).
The system is initially heated at a heating rate of 0.01 K/s up to the target temperature and then
maintained unchanged until the end of the growth process. The two-dimensional axisymmetric
computational domain used in the numerical calculations is also shown in Fig. 5.2(c). It
consists of 132 (x-axis) and 420 (y-axis) segments and was selected after a mesh dependency
study performed for different mesh sizes. Ensuring precise and smooth interface shapes requires
a domain with a sufficiently high mesh number, particularly in the central area. The level of
fineness in the mesh was determined based on striking a balance between computational cost
and numerical accuracy.

5.2.2 Governing equations

The following assumptions have been made in the simulation: (i) the liquid phase, i.e. InGaSb
growth solution, is an incompressible Newtonian fluid, (ii) Boussinesq approximation holds,
(iii) the complete molten state of InSb was regarded as the initial state, and (iv) the temperature
dependence of physical properties, such as viscosity, was not considered since the temperature
difference in the growth melt is small, only about 2-3 K.

Under the above assumptions, the equations governing of the liquid phase, namely, the continuity,
momentum balance, energy balance, and mass transport equations are given as:
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Figure 5.2. Schematic diagrams of the VGF method and computational domain: growth ampoule (a),
applied temperature profile (b) and grid system of the simulation (c).

∇ · 𝒖 = 0 (5.1)
𝜕𝒖

𝜕𝑡
+ (𝒖 · ∇)𝒖 = −1

𝜌
∇𝑝 + 𝜈∇2𝒖 + 𝒈(𝛽TΔ𝑇 + 𝛽CΔ𝐶) +

𝑭r
𝜌

+ 𝑱 × 𝑩

𝜌
(5.2)

𝜕𝑇

𝜕𝑡
+ (𝒖 · ∇)𝑇 = 𝛼∇2𝑇 (5.3)

𝜕𝐶

𝜕𝑡
+ (𝒖 · ∇)𝐶 = ∇ · (𝐷∇𝐶) (5.4)

where 𝒖 is flow velocity, 𝜌 melt density, 𝑝 pressure, 𝜈 kinematic viscosity, 𝒈 gravitational
acceleration, 𝛽T thermal expansion coefficient, 𝛽C solutal expansion coefficient, 𝑇 temperature,
𝛼 thermal diffusivity, 𝑭r centrifugal force term, 𝑱 induced electric current density, 𝑩 magnetic
field, 𝐶 solute concentration and 𝐷 represents the diffusion coefficient of GaSb in InSb melt
expressed as [111]:

𝐷 = 2.7 · 10−8 · 𝑒−3·𝐶 (5.5)

The electric current density 𝑱 in the Lorentz force term is calculated by Ohm’s law:

𝑱 = 𝜎(𝑬 + 𝒖 × 𝑩) (5.6)

with the introduction of an electrical potential:

𝑱 = 𝜎(−∇𝜙 + 𝒖 × 𝑩) (5.7)
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the scalar potential 𝜙 satisfies the electric charge balance equation of:

∇ · 𝑱 = 0 (5.8)

The vertical magnetic field distribution is described by:

𝑩 = 𝐵0 [0𝒊 + 𝒋 + 0𝒌] (5.9)

where 𝐵0 is the magnetic field strength.
The solid phase is governed by the following heat conduction equations:

𝜕𝑇

𝜕𝑡
= 𝛼BN∇2𝑇 (5.10)

𝜕𝑇

𝜕𝑡
= 𝛼Quartz∇2𝑇 (5.11)

5.2.3 Boundary conditions, discretization and numerical procedure

The top and bottom walls are adiabatic for the temperature field, and no-slip conditions for
the flow velocity field are assumed, while the concentration field has a no-flux condition in
the normal direction. On the boundaries between the feed and seed crystals, the walls and the
seals (BN and Quartz) have no-slip conditions for the flow velocity field, and no-mass and heat
fluxes are allowed in the normal direction to the wall and seal boundaries. The temperature
profile on the outer walls of the ampoule is the specified temperature gradient. The simulations
were performed under the gravity level of 9.81 m/s², with a direction aligned with the sandwich
system’s axis (y-axis) and directed towards the seed crystal.
To discretize the governing equations along with the boundary conditions, the Finite Volume
Method (FVM) was applied, and the Pressure Implicit with Splitting of Operators (PISO)
algorithm was utilized to handle pressure-velocity coupling. The simulations were carried out
using OpenFOAM, an open-source CFD software package (https://www.openfoam.com/).
In the present study, we utilize the new volume-average continuum model [57]. This is a good
choice for simulating the transport phenomena (momentum, mass and heat transport with phase
changes) involved in the melts of binary and ternary growth systems. This technique can handle
both microscopic and macroscopic considerations together in one system of equations. The
solution procedure can be summarized as follows (see also [57, 63]): The governing equations
(complemented with additional relationships in terms of phase mass or volume fractions, con-
centrations of the solid and liquid phases. . . ) are first solved with the available mass fraction
field of the liquid phase 𝑓 l. The newly estimated 𝑇 and 𝐶 values are then used to update the
liquid mass fraction 𝑓 l field using the phase diagram of InGaSb. This pseudo-binary phase
diagram does not exhibit eutectics; therefore, it is divided into two regions, each region having
a set of equations used to update the liquid mass fraction 𝑓 l field. Also, at this stage, new
values of liquid phase concentration 𝐶l and solid phase concentration 𝐶s are updated using the

(https://www.openfoam.com/)
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new 𝑓 l field. The iterative procedure continues until the solution converges. Once the solution
has converged, the simulation moves to the next time step where the iterative cycle is followed
once again. In summary, the motion of melting/dissolution and solidifying/growth interfaces
can easily be traced by calculating the phase volume fractions (therefore identifying the liquid
and solid phases in the domain) from the applied temperature and composition profiles, as well
as the pseudo-binary phase diagram of InSb-GaSb. Further information regarding the numer-
ical approach and code validation for comparable systems can be found in previous articles
[57, 63, 64].

5.2.4 Bayesian optimization

In many engineering control problems, the number of function evaluations is severely limited
by time or cost. One way to address this challenge is by utilizing tools such as Bayesian
Optimization. Bayesian optimization makes use of the Bayesian methodology of setting a prior
over the objective function and combining it with empirical evidence to obtain a posterior
distribution. Doing so allows a utility-based selection of the next observation to make on the
objective function. This selection must be balanced between exploration (sampling from areas of
high uncertainty) and exploitation (sampling areas likely to offer improvements over the current
best observation) [93].
Bayesian optimization aims to find the parameter vector 𝒙 = (𝑥0, ..., 𝑥n)T that maximizes a
given objective function 𝑦 = 𝑓 (𝒙) based on the Gaussian process regression (GPR) and using
the variance and predicted mean value.
If 𝑫 is a known data-set obtained by initial trials: 𝑫 = {(𝒙0, 𝑦0), ..., (𝒙m, 𝑦m)}, and 𝑦new is
the value of the objective function at the new parameter 𝒙new = (𝑥0

new, ..., 𝑥n
new)T predicted by

Gaussian process regression using the data-set 𝑫, then 𝑦new follows the Gaussian distribution
and its mean value 𝑚 and variance 𝜎2 are as follows:

𝑚 = 𝒌T𝚺−1𝒚 (5.12)

𝜎2 = 𝑲 (𝒙new, 𝒙new) − 𝒌T𝚺−1𝒌 (5.13)

where

𝒌 =

©«
𝑲 (𝒙1, 𝒙new)

...

𝑲 (𝒙m, 𝒙new)

ª®®®¬ 𝚺 =

©«
𝑲 (𝒙1, 𝒙1) . . . 𝑲 (𝒙1, 𝒙m)

...
. . .

...

𝑲 (𝒙m, 𝒙1) . . . 𝑲 (𝒙m, 𝒙m)

ª®®®¬ (5.14)

𝑲 (𝒙i, 𝒙j) is a kernel function used in this research and defined as:

𝑲 (𝒙i, 𝒙j) = 𝜃0 exp (−𝜃1
2

∥ 𝒙i, 𝒙j ∥2) + 𝜃2 (5.15)

𝜃0, 𝜃1 and 𝜃2 are hyperparameters determined by the maximum likelihood estimation.
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Table 5.1 Bayesian optimization algorithm.

1: for n loops do
2: Find 𝒙n+1 by optimizing the acquisition function over the GP: 𝒙n+1 = arg max

𝑥

𝑎(𝒙; 𝑫n).

3: Sample the objective function and get a new observation 𝒚n+1 = 𝑓 (𝒙n+1).
4: Augment the data 𝑫n+1 = {𝑫n, (𝒙n+1, 𝑦n+1)}.
5: Update the statistical model.
6: end for

An acquisition function 𝑎(𝒙) is used in Bayesian optimization in order to decide the next sample
point (𝒙next) so as:

𝒙next = arg max
𝑥

𝑎(𝒙) (5.16)

This implies that the parameter with the largest value of the acquisition function is the parameter
that should be calculated next.
The Bayesian optimization procedure is summarized in Table 5.1 and performed using a python
code (https://github.com/hkaneko1985/design_of_experiments) and the machine
learning library scikit-learn (https://scikit-learn.org/stable/).

5.3 Results and discussion

5.3.1 Optimal control parameters

In order to track the solid-liquid interface shape evolution over time, we calculate the deformation
degree Δ𝑌d such as:

Δ𝑌d = 𝑌p − 𝑌 c (5.17)

𝑌p and 𝑌 c are the growth interface positions at the periphery and the center axis, respectively.
The interface positions are determined at each time step from GaSb concentration distribution.
A large positive value of Δ𝑌d indicates an undesirable highly concave growth interface shape
and a value closer to zero indicates a favorable flat one.
The growth rate is another important characteristic of the growth process of InGaSb crystals. It
is defined as:

𝑣 =
𝑙

𝑡growth
(5.18)

where 𝑙 is the length of the grown crystal and 𝑡growth is the elapsed time since the start of the
growth process.

(https://github.com/hkaneko1985/design_of_experiments)
(https://scikit-learn.org/stable/)
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Accordingly, we aim to minimize Δ𝑌d and maximize 𝑣 by optimizing the applied temperature
gradient, and by the application of a vertical static magnetic fields and by also rotating the
crucible. Thus, the following control parameters of the growth process are considered: cru-
cible rotation speed 𝜔, temperature gradient Δ𝑇

Δ𝑌
and static vertical magnetic field strength 𝐵0.

The realistic parametric ranges for this system (available at JAXA’s facilities and numerically
achievable) are:

©«

Δ𝑇
Δ𝑌

𝜔

𝐵0

ª®®®®®®®¬
=

©«

≤ 2.5 K/mm

0 ∼ 200 rpm

0 ∼ 6 T

ª®®®®®®®¬
Moreover, we selected two distinct temperature gradients since exposing the system to a relatively
lower temperature gradient near the feed crystal (compared to the seed crystal), shows to promote
noticeably less deformed growth interface shapes [113]. (Δ𝑇

Δ𝑌
)1 and (Δ𝑇

Δ𝑌
)2 are then designated

as the temperature gradients for the upper (𝑌 ≥ 25 mm) and lower (𝑌 < 25 mm) regions of the
sandwich sample respectively.
The parameter vector 𝒙 and the objective function 𝑦 are finally defined as:

𝒙 =

©«

(Δ𝑇
Δ𝑌

)1

(Δ𝑇
Δ𝑌

)2

𝜔

𝐵0

ª®®®®®®®®®®®®¬
𝑦 = 𝑀∗

𝑣 − 𝑀∗
Δ𝑌d

(5.19)

𝑀∗Δ𝑌d and 𝑀∗
𝑣 are the normalized mean of the deformation rate and growth rate, respectively,

such as:

𝑀∗
Δ𝑌d

=
𝑀Δ𝑌d

𝑀0
Δ𝑌d

𝑀∗
𝑣 =

𝑀𝑣

𝑀0
𝑣

(5.20)

where 𝑀0
Δ𝑌𝑑

and 𝑀0
𝑣 are respectively the deformation rate and growth rate mean of the initial

state, which refers to the non-optimized state (without the application of external forces and
crucible rotation (𝑀Δ𝑌d , 𝑀𝑣) |𝐵0=0

𝜔=0 , and under an arbitrary temperature gradient of 0.6 K/mm).
In other words, the maximization of the objective function 𝑦 involves minimizing the concaveness
of the interface shape over time, while also maximizing the growth rate.
After several iterations, the optimum growth conditions were obtained to achieve a more desir-
able interface shape, as follows:

(Δ𝑇
Δ𝑌

)1 = 0.21 K/mm (Δ𝑇
Δ𝑌

)2 = 0.79 K/mm 𝜔 = 70 rpm 𝐵0 = 1.3 T
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Figure 5.3. Flow velocity fields vectors in the melt before growth starts.

5.3.2 Effects on the velocity field and solute distribution

Figure 5.3 illustrates the velocity field prior to the beginning of the growth process.
In the initial state, under normal gravity, there are relatively strong convective and vortex flows
(V1, V2, V3) in the melt which promotes solute transport from the center to the periphery.
The flow velocity is lower at the peripheries compared to that the center, hence, the solute
accumulates at the peripheries while the solution at the center remains undersaturated because
of strong convection. This hinders the solution from attaining simultaneous equilibrium; the
solution at the peripheries becomes supersaturated first and then the growth is initiated at the
peripheries leading to solid-liquid interface deflection. After applying a Vertical Magnetic Field
(VMF), the disturbing convective fluctuations are weakened, and the flow velocity magnitude is
decreased. VMF affects the melt flow so that strong convection is suppressed and the solute is
evenly transported by diffusion from feed to seed in the whole solution region, rather than only
at the periphery. This is confirmed by taking a closer look at GaSb concentration distribution in
the vicinity of the s/l interface shape in Fig. 5.4. By applying VMF, more effective mixing of
the solution is achieved leading to radial homogeneity and concentration uniformity.

5.3.3 Effects on the solid-liquid interface and deformation degree

Figure 5.5 shows GaSb concentration distribution and growth interface shape at the beginning
of the growth process. In the initial state, because of the reasons mentioned earlier, the crystal
growth begins at the peripheries and melt-crystal interface deflection also increases during
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Figure 5.4. Solute concentration distribution at the vicinity of the solid-liquid interface.

the solidification, promoting hence a concave interface shape over time. In the optimal state,
because the solution reaches an equilibrium at nearly the same time at the seed interface, growth
is initiated almost simultaneously at both the center and peripheries. This helps maintain a flat
growth interface shape, thus, growing high quality of InGaSb crystals.

Figure 5.6 compares the solute concentration distribution and interface shapes of the initial and
optimal states under normal gravity conditions after 40 h of growth.

In the initial state, the growth and feed interfaces had a highly concave shape. However, after
optimization, the interfaces were flattened and a more uniform GaSb distribution in the solution
is achieved.

As a result of the centrifugal force effects, the heaviest compound in the InGaSb solution, InSb,
which has a lower melting point, is drawn towards the peripheries or wall sides, where it stays
liquid at relatively low temperatures. This promotes a desirable flat growth interface shape. The
density and melting point of InGaSb, GaSb, and InSb are provided in Table 3.1.

Figure 5.7 shows the time variation of the deformation degree Δ𝑌d of the growth interface.
The degree of deformation in the non-optimized case increases rapidly with time, reaching a
significant value of about 6 mm after 40 h of growth time. After optimizing the growth conditions,
the degree of deformation is significantly reduced and fluctuates around 1 mm throughout the
entire crystal growth process. Based on the computed results, it can be concluded that optimizing
the temperature gradient, rotating the crucible, and applying a vertical magnetic field effectively
influence the melt flow, improve solution homogeneity, and lead to a favorable flatter growth
interface shape.
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Figure 5.5. GaSb concentration distribution at the beginning of growth and initial growth interface shape.

Figure 5.6. GaSb concentration distribution and final crystal-melt interface shape in the initial and
optimized states.
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Figure 5.7. Interface shape deformation degree over time in the optimal and non-optimal states.

5.3.4 Effects on crystal growth rate

Figure 5.8(a) illustrates how the crystal growth rate varies along the growth direction in the
µG and 1G experiments [55]. The experimental growth rate of the crystal was determined by
measuring the distances between growth striations in the grown crystal. These striations were
introduced by means of periodic heat pulses that were intentionally applied during the growth
process. As for the growth rates calculated from the numerical simulations, they are shown in
Fig. 5.8(b). Crystal growth under terrestrial conditions leads overall to lower and non-uniform
growth rates. By optimizing the growth conditions, especially the temperature gradients, the
growth rate rapidly increases to a maximum of 0.12 mm/h and becomes nearly stable after the
growth length of about 2.5 mm. This indicates a diffusion-controlled steady-state growth, similar
to the crystal growth under microgravity. One can state that optimizing the temperature field,
rotating the crucible and applying an external force achieve a better controlled growth process,
and give rise to uniform crystal growth rates in experiments under terrestrial conditions.
It should be noted that the crystal growth rate under microgravity was higher than that under
normal gravity, in both the experiments and numerical simulations. Increasing the temperature
gradient might further increase the growth rate, but it can lead to more solid-liquid interface
deflection (and most likely, lower quality InGaSb crystals) and complete feed dissolution, which
should be avoided for post-processing purposes [115, 116].

5.4 Conclusion

In order to investigate the conditions required to grow high quality alloy crystals with a flatter
solid-liquid interface, a numerical investigation was performed. The objective was to improve
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Figure 5.8. Comparison between experimental growth rates (a) and calculated growth rates (b) under
µG and 1G conditions.
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the crystal growth rate and effectively control the growth interface shape of InGaSb crystals in the
Vertical Gradient Freezing (VGF) method under normal gravity conditions. Natural convection
significantly contributes to the dissolution and growth of InGaSb semiconductor crystals, and,
therefore, affects the solute transport in the solution. The degree of this contribution can be
minimized by means of external forces, rotation, etc.
The calculation results show that, by applying a vertical magnetic field, rotating the crucible and
optimizing the temperature gradient, the following outcomes can be achieved:
- High and uniform growth rate along the center axis;
- Damping of melt flow oscillations and weakening of adverse convective flows;
- Improved solution homogeneity, and flatter growth interface shape, which are required for the
growth of better quality crystals.
To resolve the computational cost and effectively accelerate the optimization process, the op-
timum growth conditions were acquired using Bayesian optimization, Predicted values of the
control parameters can be implemented in future ground-based experiments for the growth of
homogeneous high quality InGaSb crystals to provide the needed substrates for device develop-
ments in the electronic, optoelectronic and energy conversion fields.
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Chapter 6

Thesis summary and future perspectives

6.1 Summary

Firstly, to overcome the limitations of conducting costly and rare space experiments for growing
InGaSb alloy crystals under microgravity, we employed in this study a numerical approach
using OpenFOAM and the new volume-average continuum model. By developing an adequate
numerical analysis technique and utilizing experimental data from the International Space Station
(ISS), we aimed to gain insights into InGaSb crystal growth process. Accurate definition of
physical properties is crucial in numerical calculations, however, measuring diffusion coefficients
on Earth is challenging due to natural convection effects and numerical simulation models using
these diffusion coefficients overpredict growth and dissolution rates. To obtain more precise
estimations, we employed Bayesian optimization method to analyze the available microgravity
experimental results. By incorporating an exponential variation of GaSb diffusion coefficient
in InSb melt according to its concentration into the numerical calculations, we achieved good
agreement between the experimental and numerical outcomes. Under a diffusion-controlled
environment, we concluded that the growth rate, feed and seed dissolution rates, and the final
length of the grown crystal are influenced by the values of the diffusion coefficient and their
corresponding variation in solute concentration within the melt. This finding highlights the
importance of accurately considering the diffusion coefficient in understanding and controlling
the growth process of InGaSb crystals under microgravity conditions.
Afterwards, to investigate the growth conditions for semiconductor crystals with a flatter solid-
liquid interface, a numerical simulation study under microgravity was conducted. The study
focused on controlling the growth interface shape of InGaSb crystals in the Vertical Gradient
Freezing (VGF) method. The simulation findings demonstrated that by employing crucible
rotation and applying different temperature gradients along the crucible, it was possible to
maintain a flatter growth interface and achieve a high growth rate throughout the entire growth
process. To optimize the growth conditions for the desired interface shape, machine learning
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techniques, specifically Bayesian optimization and reinforcement learning, were utilized. These
methods successfully resolved the computational demand issue and significantly accelerated the
optimization process. Bayesian optimization was employed initially to optimize the temperature
gradient and minimize the curvature of the growth interface. Subsequently, an adaptive control
recipe (trained reinforcement model) was incorporated into the optimization algorithm, resulting
in improved growth rates and interface flatness throughout the growth stage.
Subsequently, after studying the growth conditions under microgravity, our investigation shifted
towards determining the optimal conditions necessary to grow high-quality alloy crystals with a
flatter solid-liquid interface under the earth’s gravity level and in preparation for future ground
experiments. A numerical investigation is performed with the objective of improving the crystal
growth rate and effectively controlling the growth interface shape of InGaSb crystals in the VGF
method under normal gravity conditions.
It was observed that natural convection plays a significant role in the dissolution and growth
of InGaSb semiconductor crystals, impacting the transport of solutes within the solution. The
impact of natural convection can be minimized by introducing crucible rotation and external
forces such as a vertical magnetic field and optimizing the temperature gradient.
By implementing these measures, several benefits can be achieved, including a high and uniform
growth rate along the center axis, reduction of melt flow oscillations, mitigation of adverse
convective flows, improved solution homogeneity, and a flatter solid-liquid interface shape.
These factors are crucial for the growth of high-quality uniform InGaSb crystals.
To address the computational cost and expedite the optimization process, Bayesian optimization
was employed to determine the optimal growth conditions. The predicted values of the control
parameters obtained through this optimization approach can be applied in future ground-based
experiments for the production of suitable substrates for advancements in electronic, optoelec-
tronic, and energy conversion device technologies.

6.2 Future work

In this thesis, we aimed to gain a fundamental understanding of the transport phenomena and
growth mechanism of InGaSb crystals grown on the International Space Station and under
normal gravity conditions, using numerical simulations as precise as possible. However, a
number of unresolved issues remain:

• The current numerical research primarily focuses on a 2D axisymmetric model to study
axial crystal growth and reduce computational costs. However, the growth in the radial
direction is also crucial, and its mechanism has not been investigated, leaving it un-
clear. Therefore, despite the significant computational expense, future research should
incorporate three-dimensional numerical simulations to address this aspect.
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• Although CFD is a reliable tool, inaccuracies can still happen, therefore explore further
tools that are more representative of the physical system and governing equations, such as
Physics Informed Neural Networks (PINNs).

• To save computation time, certain physical property changes were neglected in this thesis,
including density variations that can lead to volume reduction and bubble generation. It
is advisable to consider these small changes as they can have important implications for
the crystal growth process.

• As an initial condition, we assumed that GaSb feed started to dissolve in the molten
InSb immediately after the complete dissolution of InSb component. However, in actual
experiments, once the feed interface reaches the melting point of InSb, the melting process
of InSb begins and the feed starts to dissolve in the molten material. Therefore, future
simulations should take the initial condition into more careful consideration to better
reflect the experimental conditions.

• Consider other techniques to damp convective flows and effectively control melt flow, such
as steady/non-steady magnetic fields (RMF, AMF, CMF..).

• The thesis primarily focused on establishing fundamental understandings rather than
discussing applications and potential utilization in future industries. It is important
to address optimization strategies for future InGaSb crystal manufacturing on Earth,
considering practical implications and industrial-scale production. These aspects should
be explored in future investigations.

Addressing these remaining issues is crucial for further advancement and comprehensive ex-
ploration of InGaSb crystal growth, allowing for a deeper understanding of the process and
facilitating practical applications in various industries.
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Appendix

Bayesian optimization example code:
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Candidate sampling evolution and corresponding error in the Bayesian optimization procedure.
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