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Abstract

High/medium entropy alloys (H/MEAs) as new proposed materials have attracted

extensive attention because of their outstanding properties, such as high strength, high

tensile ductility and good corrosion. In particular, their excellent radiation resistance

makes them possible to be applied to the development of the next-generation nuclear

energy and contributes to the development of sustainable energy sources. However,

the mechanism of radiation resistance and defect behavior of H/MEAs have not been

fully understood at the atomic scale. In order to better understand the properties of

H/MEAs and facilitate the development of high-performance H/MEAs. In this work,

we have used a variety of atomic simulation methods, including density function theory

(DFT), molecular dynamic (MD) and Monte Carlo (MC) to systematically study the

surface radiation resistance and internal defects evolution of CoNiCrFeMn HEA. We

have also further studied the chemical ordering effect on the radiation resistance of

CoNiCrFeMn HEA, as well as the chemical ordering structures in CrCoNi MEA and

its effect on defect diffusion behavior.

Surface radiation results show that compared to pure Ni, CoNiCrFeMn HEA has less

defects during a single primary knock-on atom (PKA) process, and the average depth of

defects distribution is shallower. For the consecutive radiation bombardments, CoNiCr-

FeMn HEA also exhibits much higher surface radiation resistance. Even under extreme

irradiation flux, the number of defects in CoNiCrFeMn HEA is much less and stable

and suggesting good surface radiation resistance, while in the pure Ni, the formation

of dislocation will lead to a boost of defects. As for the internal radiation results, com-

pared to pure Ni, less defects and dislocations are produced in the CoNiCrFeMn HEA,

and interstitial cluster have much smaller mean free path (MFP) and exhibit a 3-D

motion during migration. The 3-D motion of interstitial cluster in HEA will increase

the opportunity of recombination of interstitial and vacancy, which may explain the

mechanism of good radiation resistance in HEAs.



We further studied the chemical ordering of CoNiCrFeMn HEA and its effect on

radiation resistance. The hybrid MD – MC annealing simulation results show that an

initial stage Cr-rich region will form in CoNiCrFeMn HEA at a lower temperature of

600 K; whereas, annealing at a higher temperature of 1100 K will form a chemical short-

range order (CSRO). MD radiation damage simulation shows that the Cr-rich region

accelerates the aggregation and evolution of defects, facilitating more dislocation forma-

tion. On the other hand, the CSRO effectively delays the growth of defect number and

tends to reduce the dislocation density and defect diffusion, suggesting enhanced radi-

ation resistance. However, the CSRO structure will be destroyed by radiation damage,

thus the enhanced radiation resistance will disappear in due time. Therefore, we pro-

pose a CSRO radiation damage – diffusion healing competition model, which can help

us to better understand and design radiation resistance HEAs with CSRO enhanced

effect.

Finally, chemical ordering structure and its effect on interstitial and vacancy diffu-

sion are studied in CrCoNi MEA. A machine learning neural network potential (NNP)

based on the DFT training dataset is used to accurately describe interatomic interac-

tions in CrCoNi MEA. After annealing at 673 K, long-range chemical ordering struc-

tures will form in CrCoNi MEA. Interstitial and vacancy diffusion results show that the

formation of chemical ordering structures could reduce diffusion trajectories and mean

squared displacement (MSD), which will lead to the sluggish diffusion phenomenon. A

mesh region division method was used to investigate the correlation between intersti-

tial or vacancy diffusion region and the distribution of chemical ordering structures.

Our results show that chemical ordering structures could limit interstitial and vacancy

diffusion region, and lead to the sluggish diffusion phenomenon.
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Chapter 1

Introduction to high/medium
entropy alloys and atomic
simulation
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1.1 High/medium entropy alloys

The widespread use of metallic materials has greatly contributed to the progress

of human society and the history of human is also the history of the development of

metal materials. In the past, metal materials were often used with only one principal

element, and were named after it. For example, iron was the principal element in

steel, magnesium was the principal element in magnesium alloys, and titanium was

the principal element in titanium alloys. This limitation leads to a bottleneck in the

development of metal materials. With the development of technology, people continue

to explore and break through the range of chemical composition of alloys, looking for

new metal materials with better properties. Recently, a new type of amorphous alloy

known as high/medium entropy alloys (H/MEAs) has been rapidly developed and has

gained widely attention due to the excellent properties.

In 2004, Cantor et al. prepared the first equimolar CrMnFeCoNi alloy, the well-

known Cantor alloy [1]. In the same year, Yeh et al. published the results of multi-

component alloys and introduced the concept of high-entropy alloys (HEAs) for the

first time [2]. Since then, HEAs have received widespread attention from the mate-

rials community and entered a phase of rapid development, while also giving rise to

concepts such as medium entropy alloys (MEAs) [3–6]. H/MEAs often tend to have

a simple FCC or BCC structure without forming intermetallic compounds or other

complex structures. The unique crystalline structure allows H/MEAs to exhibit many

excellent properties such as high strength, high temperature toughness, thermal stabil-

ity, corrosion resistance and oxidation resistance [7–12]. Therefore, H/MEAs are not

only valuable in theoretical research, but also have great potential for application in

industrial production. Currently, H/MEAs are used as functional and structural mate-

rials in aircraft engines, ship structures, cutting tools and other applications [3,13]. In

particular, their excellent irradiation resistance is expected to meet the development of

next-generation nuclear reactors and has become a popular research topic in the field
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of nuclear structural materials [14–17].

The definition of HEAs originates from the name “high entropy”. As we all known,

entropy is a physical quantity that indicates the degree of disorder in a system and

its magnitude can affect the thermodynamics stability of the system. The change

in entropy in an alloy system is dominated by the configurational entropy. Therefore,

according to the statistic mechanics and Boltzmann’s hypothesis, the disorder degree of

a system is related to the value of configurational entropy ∆Sconf as following equation:

∆Sconf = −R
n∑

i=1

(xilnxi) (1.1)

where R is the molar gas constant, n is the number of principal elements of HEAs and

xi is the molar fraction of the principal element i. When the molar fraction of the

principal elements are equal, the Eq. 1.1 can be translated into ∆Sconf = Rlnn, and

the configurational entropy of an equiatomic HEA with five elements is calculated as

1.6R. As shown in Fig. 1.1, based on the above definitions, alloys can be defined

as high entropy alloys, medium entropy alloys, and lower entropy alloys, according

to the calculation of the configurational entropy [18, 19]. HEAs differ significantly

from conventional alloys in terms of thermodynamics, kinetics as well as properties and

organisation. These differences are generally considered to be related to the following

four core effects of HEAs: (1) high entropy effect in thermodynamics, (2) cocktail effect

on property, (3) sluggish diffusion effect in dynamics, and (4) severe lattice distortion

effect on structure [20].
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Figure 1.1: Relationship between the configurational entropy and the number of
principal elements.

1.2 Effects of high entropy alloys

1.2.1 High entropy effect

The most important effect of HEAs is the high entropy effect. According to pre-

vious definition, the entropy of traditional alloys is generally below 1R, while HEAs

is larger than 1.6R. HEAs tend to form fcc, bcc or hcp solid solutions with simple

phase structures, which indicates that the high entropy will affect the phase formation

pattern. The maximum number of phases in an alloy can be calculated as following

equation:

P = C + 1− F (1.2)
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where P is the maximum number of phases, C is the number of principal elements,

and F is the thermodynamic degree of freedom. As shown in Fig. 1.2, generally, the

higher the number of principal elements will lead to the higher the number of phases.

However, in fact, the number of phases formed in HEAs is much lower than the cal-

culation results [4]. Simple single-phase tend to form in HEAs, rather than multiple

complex phases. This is because the higher mixing entropy leads to greater compati-

bility between the principal elements, thus avoiding the formation of solid solutions or

intermetallic compounds due to phase separation.

Figure 1.2: Relationship between the number of phases and the number of principal
elements.

In addition, according to the equation of Gibbs free energy of systems:

∆Gmix = ∆Hmix − T∆Smix (1.3)

where ∆Gmix is the Gibbs free energy, ∆Hmix is the mixing enthalpy, T is the absolute
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temperature, and ∆Smix is the mining entropy. The high configurational entropy in

HEAs will reduce the Gibbs free energy and form a more stable phase structure. This

has been confirmed in some experimental works, for example, the phase structure of the

NbMoTaW and VNbMoTaW HEAs can remain unchanged after prolonged annealing

at high temperature, indicating the ultra-high phase stability of HEAs [21], and the

NbMoTaW HEA shows better stability than the refractory metal pure tungsten after

being held at 1100◦C for 3 days [22].

1.2.2 Severe lattice distortion effect

HEAs contain multiply principal elements in equal molar fraction, and it is generally

believed that each element randomly occupies a crystal lattice position with equal

probability [3, 23]. Therefore, HEAs can not distinguish solute and solvent atoms

like traditional alloys. Moreover, there are differences in the atomic radius, crystal

structure and electronegatively of each principal element, which results in the severe

lattice distortion in HEAs. The lattice distortion in the structure can be expressed as

the mean square deviation of the atomic radius difference in HEAs:

δ =

√√√√ n∑
i=1

ci

(
1− ri∑

cjrj

)2

(1.4)

where ci,j is the molar fraction of element i and j, ri,j is the radius of element i and j,

and n is the number of principal elements. When the lattice distortion δ is less than

6.6%, the alloy tends to form disordered solid solution structures, while when δ is large

than 6.6%, the alloy tends to form complex structures such as intermetallic compounds.

In other words, in order to reduce lattice distortion energy and maintain a balance of

local atomic stress, it is necessary to adjust the relative position of lattice atoms, which

leads to lattice distortion, as illustrated in Fig. 1.3.

In fact, this solid solution, which contains various atoms with difference size, in-
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Figure 1.3: Schematic illustration of lattice distortion in HEAs.

evitably leads to lattice distortion effect. This effect has a significant impact on the

mechanics, optic and thermodynamics of HEAs. For example, addition of a strong

binding Al element to FeCoNi-based HEAs will promote the formation of the BCC

phase, which will affect the resistivity [24]. In addition, the increase in lattice distor-

tion energy and the adjustment of atomic positions can also reduce the stacking fault

energy of HEAs [25]. Currently, there are many studies and views on lattice distortion

effects in HEAs, and subsequent theoretical derivations and explanations are needed.

1.2.3 Cocktail effect

The multiple principal elements of HEAs have different characteristics and the in-

teraction between different elements makes HEAs to exhibit a compound effect, i.e.

the cocktail effect [3]. Therefore, the microstructure and properties of HEAs composed

of elements with different properties are also different. The desired properties can be

achieved by adjusting the principal elements and their properties of HEAs. For example,
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if high tensile strength is required and no special requirements for hardness, elements

with FCC structure can be considered when designing HEAs. If the material needs to

be used in aerospace application, lightweight elements are considered as an alternative.

If material is to be used in high temperature resistance environments, then refractory

elements will be the first choice. It is important to notice that the properties of HEAs

are not simply the sum of the individual principal elements, as the overall performances

of HEAs depend not only on the properties of the individual principal elements, but

also on the interaction between them. Therefore, the complex interactions between the

principal elements have to be considered in the design of HEAs.

1.2.4 Sluggish diffusion effect

The severe lattice distortion and interactions between different principal elements

in HEAs can seriously affect the diffusion between atoms. The diffusion of atoms in

HEAs take place mainly through vacancy mechanisms [18]. During diffusion, each

vacancy is surrounded by other kinds of atoms. The potential energy of the different

lattice positions varies considerably, resulting in a high diffusion barrier as well as slow

diffusivity. As shown in Fig. 1.4, if the potential energy will increase after vacancy

migration, it indicates that the diffusion barrier is high and vacancy is difficult to move;

If the potential energy will decrease after vacancy migration, the diffusion is hard to

continue because of the trapping effect. A large number of lattice positions with different

potential energies hinder atomic diffusion or act as traps for atomic diffusion. These

lead to the sluggish diffusion effect in HEAs [18,26].

Tsai et al. first investigated the diffusivity of different atoms in CoCrFeMnNi HEA

by diffusion experiments. Their results indicated that the magnitude of the diffusivity

were Mn > Cr > Fe > Co > Ni, and concluded that the diffusivity of atoms were

related to the number of elements in the system [26]. The more the number of elements

contained in the system, the slower the diffusion. However, Dabrowa et al. pointed out
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Figure 1.4: Schematic illustration of vacancy diffusion in HEAs.

that the sluggish diffusion phenomenon in HEAs is not directly related to the number

of principal elements, but related to the specific element or structure. For example,

a HEA contains Mn element may have a lower diffusivity, but in a HEA without Mn

element the atomic diffusivity is still faster [27]. In addition, Vaidya et al. reported

that atomic diffusion in CoCrFeNi and CoCrFeMnNi HEAs is not inevitably sluggish

and can be even enhanced at a given absolute temperature [28]. All the results suggest

that the sluggish diffusion effect in HEAs still needs further study.

1.3 Atomistic simulation methods

With the increasing demand for materials properties, the scale of research objects

in materials science is constantly decreasing, and studying only micro scale structures

can not reveal the essence of materials properties. Nano-structures, even atomistic-

structures, has become the main content of materials research. Therefore, material

research is increasingly relying on high-end testing techniques, the difficulty and cost

of research are also increasing. Relying solely on experiments for material research

is no longer sufficient to meet the research and development requirements of modern

new materials. However, computer simulation technology can conduct multi-level re-

search on materials from different scales based on relevant basic theories, and can also
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simulate the service performance of materials in extreme environments such as ultra-

high temperature and pressure, thereby achieving improvement and design of material

properties. In this dissertation, the atomistic simulation methods used including the

following three types: (1) first-principles calculations, (2) molecular dynamics simula-

tions, and (3) Monte Carlo methods. In addition, (4) neural network potential was

introduced, which can be used to more accurately describe interatomic interactions.

1.3.1 First-principles calculations

First-principles calculations, commonly referred to as first-principle calculation based

on density function theory, also known as ab initio calculations, are a set of calculation

methods used in materials science, chemistry, and physics to study material properties

at the atomic and molecular level. The term ”first-principles” means that these cal-

culations are based on fundamental physical principles, such as the laws of quantum

mechanics, and do not rely on any empirical or experimental data. The basic idea

behind first-principles calculations is to use quantum mechanical equations to describe

the behavior of electrons and nuclei in materials. By solving these equations, it is

possible to calculate the properties of the materials, such as electronic structure, ther-

modynamic properties, and chemical reactivity. First-principles calculations are used

to study a wide range of materials, from simple elements and small molecules to com-

plex materials such as metals, semiconductors, and polymers. Before synthesizing or

manufacturing new materials, they are particularly useful in predicting the properties

of new materials, enabling researchers to design materials with specific properties for

specific applications.

Density function theory (DFT), the core of first-principles calculations was proposed

and proved by Kohn and Hohenberg in 1964 [29]. The theory mainly includes two

points: 1, the ground state energy obtained from the Schrödinger equation is a unique

function of electron density, that is, the ground state energy E can be expressed as
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E[n(r)], where n(r) is the electron density. 2, the electron density of the ground state

determines all properties of the ground state, the Schrödinger equation can be solved

by finding the electron density function with three spatial variables, instead of solving

the wave function with multiple spatial variables. In 1965, Kohn and Sham proposed

the Kohn-Sham equation [30]:

{
−1

2
∇2 + υ (r) +

∫
n (r′)

|r − r′|
dr + µXc [n (r)]

}
ψi (r) = εiψi (r) (1.5)

n (r) =
N∑
i=1

|ψi (r)|2 (1.6)

where the first term in Eq. 1.5 is the kinetic energy of the electron, the second term

is the interaction energy between the electron and all atomic nuclei, the third term is

the Hatree potential energy, which represents the interaction energy between a single

electron and the total electron density generated by all electrons, and the forth term

is the exchange-correlation potential, this part is unknown and there is no definite

expression.

After more than half a century of development, first-principles calculations method

has been continuously improved with the effort of many researchers. Especially with

the rapid development of new algorithms and the improvement of computing power,

first-principles calculations is gradually becoming an important method for studying

the evolution of materials with temperature and time.

1.3.2 Molecular dynamics simulations

Molecular dynamics (MD) simulations are the use of computer methods to represent

statistic mechanics as an adjunct to experiments [31]. MD simulations are used to study

the equilibrium and mechanical properties of complex systems that cannot be solved

analytical method, and to build a bridge between theory and experiment. It occupies
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an important position in the interdisciplinary fields of mathematics, biology, chemistry,

physics, material science, and computer science. MD methods first require to establish

equations of motion for a group of molecular in a system, and the fundamental process

associated with the microscopic quantities of the system are studied by solving the

equations of motion for all the particles and molecules. The rigorous solution of this

multi body problem requires establishing and solving the Schrödinger equation of the

system. According to the Born-Oppenheimer approximation, the motion of electrons

is treated separately from the motion of nuclei. The motion of electrons is treated

using quantum mechanics methods, while the motion of atomic nuclei is treated using

classical dynamics methods. In this case the motion of nuclei and particles satisfies

classical mechanical laws, described by Newton’s laws, which is a good approximation

for most materials.

In short, MD method deals with the motion of particles following Newton’s equa-

tions:

Fi (t) = miai (t) (1.7)

where Fi (t) is the force exerted on the particle i at time t, mi is the mass of particle

i, and ai (t) is the acceleration of the particle i at time t. The force Fi (t) can be

calculated using the first derivative of the potential energy over the coordinate ri, that

is Fi (t) = − ∂U
∂ri

, where U is the potential energy function. Therefore, for a system

containing N particles, each particle has the following relationship:


mi

∂vi

∂t
= F = − ∂U

∂ri
+ · · ·

ṙ (t) = v (t)

(1.8)

where v is the velocity vector, mi is the mass of particle. Therefore, to solve this equa-

tion set, it is necessary to give the initial coordinates and velocities of each particle in

the system. The flow of MD simulation is shown in Fig. 1.5, the input information
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includes potential functions for the interaction between atoms or particles. If the prop-

erties of thermodynamic equilibrium states are to be considered, other conditions such

as temperature and pressure need to be input. Then, under the input information, the

motion equation of the system particles is solved. If the atomic coordinates obtained

at each moment are statistically calculated, relevant thermodynamics information of

the system can be obtained. If the atomic velocities at each moment are statistically

calculated, the dynamic properties of atoms can be obtained.

Figure 1.5: Working principle diagram of molecular dynamics

1.3.3 Monte Carlo method

Monte Carlo (MC) method is based on simple theoretical criteria, such as simple

interaction between substances and the environments, using repeated random sampling

to solve complex system problems [32]. This method uses a random sampling technique

to simulate the probability and statistical problems of objects. By designing appropriate

probability models, this method can also solve deterministic problems, such as definite

integrals. With the rapid development of computers, MC methods have been applied in

physics, chemistry, materials, biology, sociology, and economics. The basic idea of MC

method is to establish an appropriate probability model or random process in order

to solve a problem, so that its parameters, such as the probability of events, and the
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mathematical expectation of random variables, are equal to the solution of problem.

Then a random sample of the model or process is tested several times, and the results

are statistically analyzed. Finally, the required parameters are calculated to obtain an

approximate solution to the problem.

In the application of material science, the MC method can simulate the state of

atoms and molecules that constitute the fundamental particles of materials through ran-

dom sampling, eliminating the complex calculation of quantum mechanics and molec-

ular dynamics, which allows to simulate large systems. Combined with the methods

of statistic physics, MC can establish the relationship between the states of elemen-

tary particles and the macroscopic properties of materials, and is an important tool for

studying the nature of material properties and factors that influence them. In addition,

if the MC method is used to simulate the state change of multi-particle system, and

the energy of the new and old system is not used to determine the trade-off between

the new and old states, but rather is judged based on the barrier, the dynamic process

of the system can be simulated. This method is called kinetic Monte Carlo (kMC).

The main characteristics of kMC method are the introduction of the concept of time

and only consider a few basic reactions. Compared to MD simulation, this method has

larger simulation system and longer simulation time scale.

1.3.4 Neural network potential

The quality of the simulation results and the accuracy of the prediction of mate-

rial properties depends crucially on the reliability of the interactions described between

atoms. The DFT calculation provides an accurate description of interatomic inter-

actions in terms of electronic structure. However, its high computational cost limits

the model to a few hundred atoms. The MD and MC simulations can be applied to

large scale models to investigate material properties, but the accuracy of the potential

describing interatomic interactions is an important issue. With the development of
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machine learning, attempts have been made to construct new potentials to describe the

interatomic interactions more accurately. The artificial neural networks have become

a promising approach to constructing new potential. The neural network potential

(NNP) is developed by DFT training database [33]. Its accuracy is comparable to that

of DFT calculations, while it can also be performed with faster efficiency in large scale

models. In this dissertation, we construct a NNP potential based on the DFT calcu-

lation results through machine learning, which allows the discovery of new chemical

ordering structures in CrCoNi MEA, and investigate their effect on the properties of

materials [34].

1.4 Key issues and structure of this dissertation

With the increasing demand of energy, it is urgent to develop new types of en-

ergy. Traditional energy sources such as oil, coal, and natural gas have limited storage,

while renewable energy sources such as hydropower, solar power, and wind energy are

constrained by geographical and environmental conditions, making them difficult to

become new energy alternatives. Nuclear energy, as a clean, economical, and reliable

energy source, has great potential for development in the future. The development of

nuclear energy technology also puts forward higher requirements for nuclear structural

materials. The new generation of nuclear structural materials needs to be able to work

stably under extreme conditions, such as high radiation, high load, and high tempera-

ture for a long time. With continuous deepening of research on the properties of HEAs,

a lot of works has shown that the lattice distortion and sluggish diffusion effects of

HEAs can limit the migration of radiation defects. In addition, due to the present of

high atomic level stresses, HEAs have a self repairing mechanism. Therefore, HEAs

have excellent radiation resistance and are expected to become the next generation of

nuclear structural materials.
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However, up to now, the mechanism of radiation resistance of HEAs has not been

fully understand, especially the movement mechanism of defects after radiation damage

still needs further study. In addition, conduction radiation experiments in the reactor

has certain risk and high costs, while studying the radiation resistance of HEAs through

simulation methods has more advantages. Based on the above background, this paper

simulated the radiation resistance and dynamics behavior of internal defects of HEAs.

The main content includes the following parts:

In Chapter 2, the surface radiation resistance of CoNiCrFeMn HEA was studied,

and the internal defects (including interstitial, vacancy and dislocation) evolution and

migration behavior after radiation damage was investigated. The radiation resistance

of CoNiCrFeMn HEA and pure Ni was discussed.

In Chapter 3, the chemical ordering effect on the radiation resistance of CoNiCr-

FeMn HEA was considered. By using the hybrid MD-MC simulation, chemical short

range order was identified in HEAs and its effect on the radiation damage and in-

terstitial diffusion behavior were investigated. A radiation damage - diffusion healing

competition model of chemical ordering was established to better control the chemical

ordering enhanced radiation resistance effect in HEAs.

In Chapter 4, chemical domain structure was investigated in CrCoNi MEA, and its

effect on interstitial diffusion behavior was discussed. In addition, sluggish diffusion

phenomenon has been confirmed by simulation in CrCoNi MEA, and the relationship

between chemical domain structure and sluggish diffusion effect was investigated.

In Chapter 5, the main results of this dissertation were summarized, and the

prospects and problems of the application of H/MEAs in nuclear structure materials

and other broader fields were discussed.
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Chapter 2

Surface radiation damage and
internal defects evolution in
CoNiCrFeMn high entropy alloy
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2.1 Introduction

With the development of next generation nuclear energy, the working environment

of nuclear structural materials becomes severe. It is urgent to develop new structural

materials with better radiation resistance performance [35, 36]. Among many candi-

dates, HEAs is one of the most promising material because of the excellent properties,

the complexity of compositions in HEAs might enhance irradiation tolerance under

server irradiation environments [14, 37–41]. In contrast to traditional alloys, which

contain only one or two principal elements, an HEA contains five or more principal ele-

ments; the properties of HEA can also be greatly improved by adjusting the types and

proportions of elements [42–46]. HEAs represent a fundamentally new alloy design

concept with a broad variety of potential applications. Many research results showed

that HEAs had excellent mechanical properties, good ductility at low temperatures as

well as high strength at high temperatures, and excellent corrosion and wear resistance,

which also are helpful for the application as nuclear structural material [2, 8, 9, 47].

Recently, researchers have actively explored HEA performance in radiation damage,

with several results indicating that HEAs show better radiation resistance than tra-

ditional alloys. For instance, a tungsten-based HEA was developed and showed no

sign of induced dislocation loops after irradiation experiments. Furthermore, nanoin-

dentation results of radiation-damaged materials also showed only a slight increase in

hardness [48]. Some irradiation simulation analyses demonstrated that this sluggish

diffusion effect is a key factor in HEAs’ radiation resistance [17, 26, 40, 49, 50], while

there also remained some disputes about this effect in HEAs [51, 52]. Hyeon-Seok

et al. also investigated the generation and evolution of point defects in HEA, their

results indicated that defect clusters appearing in the HEA were unstable owing to

alloy complexity, and the lattice distortion of HEA could result in a relatively limited

collision space and a high recombination rate of defects [16]. Chen et al. investigated

the diffusion and formation of helium bubbles to valid whether HEA had an excellent
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helium irradiation resistance performance under helium implantation [53]. Chen et

al. studied the structure and phase stability of HEA under irradiation and explored

the microstructure and chemical composition dependence of irradiation tolerances [54].

Although researchers have done significant work on the irradiation resistance behavior

and other properties of HEAs, however, there are still many issues to be solved. For

example, the surface radiation resistance of HEAs, the radiation damage defects evo-

lution during continuous bombardments, and migration of defects in HEAs had not

been systematically studied, especially the dynamic behavior of interstitial clusters and

vacancy defects were rarely paid attention.

A variety of high-energy particles will be produced in the nuclear reactor during op-

eration. The primary issue for the structural materials is direct exposure to high-energy

particle bombardment [55]. The surface irradiation resistance of structural materials

is therefore very important. In addition, under high temperature and high energy ir-

radiation working environment, a large number of interstitial and vacancy defects are

also generated inside the materials [56]. The migration of interstitial clusters decreased

the possibility of trapping vacancy defects and annihilation, and the aggregation of va-

cancies could lead to the collapse of vacancies to form dislocation loops, which reduced

the stability of structures and shortened the life of materials [50, 57]. Mohammad et

al. studied the effect of chemical alternation on the irradiation resistance. The results

showed that increasing the complexity of alloy led to the decrease of defect mobility [58].

Lu et al. indicated that controlling the defects mobility and migration pathways could

enhance irradiation tolerance, and the complexity of high entropy alloys allowed it to

be a promising anti-irradiation material [40]. Zhao et al. pointed out that the growth

of vacancy clusters could be suppressed by controlling cluster migration pathways and

diffusion kinetics [59]. Levo et al. showed that increasing complexity of alloys did not

always decrease the accumulation of damage. The evolution of defects and transforma-

tion of dislocation might be the key factor [50]. Therefore, controlling the formation
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and migration of defects was the key to improve the irradiation tolerance of materials.

CoNiCrFeMn HEA has been reported to process good properties such as high

strength at high temperature, excellent corrosion and wear resistance. It has attracted

extensive attention in nuclear energy due to the outstanding irradiation resistance,

partially owing to the sluggish diffusion. In this chapter, we will focus on the surface

bombardment resistance of CoNiCrFeMn HEA at extreme irradiation flux [60]. In ad-

dition, since and the irradiation damage inside the CoNiCrFeMn HEA is still unclear

and the dynamic behavior of interstitial clusters and vacancy defects in CoNiCrFeMn

HEA under severe working conditions has not been given much attention, this chapter

will also investigate the accumulation and evolution of defects in CoNiCrFeMn HEA

during high energy continuous bombardments at high temperature, and compares it

with pure Ni. Finally the migration energies of interstitial and vacancy in CoNiCrFeMn

HEA are calculated, and the mean free path of interstitial cluster and the migration

behavior of vacancy defects are discussed [49].

2.2 Simulation method and model details

2.2.1 Surface radiation simulation

For the surface radiation simulation, the two models, pure Ni and CoNiCrFeMn

HEA are shown in Fig. 2.1. The number of Ni atoms in the model is 17,280. In

CoNiCrFeMn HEA model, five types of atoms are equally proportional and randomly

distributed, with a total number of the atoms of 17,280. The dimensions of both

models are the same, 4.23, 4.23, and 10.56 nm along x, y, and z directions, respectively.

The Ni atom is chosen as the incident atom as it is a component of both the Ni and

CoNiCrFeMn HEA. Two layers of atoms at the bottom of the sample box in two models

are fixed to avoid the motion caused by the momentum from the incident Ni atoms. In

order to prevent the atoms from bombarding the same surface position, the incident Ni
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atoms are generated with random orientation and position in a 0.2 nm thick vacuum

layer, which is 2 nm away from the top surfaces of models, and then bombarded into

the models.

Figure 2.1: Surface radiation simulation models of pure Ni and CoNiCrFeMn HEA.

The second nearest-neighbor modified embedded-atom method (2NN MEAN) po-

tential is used to describe the interatomic interaction in CoNiCrFeMn HEA as well

as pure Ni [61]. In order to correctly describe the short-range interatomic interaction

in the cascade for high-energy atomic collisions, the d-parameter of Co and Mn are

adjusted from 0 to 0.03 and 0.02, respectively. Do et al. had shown that the variation

of the d-parameter is sufficient for the short-range repulsion during atomic collisions

and has little effect on the physical properties in each unary system [16]. All the MD

simulations are conducted by large-scale atomic/molecular massively parallel simulator

(LAMMPS) code [62]. Prior to the radiation bombardment simulations, the simulation

systems are annealed with the NPT ensemble. The timestep is 0.001 ps, the anneal-

ing process is as follows: First, the simulation system is relaxed at 300 K for 100 ps,
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then, the temperature is heated to 1200 K at 3.4 K/ps and hold for 1000 ps to reach

equilibrium, finally, the temperature is cooled to 300 K at 3.4 K/ps. The radiation

bombardment simulation is conducted with the NVE ensemble, which uses a adaptive

timestep such that each atom moves no more than 0.002 nm per step. The radiation

bombardment energy is 3000 eV as it is high enough to cause a large number of defects

and will not penetrate the models, and temperature of system 700 K is chosen to simu-

late the serious high temperature working conditions. Berendsen thermostat is applied

to the atoms with a thickness of 0.5 nm on each side of the model to avoid excessive

thermal energy in the model during the radiation bombardment process [63]. OVITO

visualization tool is used to analyze trajectories of all the atoms, and Wigner-Seitz

(WS) method and common neighbor analysis (CNA) method are used to identify and

count the number of defect atoms [64–66].

2.2.2 Internal radiation and defects evolution simulations

For the internal radiation simulation, the pure Ni and CoNiCrFeMn HEA models are

also shown in Fig. 2.2. In the Ni model, the number of Ni atoms is 32,000. In the HEA

model, five types of atoms in CoNiCrFeMn HEA are equally proportional and randomly

distributed with the total number of 32,000 atoms. The two models both had a size

of 7.06 nm in x, y, and z directions, respectively. Periodic boundary conditions were

applied along x, y and z directions. Since short-range order (SRO) of HEA is critical

to the physical properties of HEAs, therefore, we calculate the SRO parameters for all

possible nearest neighbor bonds to check the randomness of five different elements [67].

Details of SRO parameter calculation results are presented in the Tab. 2.1. The closer

the SRO parameter is to 0, the more randomly distribution the atoms. The results

show that five types of atoms in the CoNiCrFeMn could be regarded as a random

distribution. In the next chapter, we will focus on the SRO effect on the radiation

resistance of HEA. In order to simulate a homogeneous irradiation effect and random
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bombardments, the simulation cell was randomly shifted after each cascade collision,

and then the irradiation atom was selected in the center of the simulation cell with an

energy of 3000 eV, single PKA (Primary Knock-on Atom) process had been taken to

confirm that the box was big enough for the energy of 3000 eV. The temperature at

700 K was adopted to mimic the severe working environment [68].

Figure 2.2: Internal radiation simulation models of pure Ni and CoNiCrFeMn HEA.

Table 2.1: Short-range order parameter of different element pairs
Element Co Ni Cr Fe Mn

Co -0.0114 -0.0029 0.0061 0.0067 0.0006
Ni -0.0135 -0.0024 0.0043 0.0141
Cr 0.0095 -0.0034 -0.0075
Fe -0.0072 0.0006
Mn -0.0070

The same 2NN MEAM potential is used to describe the interatomic interactions

among Co, Ni, Cr, Ni and Mn atoms. Before the internal cascade collisions simulation,

the models are annealed under NPT ensemble with a time step of 0.001 ps. The

annealing process is the same as in the previous surface radiation simulation. Also,

Berendsen thermostat was applied to control the irradiation temperature T = 700 K

of the 0.5 nm thick layers at all sides of the matrix to avoid excessive temperature.

In addition, the intervals between two adjacent cascade events was 50 ps to make the

temperature of system cool down to about 700 K and ensure defect clusters migration
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have all finished. For point defects analysis, we still use the WS and CNA methods

to calculate the sum of defects, the dislocation extraction algorithm (DXA) method is

applied to analyze the dislocation distribution in the models [69].

2.3 Results and discussion

2.3.1 Surface radiation resistance in a single bombardment

During the PKA process, there are a series of events, such as cascade collision,

the formation and relaxation of displacement spike, and the cooling of system to the

ambient temperature. The point defects were produced and reached the peak due to the

bombardment. Then the recombination of interstitial and vacancy occurred, and only

a small part of point defects remained. To analyze point defects, the WS was applied

to calculate the number of interstitial and vacancy. The relaxed Ni and CoNiCrFeMn

matrix were taken as the reference structures for WS analysis. Fig.2.3 showed the

generation and evolution of defects in the two models during one typical PKA process,

which lasted for about 10 ps. In the beginning of PKA, the number of defects in Ni and

the CoNiCrFeMn HEA both increased rapidly due to the cascade collision, and reached

a peak at around t = 0.3 ps. Then the kinetic energy and potential energy generated

through cascade collision were randomly dissipated and converted into heat energy.

The displacement collision, the movement and annihilation of defects all occurred at

0.3 - 3 ps. Furthermore, the number of defects gradually decreased, and the system

cooled down to the ambient temperature. Finally, most of the defects caused by cascade

collision were restored, and a small part of the defects remained inside the matrixes. The

fraction for the defects that remained in the Ni matrix and CoNiCrFeMn HEA to the

defects in peak were 24.8 % and 18.6 %, respectively. Multiple PKA simulations were

carried out to obtain the statistics value of defects. The average interstitial and vacancy

defects remained in the CoNiCrFeMn HEA were 11 ± 3 and 13 ± 3, respectively. The
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unequal number of the interstitial and vacancies was attributed to the fast migration

of interstitial to the surface. The average interstitial and vacancy defects remained in

Ni were 21 ± 4 and 26 ± 5, respectively, which were substantially larger than those in

the HEA.

Figure 2.3: The number of defects in Ni and CoNiCrFeMn HEA during PKA process.

The distribution of kinetic energies of atoms in the Ni and CoNiCrFeMn HEA and

the number of defects with the depth are shown in Fig. 2.4. When the displacement

spike formed at t = 0.3 ps, the depth of cascade collision in Ni almost reached the

bottom, as shown as Fig. 2.4 (a). The distribution of defects versus the depth at

t = 0.3 ps in Ni was shown in Fig. 2.4 (b). Most defects remained in the deeper

part of the Ni. However, in the CoNiCrFeMn HEA, as shown as Fig. 2.4 (c), (d).

Because of the effect of sluggish diffusion, the cascade collision was suppressed, and

the cascade collision occurred mainly in the middle part of the matrix. Even at the

displacement spike time t = 0.3 ps, radiation damage was still in the shallow part of

CoNiCrFeMn HEA. Therefore, CoNiCrFeMn HEA could effectively reduce the number
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of defects produced during the surface high-energy particles bombardment and can also

suppress the radiation damage areas in shallower regions of models. We can conclude

that CoNiCrFeMn HEA had much higher surface irradiation resistance to the energetic

particle bombardment than Ni.

Figure 2.4: Kinetic energy distribution of atoms in (a) Ni and (c) CoNiCrFeMn HEA
at t = 0.3 ps, 3 ps and 10 ps, respectively. The distribution of defects in (b) Ni and (d)
CoNiCrFeMn HEA at t = 0.3 ps, when the displacement spike occurred.

2.3.2 The irradiation flux effect in surface bombardment

In this section, we will focus on the continuous radiation bombardments in Ni and

CoNiCrFeMn HEA to evaluate the radiation resistance of two materials. As discussed

in last section, t = 0.3, 3 and 10 ps are the crucial time for the evolution of defects

in PKA process. Therefore, when the models are subjected to continuous radiation

bombardments, time interval of ∆t = 0.3, 3 and 10 ps are chosen, which correspond

to the irradiation flux of 1.68 × 1029 n/(m2s), 1.68 × 1028 n/(m2s), and 5.59 × 1027
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n/(m2s), respectively. 300 continuous radiation bombardments are carried out.

When the irradiation flux is 5.59 × 1027 n/(m2s), the number of point defects caused

by radiation bombardments is shown in Fig. 2.5 (a). For pure Ni, the defects gradu-

ally increased during the irradiation process, finally reaching 631 defects. FurtherMore,

a sharp increase in the number of defects was observed after 90 continuous bombard-

ments. The number of defects in CoNiCrFeMn HEA shows a different trend. The

defects increased slowly and finally remained relatively stable. After 300 continuous

bombardments, the number of defects was only about 210. These results show that

CoNiCrFeMn HEA has stable and fewer defects than pure Ni under continuous high

irradiation fluxes. When the irradiation flux is enhanced of 1.68 × 1028 n/(m2s), the

number of defects in Ni and CoNiCrFeMn HEA during continuous bombardment is

shown in Fig. 2.5 (b). Similar to the case of irradiation flux was 5.59 × 1027 n/(m2s),

a sharp increase in defects occurs for pure Ni at about 70 bombardments, and then the

number of defects gradually increase to more than 850. For CoNiCrFeMn HEA, the

number of defects increases slowly and eventually stabilises at around 224. The result

indicated that CoNiCrFeMn HEA exhibited stable performance even at extreme irra-

diation fluxes. In addition, when the irradiation flux increased to 1.68 × 1029 n/(m2s),

the second bombardment started just after the displacement spike formed in the initial

PKA and the system had no time to relax. A large void formed in the middle of model

and model rapidly swelled and failed. The pure Ni can withstand 5 times of extreme

high flux bombardments and the CoNiCrFeMn HEA can withstand 12 times of extreme

high flux bombardments. The details of the failure models are provided in Fig. 2.6.

The different behaviors of Ni and CoNiCrFeMn HEA under continuous bombard-

ments can be attributed to the ability of migration and accumulation of defects in ma-

terials. Since CoNiCrFeMn HEA contains five elements, the different atomic sizes cause

large lattice distortion and sluggish diffusion effect, resulting in a severe impact on the

effective diffusion rate between atoms and an effective suppression of defect migration.
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Figure 2.5: The number of defects in Ni and CoNiCrFeMn HEA during continuous
bombardments at the irradiation flux of (a) 5.59 × 1027 n/(m2s) and (b) 1.68 × 1028
n/(m2s).

Figure 2.6: The failure of Ni and CoNiCrFeMn HEA models after extreme high flux
of 1.68 × 1028 n/(m2s) bombardments.
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Therefore, the number of defects in CoNiCrFeMn HEA after radiation bombardments

increased slowly and remained relatively constant. In addition, in order to find out

the reason for the sharp increase of defects in Ni during bombardment, we investigate

the defects evolution results in Ni when the sharp increase occurred. Fig. 2.7 (a),

(b) shows the results at different irradiation flux, the formation of dislocation could be

observed in Ni. The formation and sliding of the dislocations produced a large number

of surface defects and dislocation loops inside Ni, which led to the sharp increase of de-

fects. The the interstitial and vacancy distribution of Ni and CoNiCrFeMn HEA after

300 continuous bombardments at the irradiation flux of 5.59 × 1027 n/(m2s) and 1.68 ×

1028 n/(m2s) are shown in Fig. 2.7 (c), (d). The defect distribution in CoNiCrFeMn

HEA is dispersed, which is quite different from the concentrated distribution of defects

in Ni. In addition, two distinct interfaces of stacking fault can be observed inside the

pure Ni, the rapid evolution of defects inside Ni after surface radiation bombardments

results in the worse radiation resistance of Ni.

2.3.3 Internal defects and dislocation generation

The surface radiation results show that the evolution of defects produced inside

the models by the radiation bombardments has a significant effect on the radiation

resistance. Therefore, we next focus on the evolution of defects. In order to introduce

radiation defects inside the models, internal atoms were selected as the bombardment

particles and 300 continuous radiation bombardments were performed. The WS method

was also used to calculate the number of defects. As shown in Fig. 2.8 (a), the num-

ber of defects in Ni increased rapidly to approximately 300 at the start of continuous

bombardments and remained increasing for a long time as the cascade collisions con-

tinued. After 300 cascade collisions, the number of defects reached over 950. Fig. 2.8

(b) shows the number of interstitial clusters in different size in Ni after 50, 100, 150,

200, 250, and 300 cascade collisions. Two distinct phenomena are observed. Firstly,
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Figure 2.7: The formation of dislocation in Ni after (a) 90 times of bombardment at
the irradiation flux of 5.59 × 1027 n/(m2s) and (b) 70 times of bombardments at the
irradiation flux of 1.68 × 1028 n/(m2s). The blue, green, and yellow lines represent the
Perfect, Shockley, and Hirth dislocation loops, respectively. (c) and (d) are the defects
distribution in Ni (left) and CoNiCrFeMn HEA (right) after 300 times of bombardments
at two irradiation fluxes.

the average number of small-size cluster (atoms number between 1 to 10) changes sig-

nificantly, which implies that the migration of small-size clusters is vary active, and

new clusters are gradually formed. Secondly, large-size cluster (atoms number over 51)

appeared in Ni through the continuous cascade collisions. The formation of a large

number of dislocation loops may occur when point defects aggregate into large-size

cluster [50,70]. In summary, these phenomenon suggest that defects generated by cas-

cade collisions undergo significant migration and aggregation in Ni. Fig. 2.8 (c) is the

number of defects in CoNiCrFeMn HEA, which shows a clearly different trend to that of
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Ni. The number of defects remains stable throughout the cascade collision. Its number

of about 400 is smaller than the value in Ni after 300 continuous cascade collisions. In

addition, the interstitial cluster in different size between CoNiCrFeMn HEA and Ni is

also very different, as shown in Fig. 2.8 (d). The interstitial are mainly existed as

small-size cluster and the defect cluster size distribution does not change significantly

during continuous cascade collisions, indicating that the defects in CoNiCrFeMn HEA

are relatively dispersed and no large-scale migration and aggregation occurs. The differ-

ent defects behavior may be due to the lattice distortion and sluggish diffusion effects of

CoNiCrFeMn HEA, which can successfully inhibit the migration of defects and promote

the recombination of interstitial and vacancy, as suggested in the experiments [26,71].

This trend is also similar to the previous surface radiation simulation, and the rapid

increase in the number of defects in Ni could also be due to the behavior of dislocation,

so we next analyzed the dislocation loops in both models.

Fig. 2.9 and Fig. 2.10 show the evolution of dislocation in Ni and CoNiCrFeMn

HEA after 50, 100, 150, 200, 250, 300 cascade collisions, respectively. In the Ni, a large

number of dislocation loops are formed during continuous cascade collisions, especially

the Frank loops keep growing throughout the process. After 300 cascade collisions, the

long dislocation loops remain in the Ni. However, most of the defects are present as

small-size cluster in CoNiCrFeMn HEA and few defects are observed to form dislocation

loops. The surface radiation results have also shown that the present of dislocation

loops is rarely observed in CoNiCrFeMn HEA. This suggests that interstitial or vacancy

defects in Ni are more likely to aggregate or collapse to form dislocation loops, whereas

the formation and growth of dislocation loops in CoNiCrFeMn HEA is significantly

inhibited.

In order to further analyze the defects and dislocation loops during continuous

cascade collisions, the total length of dislocations and the average length of dislocation

loops in Ni and CoNiCrFeMn HEA are calculated separately. As shown in Fig. 2.11
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Figure 2.8: The number of defects in (a) Ni and (b) CoNiCrFeMn HEA models during
continuous cascade collisions. The number of interstitial cluster in different size in (c)
Ni and (d) CoNiCrFeMn HEA.

(a), a large number of dislocation loops are formed in the Ni at the beginning of the

continuous cascade collisions and the total dislocation length remains at a high level

of more than 40 nm for most of the time of continuous cascade collisions. Finally,

only a large Frank loop survives with a total length of 20 nm due to the absorption of

dislocation loops. Fig. 2.11 (b) shows the average dislocation length, which is stable

and remain at a relatively low level for most of the time of continuous cascade collisions

in both Ni and CoNiCrFeMn HEA. However, as the absorption and combination of

dislocation loops in Ni, the average length of dislocation loops eventually reaches over 18

nm and the size of the dislocation loops increases significantly. As for the CoNiCrFeMn

HEA, the growth of dislocation loops is suppressed throughout the continuous cascade
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Figure 2.9: (a) - (f) Defects and dislocation loops distribution in Ni after 50, 100, 150,
200, 250, 300 cascade collisions, respectively. The different colored lines represent the
different types of dislocation loops, where blue, green, purple, yellow, light blue repre-
sent the Perfect, Shockley, Srair-rod, Hirth, and Frank dislocation loops, respectively.
The pink meshes are defect clusters

Figure 2.10: (a) - (f) Defects and dislocation loops distribution in CoNiCrFeMn HEA
after 50, 100, 150, 200, 250, 300 cascade collisions, respectively. The colors of lines or
meshes indicated the same with Figure 2-9.
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collisions, and the total and average dislocation length remain at a very low level.

This phenomenon is similar as other experimental and simulation works, the lattice

distortion in HEA will lead to high recombination of defects and the dislocation loop

is significantly small [16,40].

Figure 2.11: (a) Total length of dislocation loops, and (b) average length of dislocation
loops in Ni and CoNiCrFeMn HEA after 300 cascade collisions.

2.3.4 Mean free path and migration barrier

The difference in defect and dislocation in Ni and CoNiCrFeMn HEA after irradia-

tion may be related to cluster migration. It has been shown that small defect clusters

in metallic can migrate along close-packed row of atoms [72, 73]. For simple metals,

small interstitial clusters can migrate rapidly through 1-D motion [74, 75]. As the

compositional complexity of the materials increases, the migration method of cluster is

affected and a shift from 1-D to 3-D motion occurs. Mean free path (MFP) has been

applied to asses the migration behavior of cluster in Ni and CoNiCrFeMn MEA before.

The MFP is determined by calculating the average migration distance of small defect

clusters before they change their migration direction. To investigate the migration be-

havior of interstitial cluster in Ni and CoNiCrFeMn HEA, a small interstitial cluster

was created by inserting atoms inside the models. Considering that our results show
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that that most clusters contain less than 10 atoms during irradiation, and in order to

ensure that each element in the HEA is included, a cluster containing 10 atoms were

chosen.

As the internal temperature of the substrate will reach a high temperature of approx-

imately 1200 K during cascade collisions, interstitial cluster diffusion were performed at

a temperature of 1200 K. Fig. 2.12 shows the migration trajectories of the interstitial

cluster centers in the Ni and CoNiCrFeMn HEA, respectively. The results show that

the interstitial clusters in the Ni migrate a long distance with a relatively large MFP

of 1-D motion before changing the direction of motion. However, for the interstitial

cluster in CoNiCrFeMn HEA, only a small range of 3-D vibrations with much smaller

MFP is observed, which is consistent with previous experimental work [40]. The MFPs

of Ni and CoNiCrFeMn HEA exceed 40 nm and are less than 1 nm, respectively.The

MFP of 10-atoms interstitial cluster in CoNiCrFeMn is reduced by more than 40 times

compared to pure Ni, which may be a key mechanism for the high irradiation resistance

of the CoNiCrFeMn HEA.

Figure 2.12: Trajectories of interstitial cluster diffusion in (a) Ni and (b) CoNiCrFeMn
HEA.

The cage model can be used to explain the sluggish diffusion in CoNiCrFeMn HEA,

which results in different migration behavior of defect cluster with Ni [76]. For the
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traditional binary alloys, the minor elements are randomly distributed over the lattice

sites. The percentage of minor elements is assumed to be c (0 < c < 50%), These

minor element atoms can be seen to form many cages and restrict the migration of

defects in these cage regions. Interstitial clusters migrate through 1-D motion within

a cage, however, the migration motion changes and gradually tends to 3-D motion at

the surface or edges of the cage. The MFP λ in the cage model can be calculated as

following equation:

λ = Ac−
1
3 +B (2.1)

where c is the percentage of the minor element, A and B are constants used to fit the

equation. According to this equation, the MFP decreases with increasing percentage

of minor element. For traditional binary alloys, c is less than 50%. However, for the

CoNiCrFeMn HEA, which contains five principal elements in equal percentages and

maintain an perfect atomic lattice structure, the corresponding percentage of minor

elements c extends to 80% of each element, which more significantly suppresses the

migration of interstitial clusters and dislocation. Therefore, the MFP of CoNiCrFeMn

HEA is significantly reduced.

The migration behavior of interstitial clusters between Ni and CoNiCrFeMn HEA

cause difference in the number of defects and dislocation loops. When interstitial clus-

ters migrate long distances through 1-D motion in Ni, they will be detached from the

cascade collision regions and therefore the probability of the interstitial cluster recom-

bining with vacancies will be much lower, leaving more defects. Furthermore, when

interstitial clusters migrate rapidly from the cascade collision regions to the surface or

internal of Ni, the local supersaturation of the material will increase, which will lead to

severe swelling and dislocation loops formation, as reported in previous experimental

works [77, 78]. However, in the CoNiCrFeMn HEA, the severe lattice distortion not

only inhibits the migration of interstitial clusters, but also increases the probability of

interstitial and vacancy recombination through local vibrations. Thus, the composi-
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tional complexity of CoNiCrFeMn HEA enhances the irradiation resistance.

As the migration behavior of defects has an important effect on the irradiation re-

sistance properties of materials, we next calculated the single interstitial and vacancy

migration barriers for Ni and CoNiCrFeMn HEA. The migration barriers are calcu-

lated using the NEB method, which determines the potential barriers to the reaction

by searching the saddle points of the transition state [79,80]. Specifically, after defining

the initial and final states with interstitial and vacancy, the variation of the total energy

in the migration path is calculated and then the migration barriers are determined by

calculation the climbing barriers of the model. The average interstitial migration bar-

riers for Ni and CoNiCrFeMn HEA are calculated as 0.28 eV and 0.71 eV, respectively.

While the average vacancy migration barriers for Ni and CoNiCrFeMn HEA are 1.48

eV and 0.97 eV, respectively. Fig. 2.13 (a), (b) shows one sample of the calculation

results. It could be found that the difference between interstitial and vacancy migration

barrier for Ni and CoNiCrFeMn HEA is quite large. Fig. 2.13 (c) shows the difference

in migration barrier between interstitial and vacancy. For CoNiCrFeMn HEA, it has

similar migration barrier with an average difference within 0.26 eV, whereas for Ni the

difference much larger with a difference of more than 1.2 eV. It should be noted that

the migration barrier can be uniquely defined in Ni, but not in CoNiCrFeMn HEA due

to the complexity of the composition. Therefore, it is necessary to perform enough

simulations to obtain an average value for CoNiCrFeMn HEA. The calculation results

show that vacancy and interstitial in CoNiCrFeMn HEA have similar migration barri-

ers, implying the high probability of recombination between interstitial and vacancy.

For Ni, the migration barrier of vacancy is significantly larger than that of interstitial.

Interstitial can rapidly escape the cascade collision regions, resulting in a large number

of vacancies remaining in Ni, and the aggregation and collapse of vacancies can lead

to the formation of dislocation loops and voids. Therefore, the difference in interstitial

and vacancy migration barrier between Ni and CoNiCrFeMn may be the key factor in
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radiation resistance.

Figure 2.13: (a) Interstitial and (b) vacancy migration barrier, and (c) the differ-
ence in migration barrier between interstitial and vacancy migration barriers in Ni and
CoNiCrFeMn HEA.

2.4 Conclusion

The extreme flux surface bombardments and internal consecutive bombardments

were performed by MD simulations to study the surface radiation resistance and internal

defects evolution in CoNiCrFeMn HEA, respectively. The number of defects, dislocation

loops formation, and migration of interstitial and vacancy were discussed. All the

simulation results are compared with pure Ni, and found that CoNiCrFeMn HEA has

better radiation resistance. The cage model was used to explain the different behavior

of defect between Ni and CoNiCrFeMn HEA, which may be the main reason for the

better radiation resistance in CoNiCrFeMn HEA. The important results in this chapter

can be concluded as following:

• During a single PKA process, the average depth of defects was shallower in CoNi-

CrFeMn HEA. During the consecutive bombardments, the number of defects in

CoNiCrFeMn HEA was much less and stable, appearing to be insensitive to the

number of bombardments. However, a boost of defects occurred due to the for-

mation and slipping of dislocation loops in Ni. Therefore, CoNiCrFeMn HEA had

much better surface radiation resistance.
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• The internal defects evolution simulations show that more defects occurred in Ni

and tended to form large size dislocation loops. However, defects in CoNiCrFeMn

HEA was less and occurred in the form of small clusters, and the formation of

dislocation loops was also effectively suppressed. The differences between Ni

and CoNiCrFeMn HEA are due to the defect migration behavior. The MFP

of interstitial cluster is smaller and interstitial cluster showed a small range 3-

D vibrations in CoNiCrFeMn HEA. The cage model was used to explain the

small MFP of interstitial cluster in CoNiCrFeMn HEA. In addition, interstitial

and vacancy had similar mobility in CoNiCrFeMn HEA, which increased the

probability of recombination of defects, resulting in less defects and dislocation

loops.

• These results provided insights of the mechanism of radiation resistance in the

CoNiCrFeMn HEA and could be useful in the design of radiation tolerance ma-

terials. It is also expected that the excellent radiation resistance of CoNiCrFeMn

HEA could will enable its application in the nuclear structure materials.
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Chapter 3

Chemical ordering effect on the
radiation resistance of
CoNiCrFeMn high entropy alloy

40



3.1 Introduction

Owing to its excellent radiation resistance, CoNiCrFeMn HEA shows potential for

application in a new generation of nuclear structure material, which is driving much

of research focused on HEAs [16, 81]. In the previous chapter, we focused on the

surface radiation resistance and studied the evolution of internal defects in the random

CoNiCrFeMn HEA. However, the high-temperature working conditions above 700 K will

bring another challenge for the CoNiCrFeMn HEA as a material to be used in nuclear

facilities [10, 47, 82]. Recently, several studies have pointed out that the chemical

structure of CoNiCrFeMn HEA, previously considered to be a thermally stable single-

phase, appears to be chemically ordered after prolonged annealing below a certain

temperature [83–85]. Although the single-phase solid solution state is maintained

even after annealing at 1100 K or above, a Cr-rich secondary phase may form after

prolonged annealing at 900 K or below [83]. Therefore, additional attention should

be paid to the chemical ordering of CoNiCrFeMn HEA, particularly with respect to

the potential for phase decomposition due to the high-temperature working condition

experienced by the materials used in nuclear facilities.

In addition, H/MEAs are generally considered to occupy a random solid solution

state, but the degree of randomness of the atomic distribution in H/MEAs remains to

be further determined. Several studies have reported that chemical short-range order

(CSRO) structures are expected to develop in H/MEAs after annealing at specific tem-

perature, which may have a significant impact on the structural stability and mechanical

properties of H/MEAs [46,86–90]. On the one hand, first-principles density functional

theory calculations and experimental TEM observations have shown that CSRO in Cr-

CoNi is significantly related to the stacking fault energy and therefore the mechanical

properties of the material can be improved by adjusting the degree of CSRO [91,92].

Zhao et al. also reported that defect evolution in Ni–Fe alloys may be delayed due to

the present of CSRO. In their framework, ordered structures can influence defect migra-
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tion by changing the local atomic environment, so the radiation resistance of materials

could be improved by the forming of the CSRO structures [93]. On the other hand,

irradiation simulations of Fe-Cr and CuNiCoFe alloys have also shown that CSRO has

little effect on the radiation resistance of H/MEAs containing these elements [94,95].

Therefore, further studies are still needed regarding the formation of CSRO structures

in H/MEAs and the influence of CSRO on mechanical properties, especially radiation

resistance.

In order to systematically investigate the chemical ordering effect on the radiation

resistance of CoNiCrFeMn HEA at high working temperatures, in this chapter, hybrid

Molecular Dynamics (MD) – Monte Carlo (MC) annealing simulations at various tem-

peratures are performed on the samples, followed by MD irradiation simulations on

the annealed samples. MD simulation is a well-established approach for investigating

irradiation, such as radiation damage and cascades phenomena, as we have described in

the previous chapter. As an efficient and reliable approach, materials simulation plays

an important role in the exploration of material properties [57,96]. Here, we confirmed

that the formation of Cr-rich regions in the initial stage after annealing at 600 K reduced

the radiation resistance of CoNiCrFeMn HEA. The CSRO structure after annealing at

1100 K enhanced the radiation resistance, but the enhancement did not last long as

the CSRO structures were destroyed under irradiation. Our investigations suggest that

the chemical structures of H/MEAs including CSRO and its formation temperature

should be carefully evaluated, especially when it is used as a radiation resistance ma-

terial at various working temperatures, because if the formation temperature of CSRO

can be adjusted to the working temperature, the radiation damage rate can be set to

a moderate value, and the formation rate of CSRO can be accelerated by controlling,

for example, the chemical compositions of H/MEAs, then further radiation resistance

may be achieved. Finally, we discussed the condition of the CSRO preservation by

proposing a CSRO radiation damage – diffusion healing competition model [97].
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3.2 Simulation method and model details

3.2.1 Hybrid Molecular dynamics – Monte Carlo simulation

The same 2NN MEAM potential as in the previous chapter was chosen to describe

the interatomic interactions of all atoms in CoNiCrFeMn HEA. This potential has

been successfully applied to the irradiation simulations. In order to verify the quality

of this potential in studying chemical ordering, we also tested the formation of other

intermetallic phases by using this potential. Details can be found in the Appendix

A. The hybrid MD – MC annealing simulations were performed to obtain models with

different initial CSRO states after annealing at different temperatures. There are 10

MC steps for each MD step and a total of 5 million MC steps with an average of 20

swaps per atom. The Warren-Cowley parameter αij
n are used to evaluate the degree of

CSRO for all element pairs after annealing at different temperatures [98]:

αij
n = 1− pijn

cj
(3.1)

where i and j refer to the element types, and n refers to the nth nearest neighbor.

P describe the probability of occurrence of each element as a surrounding atom, and

C is the system-wide average concentration of the corresponding element. When all

atoms are completely randomly distributed, the expected CSRO parameter value is 0.

The positive CSRO parameter value represents the segregation of elements i and j, and

vice verse. In this study, temperature of 600 K and 1100 K were chosen and annealing

simulations were carried out.

3.2.2 Chemical short-range order structures and parameters

Fig. 3.1 (a) - (c) show the local structural features of CoNiCrFeMn HEA after

annealing at different temperatures and comparing them with the randomly distributed
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state of atoms. The total number of atoms in the models is 256,000 and the length

of each side is 14.28 nm. The CSRO parameters for each element pair in the model

were determined at three different initial CSRO states as shown in Fig. 3.1 (d). The

CSRO parameters for CoNiCrFeMn HEA vary with annealing temperatures. After

annealing at 600 K, the Co-Cr and Cr-Fe atom pairs strongly repel each other and

show segregation. In contrast, the Co-Fe, Ni-Mn atom pairs exhibit mutual attraction

and show a tendency to aggregate. The chemical ordering tendency of the different

element pairs in CoNiCrFeMn HEA is in agreement with previous simulations by Guo

et al. [99]. There is no crystal structure phase transition occurred during the annealing

process.

We also found that Cr-rich regions were formed in CoNiCrFeMn HEA, which is

consistent with previous experimental works by Otto et al., [83]. When CoNiCrFeMn

HEA was annealed at 600 K, Cr-rich regions were formed due to the phase decomposi-

tion. It is important to note that in the experimental works of Otto et al. Cr tended to

form bcc phases at grain boundaries or intracrystalline inclusions because of prolonged

annealing. However, due to the limitations of the simulations, we only considered short

annealing time in a perfect matrix structure and this Cr-rich region remained in the

initial stage without phase transformation. The effect of this initial stage Cr-rich region

on the properties of CoNiCrFeMn HEA has also attracted the interest of others [58].

The high annealing temperature of 1100 K weakens the segregation tendency of Co-

Cr and Cr-Fe pairs, and the aggregation tendency of Co-Fe, Ni-Mn pairs. At higher

temperature, the Cr-Cr parameter values decreased and the Cr-rich region also disap-

peared. After annealing at 1100 K, all the CSRO parameter values are much lower than

after annealing at 600 K, and there are evident CSRO structures rather than phase de-

composition. The CSRO parameter values for the models with random CSRO states

were all found to be close to 0, indication that all elements are randomly distributed.
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Figure 3.1: (a) - (c) Local structural features of CoNiCrFeMn HEA after annealing at
a temperature of 600 K, 1100 K and in the random states, respectively. (d) Chemical
short-range order parameter values of various element pairs.

3.2.3 Radiation damage simulation

The atomic structures of all the models were relaxed for 100 ps at 700 K using

NVT ensemble MD simulations before stating the irradiation simulations. All atomic

simulations in this study were performed by using the LAMMPS code. The PKA with

an energy of 5000 eV was randomly selected in the model and the random direction

of motions of all PKA was implemented to achieve a homogeneous irradiation effect.

The irradiation process is carried out by imbuing each PKA with a random directional

velocity corresponding to this energy. An adaptive step was used to ensure that no atom

moved more than 0.002 nm during each simulation step. Three runs with different

random seeds were performed for each condition and averaged. A Micro-canonical

ensemble was applied during the irradiation simulation, and Berendsen thermostat with

700 K was applied only with 1 nm thick layer regions on all sides to simulate severe
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high temperature working conditions. OVITO was used to analyze and visualize the

simulation results. The WS method was used to count the number of defect atoms, and

the DXA method was used to identify the dislocation loops. It is worth noting that

many irradiation experiments and simulations were also carried out at around 700 K

[16,40]. Each irradiation bombardment lasted 50 ps to ensure that the model could cool

down to ambient temperature.The irradiation process consisted of 500 bombardments,

taking into account the available computational resources and time. Based on the

NRT-dpa (Norgett-Robinson-Torrens displacements per atom) model [100], a threshold

displacement energy of 40 eV was used here, which is consistent with previous similar

simulation and experimental works, and the final damage level could be achieved at a

dose of 0.1 dpa [41,50].

3.3 Results and discussion

3.3.1 Radiation damage results

Three models with different initial CSRO states were subjected to 500 consecutive

irradiation bombardments. Fig. 3.2 shows the structural damage and dislocation

loops formation after 100, 300 and 500 irradiation bombardments with corresponding

damage levels of 0.02, 0.06 and 0.1 dpa. There are no phase transition occurred during

irradiation and several defects clustered together. Dislocation were found in models with

different initial CSRO states due to irradiation bombardment and the evolution of defect

clusters. Most of the dislocations appears in the form of complex dislocation loops,

mainly represented by interstitial-type dislocation segments with the Burgers vectors

of b = 1/6<112>. We have found only a few vacancy-type dislocation loops with a

Burgers vector of b= 1/6<110>, some of which transform into stacking fault tetrahedral

dislocations or voids during irradiation simulations. Therefore, CoNiCrFeMn HEA is

able to suppress the formation of voids and shows enhanced radiation resistance.
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Figure 3.2: (a) - (c) Structural damage and dislocation loops in CoNiCrFeMn HEA
annealed at 600 K, 1100 K and in the random states, respectively. Green, pink, and
yellow lines denote Shockley 1/6<112>, Stair-rod 1/6<110>, and Hirth 1/3<100>
dislocation loop segments, respectively.

In order to further evaluate the performance of HEA for different initial CSRO states

during irradiation bombardments, we statistically analyzed the defect concentration,

interstitial cluster size distribution, dislocation density, and average dislocation loops

length. The results for different initial CSRO states were obtained by averaging three

runs with different random seeds. Fig. 3.3 (a) shows the defect concentration as a

function of the number of the number of bombardments calculated using WS method.

Model with different initial CSRO states show a similar initial trend of rapidly increasing

defect concentration. Due to the dynamic balance between the generation of new defects

and the annihilation of interstitial and vacancy, the defect concentration then saturates
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and fluctuates around a stable value, a trend that can also be found in other H/MEAs

irradiation bombardments results [50,101]. Compared to the other initial CSRO states,

the model annealed at 1100 K shows a relatively low defect concentration and the defect

concentration remains slowly increasing during the simulation. Only after about 400

irradiation bombardments does the defect concentration gradually reach levels similar to

those of the models for the other initial CSRO states. Fig. 3.3 (b) shows the interstitial

cluster size distribution after 500 irradiation bombardments. The first nearest neighbor

distance (2.5 Å) is used as a cluster identification criterion, and all interstitial atoms

within this distance are considered to belong to the same defect cluster. The error bars

represent the upper and lower deviations from the results of the three runs. In the

model for each initial CSRO state, most of the interstitial defects (40% or more) are

present in the form of medium-size clusters (11 to 30 defects per cluster). It is worth

noting that super-large-size clusters (> 100 defects per cluster) appear more frequently

in the model annealed at 600 K than in the others models (approximately 15% of all

defects); this finding suggests a more rapid evolution of defect clusters in this initial

CSRO state model.

Fig. 3.3 (c) shows the dislocation density for each of the different initial CSRO

state models, the fluctuating growth is maintained in all irradiation bombardments.

However, the higher dislocation density occurs mainly in the model annealed at 600

K, as more interstitial defects are clustered in the super-large-size clusters. The model

annealed at 1100 K shows a much delayed increase in dislocation density compared to

the other models. Fig. 3.3 (d) shows the average dislocation loops length during

irradiation bombardments. The average dislocation loop lengths for the models of the

three initial CSRO states range from 10 Å to 17 Å. Although dislocation evolution

sometimes increases the average dislocation loops over time, the average dislocation

loops length decreases rapidly with dislocation decomposition due to the instability of

large-size dislocation loops in CoNiCrFeMn HEA, such feature of HEAs are distinctly
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different from those of traditional metals. As we have found in previous chapter, in

pure Ni, large size dislocation loops are produced and stabilised as Frank 1/3 <111>

dislocation loops.

Figure 3.3: (a) Defect concentration during irradiation bombardment; (b) interstitial
cluster size distribution; (c) dislocation density; (d) average dislocation loops length.

The above findings suggest that the annealing temperature of CoNiCrFeMn HEA

acts through the CSRO level and influences the defect and dislocation loops perfor-

mance during irradiation. The model annealed at 600 K shows a faster evolution of

defect clusters leading to a higher dislocation density. The model annealed at 1100

K shows delayed defect growth and dislocation formation during irradiation bombard-

ments, which corresponds to improved radiation resistance. The effect of annealing

temperature on the properties of CoNiCrFeMn HEA deserves further attention.

49



3.3.2 Defects evolution and thermodynamics behavior after ir-

radiation

Defects evolution simulations were carried out to determine the cause of the increase

of dislocation density in the CoNiCrFeMn HEA annealed at 600 K. As shown in Fig.

3.4, Interstitial and vacancies (1% Frenkel pairs) were randomly added to a small size

model of 32,000 atoms.The total simulation time was 10 ns, and the same simulations

were done in the model with random CSRO status for comparison. Initially, all defects

were randomly distributed as small-size clusters. During the defect evolution simula-

tion, some interstitial aggregated into larger clusters, while some disappears by binding

to vacancies. The results after 5 ns of evolution show that complex dislocation loops

formed rapidly in the CoNiCrFeMn HEA annealed at 600 K. However, in the model

with random CSRO status, all defects remain in small-size clusters and no dislocation

loops are found. Finally, the dislocation loops in the model annealed at 600 K are

stable, while the defects in the model with random CSRO state appear as large-size

clusters.

We also note that the region of dislocation loops formation is in the Cr-rich region,

a finding that implies that dislocations are more likely to form in the Cr-rich region.

To confirm this, we compare the energy of prismatic dislocation loops in the Cr-rich

and Cr-less regions. As shown in Fig. 3.5. Three CoNiCrFeMn models with differ-

ent Cr concentrations were chosen (Co22.5Ni22.5Cr10Fe22.5Mn22.5, Co20Ni20Cr20Fe20Mn20,

Co15Ni15Cr40Fe15Mn15), all the atoms were randomly arranged with maintaining the

given chemical composition. The model dimension in x, y and z directions were set to

63.99 Å, 66.50 Å, and 62.70 Å, respectively. Periodic boundary condition was applied

in x, y, and z directions. The atomic structure of models were relaxed using conjugate

gradient method. By using the loop radius of 15 Å, the energy of the dislocation per

unit length were calculated as 5.01 eV/Å, 4.49 eV/Å, and 4.23 eV/Å, respectively. The

dislocation in the Cr-rich model has significantly lower energy than in the Cr-less model.
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Figure 3.4: Evolution of 1% Frenkel pairs in CoNiCrFeMn HEA throughout 10 ns.
(a) In the model annealed at 600 K and (b) random CSRO states. The colors of lines
segments denote different types of dislocation loops as described earlier. The red dashed
lines added as a guide for the eye and marked the Cr-region.

Therefore, the evolution of the aggregation of interstitial and defect clusters makes it

easier for dislocation loops to form here. The Cr-rich region formed by annealing at

600 K seems to accelerate the growth of dislocation loops and reduce the radiation

resistance of CoNiCrFeMn HEA.

The thermodynamics behavior of these defect structures after irradiation bombard-

ments is also interesting. Therefore, the hybrid MD – MC annealing simulations were

repeated on the non-equilibrium system to investigate the further evolution of defects.

The change in potential energy during the annealing simulations is depicted in Fig.

3.6 (a). This potential energy gradually decreases, eventually reaching equilibrium in

the Cr-rich (annealed at 600 K) and CSRO (annealed at 1100 K) models. The poten-

tial energy energy per atom in the Cr-rich model is -3.962 (-3.959) eV/atom and -3.973

(-3.972) eV/atom before and after the annealing simulation, respectively. Fig. 3.6 (b)

- (e) show the defect distribution before (non-equilibrium stage) and after annealing
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Figure 3.5: (a) Side-view of a prismatic dislocation loop constructed with inserting
an extra (111) atom plane inside of the loop. (b)-(d) The prismatic dislocation loops
in Cr-less, Cr-equal, and Cr-rich models, respectively.

(equilibrium stage). Fig. 3.6 (f) depicts the variation in the defect composition of

the elements. The Cr and Mn atoms of the defects in the equilibrium stage structure

increase after annealing. In particular, we investigated the composition of the largest-

size defect cluster in the Cr-rich and CSRO models. As shown in Fig. 3.6 (g) - (h),

the total proportion of Cr and Mn atoms in the largest-size defect cluster reaches ap-

proximately 50% and 60% in the Cr-rich and CSRO models, respectively. It was found

that Cr and Mn atoms are the fastest diffusion atoms in CoNiCrFeMn HEA, preferring

to cluster at defect locations [26]. This is because Cr and Mn atoms nucleate and form

new phases at grain boundary and defects more rapidly [83].

3.3.3 Interstitial diffusion behaviors

The formation of dislocation loops during irradiation simulations is mainly related

to the aggregation of interstitial and the evolution of clusters. In order to investigate the
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Figure 3.6: (a) Potential energy change during MD – MC annealing simulation. (b) -
(e) Defects distribution in the model before and after annealing. (f) Defect composition
of elements before and after annealing. (g) - (h) Largest-size cluster in the model after
annealing

effect of annealing temperature on the radiation resistance in CoNiCrFeMn HEA, the

diffusivity of interstitial defects has to be calculated. The mean squared displacement

(MSD) of individual interstitial defects was calculated, and the diffusivity of interstitial

D can be estimated by:

D =
1
N

∑N
i |Ri(t)− Ri(0)|2

6t
(3.2)

where N is the total number of atoms in the model, Ri(t) and Ri(0) are the position

vectors of atom i at time t = t and t = 0. Fig. 3.7 (a) shows the diffusivity of

the interstitial defects of CoNiCrFeMn HEA annealed at 600 K and 1100 K varies

significantly (from 2.74 × 10−3Å2/ns to 1.22 × 10−6Å2/ns and from 6.05 × 10−4Å2/ns

to 2.83 × 10−7Å2/ns, respectively.) and strongly influenced by the local environment.

However, the interstitial diffusivity in the model with a random state is relatively stable

due to the more homogeneous atomic environment. Furthermore, we found higher
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interstitial diffusivity in the model annealed at 600 K, but lower interstitial diffusivity

in the model annealed at 1100 K. Due to the formation of Cr-rich region altering the

interstitial diffusion pattern, as discussed below, where the CSRO structure delays the

diffusion of defects, which is consistent with the relevant finding of Zhao et al. [93]: the

preferential diffusion effect of the CSRO structure may effect the diffusion of interstitial,

leading to a considerable delay in defect evolution. We also tracked the fraction of

time spent in diffusion by different interstitial dumbbell pairs in CoNiCrFeMn HEA,

as interstitial form different dumbbell pairs during diffusion. The WS method was

used to determine the location of interstitial defects during diffusion, with perfectly

structured lattice sites as reference configurations. When interstitial atoms and lattice

atoms occupy the same lattice site, they are referred to as interstitial dumbbells and

the statistics are shown in Fig. 3.7 (b). It is worth noting that in the model with

random states, the interstitial diffusion is mainly through the motion of Co-Cr, Co-

Mn and Cr-Mn dumbbell pairs. However, in the CSRO model (annealed at 1100 K),

the Co-Cr dumbbell pairs dominate the interstitial diffusion motion, while in the Cr-

rich model (annealed at 600 K), the Cr-Mn dumbbell pairs dominate the interstitial

diffusion motion. This suggests that interstitial diffusion is highly dependent on their

local chemical environment and thus changes the time fraction of dumbbells.

We further investigated interstitial diffusion in the Cr-rich model. In some runs,

the interstitial defects show rapid diffusion and high diffusion rates, but in other runs,

the defects are almost stagnant. In fact, in the runs of model annealed at 600 K,

three different cases of interstitial diffusion emerged. Firstly, when the interstitial is

located near the boundary of the Cr-rich region, the interstitial is absorbed by the

boundary and resists further movement. Secondly, when the interstitial was away from

the boundary of Cr-rich region, the interstitial showed the similar diffusivity as the

rest of the CoNiCrFeMn HEA. Finally, when the interstitial is in the Cr-rich region,

more Cr-X interstitial dumbbell pairs are expected to form during diffusion. As shown
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Figure 3.7: (a) Interstitial defect diffusivity. (b) Fraction of time spent by different
interstitial dumbbell pairs during diffusion in the model with three different initial
CSRO states.

in Fig. 3.7 (b), it is clear that more Cr-Mn dumbbell pairs are formed in the Cr-

rich model. This is due to the low energy of formation of [100] Cr-Mn dumbbells in

CoNiCrFeMn HEA [102]. In addition, we calculated the migration potential barriers

for Cr-Mn interstitial dumbbells for different Cr concentrations using the NEB method

by DFT calculation, where higher Cr concentrations lead to lower migration barriers for

interstitial dumbbells (Details of DFT calculation results can be found in the Appendix

A). The same phenomenon was previously found in Ni-Fe alloys: Osetsky et al. found

that the interstitial diffusivity gradually increased with increasing Fe concentration as

the Ni-Ni interstitial pairs transformed into an Fe-Fe dumbbell [103]. Thus, the rapid
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diffusion phenomenon of the interstitial in the Cr-rich model can be explained by the

interstitial dumbbell transition. After annealing at 600 K, the formation of Cr-rich

regions in CoNiCrFeMn HEA allows the local environment of the interstitial defects to

have a considerable influence on diffusivity.

Overall, the Cr-rich region in CoNiCrFeMn HEA, the formation of which is caused

by annealing at 600 K, leads to changes in the distribution of elements. These changes

lead to the formation of Cr-X interstitial dumbbells in the Cr-rich region and result

in rapid migration of interstitial defects, leading to less reliable radiation resistance

performance. In addition, the CSRO structure formed by annealing at 1100 K appears

to reduce the diffusivity of interstitial defects and delay defect evolution. This effect of

CSRO on interstitial diffusion is expected to be reflected in the radiation resistance of

CoNiCrFeMn HEA. For these reasons, strong attention should be paid to the effect of

annealing temperature on elemental segregation of CoNiCrFeMn HEA, especially the

effect of the Cr-rich region on the properties after annealing.

In addition, as previous mentioned, after annealing at 600 K, CoNiCrFeMn HEA

shows worse radiation resistance because of the faster evolution of defect clusters in the

Cr-rich region and consequently higher dislocation density. The mechanism of the effect

of Cr-rich region on defect evolution thus needs to be further investigated. Diffusion

simulations of two interstitial defects with different initial defect positions were carried

out on a small size model of 4000 atoms to observe the influence of the Cr-rich region

on defect evolution for 10 ns. As shown in Fig. 3.8, the various atoms are almost

randomly distributed in the top part of the model, where the interstitial shows slow

diffusivity and resisted long-distance migration. However, in the bottom part of the

model, where the Cr-rich region is formed, interstitial exhibits rapid diffusion. After

about 5.5 ns, the two interstitial defects meet at the phase boundary, where they merge

and enter the Cr-rich region. The lattice constants for the top and bottom of the model

have been calculated to be 3.60 Å and 3.65 Å, respectively. The lattice misfit degree

56



between the two parts is calculated as 1.38% according to:

δ =
2(a2 − a1)

a1 + a2
(3.3)

where a1 and a2 are the lattice constants of the two phases. This small lattice mis-

fit suggests that the two phases can form a coherent interface that can exist stably.

However, the large lattice constant in the Cr-rich region also affect the diffusion of

defects, and the internal stress caused by the lattice misfit may provide part of the

driving force for defect diffusion, promoting defect aggregation in the Cr-rich region.

These results demonstrate the unique defect aggregation mechanism of CoNiCrFeMn

HEA annealed at 600 K, whereby the appearance of Cr-rich regions and the ensuing

lattice misfit provide part of the driving force for defect diffusion. The aggregated in-

terstitial defects subsequently enter the Cr-rich region and merge with other defects.

This unique interstitial aggregation mechanism suggests that the formation of Cr-rich

regions accelerates the aggregation and growth of defects, leading to higher dislocation

density during irradiation simulation.

Figure 3.8: Diffusion simulation of two interstitial defects with distinct initial positions
in CoNiCrFeMn after annealing at 600 K. Black lines denote the diffusion trajectories
of interstitial defects; red dashed lines denote the Cr-rich region boundary.

Difference in local interstitial formation energies may also contribute to differences

in interstitial aggregation mechanism. For the fcc lattice, interstitial remains in octa-
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hedral vacancy site and then form an interstitial dumbbell with [100] oriented lattice

atoms. Fig. 3.9 (a) shows such an interstitial dumbbell and the mechanism of in-

terstitial migration. The interstitial migrates with the dumbbell in the [100] direction

to a new octahedral vacancy site, and then another interstitial dumbbell is formed to

complete the interstitial migration. Thus, the direction of migration of interstitial de-

fect depends on the formation energy of interstitial dumbbell. As shown in Fig. 3.9

(b), to determine the interstitial formation energy at different sites, the (100) plane

was chosen to calculate the local interstitial formation energy. For each octahedral

vacancy site, we insert an interstitial atom and then calculated the corresponding en-

ergy of the interstitial atom after it forms a dumbbell pair with the surrounding lattice

atoms. Finally, we can obtain the interstitial formation energy in the (100) plane. The

interstitial dumbbell formation energy was calculated according to:

Ef
I = EI − Eperfect − µ (3.4)

where EI is the total energy of the structure contain the interstitial, Eperfect is the

energy of a perfect lattice, and µ is the chemical potential of the corresponding element

in CoNiCrFeMn HEA. The details of interstitial dumbbell formation energy calculation

can be found elsewhere [102].

Figure 3.9: (a) Interstitial [100] dumbbell and migration mechanism in fcc lattice. (b)
(110) CoNiCrFeMn HEA plane after annealing at 600 K.
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To illustrate the differences in local interstitial dumbbell formation energies, contour

maps of the interstitial formation energies for different octahedral vacancy sites in the

(100) plane were plotted. Fig. 3.10 (a) - (e) show the results for the interstitial

dumbbell formation energy for each element of CoNiCrFeMn HEA. In order to quantify

the boundaries of Cr-rich regions, the Cr element chemical concentration in the region

around each atom (within a sphere with a radius of 6 Å) was calculated. In this

case, Cr element chemical concentration CCr greater than 0.3 were identified as Cr-rich

regions and less than 0.2 were identified as atoms randomly distribution region, with

the boundary lying between these two values. This approach has also been used in our

previous work [104]. Fig. 3.10 (f) shows the average interstitial dumbbell formation

energy in the [001] direction in the (100) plane; the Cr-rich region shows low dumbbell

formation energies for all five elements of CoNiCrFeMn HEA. These results could also

explain the greater tendency for dislocations to form in the Cr-rich region, as defects

tend to cluster in this region.

3.3.4 Radiation damage – diffusion healing competition model

It has also been reported that CSRO structures confer good irradiation resistance by

slowing down the diffusivity of defects, thereby retarding their evolution and inhibiting

their growth [88, 93]. In this study, annealing at 1100 K produced CSRO structures

where the aggregation of interstitial clusters was the main cause of dislocation formation

during irradiation bombardment. Therefore, the defect clusters in CoNiCrFeMn HEA

annealed at 1100 K are expected to be smaller than in other states and fewer dislocation

loops are also expected. In our irradiation simulations, the model exhibiting CSRO does

show a slower average interstitial diffusivity and lower defect concentration. The defect

cluster size statistics also show that CSRO suppressed the total number of defects

in the super-large-size clusters, thus allowing more defects exist in the medium-size

clusters. However, in the model runs presenting the CSRO state, the lower defect
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Figure 3.10: (a)–(e) Formation energy of interstitial dumbbell pairs of (a) Co–X, (b)
Ni–X, (c) Cr–X, (d) Fe–X, and (e) Mn–X in the (110) plane; red dashed lines denote the
region boundary. (f) Average formation energy change of interstitial in [001] direction
of each element

defect concentration was only temporary; after about 300-400 bombardments, the defect

concentration reached the same state as in the random model. This may be due to

damage to the CSRO structure during radiation.

Fig. 3.11 (a) - (c) show the variation of CSRO parameters for key element pairs

in the irradiation bombardment simulations with three different initial CSRO states.

Here, it is worth noting that irradiation bombardment is a fast process. Immediately af-

ter each bombardment, all atoms in the radiation region melt and rearrange themselves

within 10 ps. The thermal activation time of the CSRO is several orders of magnitude
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longer than that destroyed by the radiation bombardments. Therefore, there is almost

no nonlinear interaction between these phenomena, and we can assume that the changes

of CSRO in Fig. 3.11 are dominated by the bombardment during the irradiation simu-

lation. It is interesting to find that the CSRO parameters for each element pair tended

to be stable. For the initial random state model, the CSRO parameters show some

variation, but their magnitude remains low compared to the corresponding parameters

for the other model in the initial state. We predict that with more irradiation bom-

bardment, the CSRO parameters for the three different initial states will eventually

converge if there is no healing mechanism for the CSRO, as irradiation bombardment

gradually destroys the CSRO structure. Hence, although the model runs exhibiting

CSRO in the initial phase show low defect concentrations, irradiation bombardment

will continue to destroy the CSRO structure. It is expected that the number of defects

will continue to increase, eventually reaching the same density as the initial random

state of the model. For this reason, the enhanced radiation resistance of CSRO will not

last for long.

Figure 3.11: Changes in chemical short-range order parameters for CoNiCrFeMn
HEA during irradiation bombardment for (a) annealed at 600K, (b) annealed at 1100
K, and (c) a random state.

However, if the working temperature is increased to 1100 K, we can obtain a heal-

ing mechanism for CSRO. The CSRO structure formed by annealing at 1100 K must

be thermodynamically stable at 1100 K. Therefore, we still have the opportunity to

preserve the radiation resistance advantage of CSRO in the long term by controlling
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the working temperature and radiation bombardment. To show the possibility for

CSRO preservation, the competition between radiation damage rate and CSRO healing

(re-formation) rate at the working temperature should be discussed. Since the CSRO

healing proceeds by thermally activated atomic diffusion through vacancy and intersti-

tial jumps, the time scale of CSRO healing is provided by the frequency of the vacancy

and interstitial jumps [104]. For simplicity, we only consider interstitial jumps as the

healing mechanism of CSRO in the following discussion, since interstitial diffusion is

much faster than vacancy diffusion. The CSRO parameter α1 is used to describe a

proxy for the CSRO state.

We propose a CSRO radiation damage – diffusion healing competition model as

schematically shown in Fig. 3.12 (a). The dash line of αE
1 (T

W) and αD
1 shows the

CSRO parameter α1 at an equilibrium CSRO state after long-time annealing at a work-

ing temperature of TW and fully damaged chemically disordered state after large radi-

ation damage with high bombardment rate, respectively. The initial CSRO parameter

is α1I = αE
1 (T

W), and then the bombardments start with an interval ∆t. At each bom-

bardment, the CSRO structure is destroyed and then the CSRO parameter decreases by

a certain amount ∆αB
1 . Here, we assume that ∆αB

1 is constant. The damage rate can

be defined as α̇D
1 = ∆αB

1 /∆t. By ith bombardment, the CSRO parameter changes from

αi
1I to αi

1E (the vertical red lines in Fig. 3.12 (a)), where αi
1E = max

{
αi
1I −∆αB

1 , α
D
1

}
because α1 cannot fall below αD

1 . Whenever αi
1E < αE

1 , the diffusion healing of CSRO

occurs (the curved green lines in Fig. 3.12 (a)). The healing rate can be written as

α̇H
1 = ∆αN Iν0exp

[
−∆G(TW)

kBTW

]
, where ∆α is the average of change in α1 by each inter-

stitial jump once in a material with N atoms, N I is the total number of interstitial in

this material, ν0 ≈ 1× 1013 s−1 is attempt frequency of the interstitial jump, kB is the

Boltzmann constant, and ∆G(TW) is apparent activation free energy of the interstitial

jump. Therefore, the CSRO parameter at time t after the first bombardment (t = 0)
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can be predicted by the following equation:

α1(t) = αE
1 (T

W)−
NB∑
i

(αi
1I − αi

1E) + ∆αN Iν0exp

[
−∆G(TW)

kBTW

]
(3.5)

where NB = int(t/∆t) + 1 is the number of bombardments up to time t. According

to the Eq. 3.5, it is obvious that the competition mainly depends on the working

temperature TW and bombardment intensity ∆αB
1 and interval ∆t.

Figure 3.12: (a) Schematic Time vs. CSRO-Bombardment curve (See the main text
for the details), (b) CSRO destroy case, and (c) CSRO preserve case. (d) Relationship
between the healing rate α̇H

1 and damage rate α̇D
1 ). “(b)” and “(c)” are showing the

condition used to compute figures (b) and (c), respectively.

Fig. 3.12 (b), (c) show the CSRO parameter changes calculated by Eq. 3.5

in two different cases at working temperature TW = 1100 K, such as damage rate α̇D
1

dominant: CSRO destroy (b) and healing rate α̇H
1 dominant: CSRO preserve (c), as
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shown in Fig. 3.12 (d). Here we set the equilibrium CSRO state αE
1 and chemical

disordered state αD
1 to 0.5 and 0.2, respectively [46,95]. The apparent activation free

energy of interstitial jump ∆G(TW) is found in the Appendix A. According to our

previous study, in the model with 256,000 atoms, the average of CSRO change ∆α

by each interstitial jump once is calculated as 10−5, the defect concentration in the

equilibrium state is 0.4%, and the ∆αB
1 is a constant of 0.006 [104]. When α̇H

1 > α̇D
1 ,

the existence of the CSRO structure can be maintained for an extended period, thus

better radiation resistance can be maintained.

3.4 Conclusion

The chemical ordering effect on the radiation resistance of a CoNiCrFeMn HEA

was investigated by using combined atomic simulations that included MC and MD

simulations. Radiation damage simulations were performed in three different initial

CSRO status models. Defects evolution and thermodynamics behavior were analyzed

after irradiation simulation. Our results showed that the annealing temperature of the

CoNiCrFeMn HEA, which leads to temperature dependent chemical ordering, strongly

influences the radiation resistance. The model with CSRO was found to have better

radiation resistance while the model with Cr-rich region showed faster defects evolution.

Interstitial diffusion results suggested that the CSRO could inhibit interstitial diffusion,

which may be the key facto of better radiation resistance. Finally, we proposed a CSRO

radiation damage – diffusion healing competition model. The important results in this

chapter can be concluded as following:

• Warren-Cowley parameter was used to describe the chemical ordering degree.

The hybrid MD-MC annealing simulation results show that annealing at a lower

temperature of 600 K forms an initial stage Cr-rich region in CoNiCrFeMn HEA

due to a strong chemical ordering-driven phase decomposition; whereas, annealing
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at a higher temperature of 1100 K, the Cr-rich region disappear and forms the

CSRO structure.

• MD radiation damage simulation shows that the Cr-rich region formed by 600

K annealing accelerates the aggregation and the evolution of defects, facilitating

more dislocation loops formation. On the other hand, the CSRO structure formed

by 1100 K annealing effectively delays the growth of defect number and tends to

reduce the dislocation density and defect diffusion, suggesting better radiation

resistance. However, the CSRO structure is destroyed by radiation, thus these

advantages of CSRO will disappear in due time if CSRO cannot heal.

• We proposed a CSRO radiation damage – diffusion healing competition model,

which demonstrates that the CSRO and the key anti-damage mechanisms can be

maintained at the working temperature of 1100K under a relatively lower damage

rate. If we can tune the CSRO formation temperature to the working temperature

by controlling the chemical composition of a HEA, we may obtain high radiation

resistance for an extended period.
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Chapter 4

Chemical ordering structure and its
effect on interstitial and vacancy
diffusion in CrCoNi medium
entropy alloy
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4.1 Introduction

Diffusion has always been a very important foundation issue in the materials science

[105]. It involves atomic scale dynamics of single atom or cluster, which has a great

impact on materials properties, such as plastic deformation, high temperature strength

and creep properties [106–109]. Especially in the irradiation environment, a large

number of defects will be formed after irradiation damage, and the defect diffusion

behavior will affect defect recombination, damage accumulation, defect evolution, and

finally change the mechanical properties of materials [40, 110–113]. Therefore, the

properties of material are closely related to the diffusion dynamics and changing atomic

diffusion behavior can also be used to control the specific properties of materials to

a certain extent [114–116]. In the past, people had a better understanding of the

diffusion mechanism of interstitial and vacancy in some simple materials, such as in

pure metal and traditional alloys [105, 115, 117]. However, with the proposal of a

new multi-principal element alloys, there is a new challenge to the cognition of defect

diffusion in materials.

Multi-principal element alloys, including high-entropy alloys (HEAs) and medium-

entropy alloys (MEAs), have attracted great attention because of their excellent me-

chanical properties [1, 2]. Recently studies have demonstrated that the excellent ra-

diation resistance of H/MEAs enables them to serve for a long time in harsh envi-

ronment such as high temperature, high pressure and high radiation. Therefore, they

are considered to have the potential to become the next generation of nuclear struc-

ture materials [48,49,52]. During the irradiation, high energy particle will produce a

large number of interstitial and vacancy defects. The further evolution of interstitial

and vacancy by diffusion will lead to the formation of defect clusters, dislocations and

voids, which will eventually cause the material failure by embrittlement and swelling.

Therefore, diffusion of interstitial and vacancy is the origin of structure damage after

radiation damage.
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The excellent radiation resistance of H/MEAs are closely related to the atomic

diffusion dynamics in H/MEAs, and sluggish diffusion effect is suggested to be the key

factor. Lu et al. demonstrate the delayed formation of dislocation in NiCoFeCrMn

due to the sluggish diffusion effect [40]. Zhao et al. also found that mass transport

in NiCoCr shows sluggish diffusion phenomenon, which may improve the radiation

resistance [118]. However, the mechanism of sluggish diffusion is still unknown and

controversial. For example, Tsai et al. reported that experimental results show the

diffusion coefficient in the CoCrFeMnNi HEAs is lower, and the activation energy is

higher than those in the reference metals [26]. However, Vaidya et al. concluded that

diffusion in CoCrFeNi and CoCrFeMnNi HEAs is not inevitably sluggish and can be

even enhanced at a given absolute temperature [28]. A recent theoretical also work

pointed out that there is no relationship between configuration entropy and sluggish

diffusion in HEAs, and the short-range order may contribute to sluggish diffusion [119].

All the results suggest that the sluggish diffusion effect in H/MEAs needs further study.

Currently, some works pointed out that chemical ordering structures will be formed

in H/MEAs after annealing at a certain temperature, which may affect the interstitial

and vacancy diffusion behavior and radiation resistance [97, 120, 121]. Especially, an

experimental work pointed out that the local chemical order in CrCoNi can delay the

formation and evolution of interstitial and vacancy, and the radiation resistance was

improved at relatively low irradiation doses [121]. Their simulation results showed that

local chemical order can reduce interstitial and vacancy diffusivity by increasing diffu-

sion energy barriers and reducing diffusion correlation factor, which can promote the

recombination of interstitial and vacancy. However, this simulation is still controversial

because of the realistic chemical ordering structures and diffusion energy in chemical

ordering CrCoNi is not well described by EAM potential [89]. In fact, the chemical or-

dering structures has not been clarified yet even experimentally. Zhang et al. [92] first

reported the observation of short-range order structural features in CrCoNi and found
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the increasing stacking-fault energy and hardness. By using atom probe tomography,

Inoue et al. [122] found that 001 Cr-rich atomic layers and 001 Ni/Co-rich atomic layers

tended to align mutually in CoCrNi. However, from electron diffraction and atomic-

resolution chemical mapping, Zhou et al. [123] provided the evidence that chemical

order structures present 113 Cr-rich atomic layers and Ni/Co-rich atomic layers under

[112] zone axis in CoCrNi.

In our previous work, a machine learning neural-network potential (NNP) based on

the DFT training dataset has been developed to accurately describe interatomic inter-

action of CrCoNi MEA. We are able to not only successfully specify realistic chemical

ordering structures, but also predicted its formation kinetics in CrCoNi through simula-

tions by using this newly developed potential [34,124]. In this work, we demonstrated

the distribution of realistic chemical ordering structures in CrCoNi and interstitial dif-

fusion molecular dynamics (MD) simulation and vacancy jump kinetic Monte Carlo

(kMC) simulation were performed to quantitatively analyses the chemical order impact

on interstitial and vacancy diffusion by using NNP. All the simulations were performed

by Large-scale atomic/molecular massively parallel simulator (LAMMPS) code [62].

Our results indicate that chemical order enhances sluggish diffusion by restricting in-

terstitial and vacancy diffusion regions.

4.2 Simulation method and model details

4.2.1 Kinetic Monte Carlo simulation

The vacancy jump kinetic Monte Carlo (kMC) simulation was used to perform the

annealing process and vacancy diffusion in CrCoNi. One vacancy was introduced in

the model. In the FCC structure, vacancy will jump to one of the 12 nearest neighbor

lattice sites, and this was taken as one kMC event. The jump frequency of vacancy

was calculated as vi = v0exp
(

−∆Ei

kBT

)
, where v0 = 1× 1013 s−1 is an attempt frequency
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and taken as the typical vibrational frequency here. ∆Ei is the barrier of vacancy

jump to the nearest neighbor site i, this barrier is given by the artificial neural network

(ANN) prediction, which could significantly accelerate the kMC simulation, especially

when performing long time kMC simulations. kB is the Boltzmann constant, and T is

the absolute temperature. The incubation time for a vacancy jump was calculated as

∆tkmc = ln(1/s)∑12
i=1 vi

, where s is a random number between 0 and 1. It should be noted

that the equilibrium vacancy concentration is temperature dependent, Ceq
v = Nv

N
=∫ +∞

−∞ P (Ei
f )exp

(
− Ei

f

kBT

)
dEi

f , where Nv is the number of vacancy, N = 2916 is the

total number of atoms in the model. P (Ei
f ) is the probability of vacancy formation

energy at site i is Ei
f [125]. Therefore, the annealing time can be calculated as ta =

cv
ceqv (T )

∑
(∆tkmc), where cv = 1

N
is the actual vacancy concentration in the annealing

simulation.

4.2.2 Interstitial diffusion simulation

Interstitial was introduced in the models to perform the interstitial diffusion simu-

lations. The total number of atoms in the initial model was 2916. Periodic boundary

conditions were used along x, y, and z directions, and timestep was 0.001 ps. NPT

ensemble was adopted with temperature and pressure controlled by Nosé-Hoover ther-

mostat [126]. An atom was randomly inserted as interstitial defect and interstitial will

migrate by constantly forming new dumbbell pairs with surrounding lattice atoms. The

total time of each diffusion simulation was 1 ns, the simulation temperature was set at

T = 1200 K in order to get sufficient diffusion behavior within the limited simulation

time window. The MSD was calculated as ⟨R2(t)⟩ =
∑N

i |Ri(t)−Ri(0)|2

N
, where Ri(t) and

Ri(0) are the position vectors of atom i at time t = t and t = 0, respectively. N = 2916

is the total number of atoms in the model. Interstitial diffusivity can be evaluated by

calculating the slope of MSD – time curve. OVITO was used to visualize our simulation

results, and the WS method was used to identify the position of interstitial defects.
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4.2.3 Chemical domain structure identifying

Chemical domain structure matching analysis was used to identify all the chemical

domain structures in the models. A matching degree was defined for an atom site i as

M Id
i = max{Id,TId}

1
NId

∑NId
K=1 δα(K)β(K) in the model, where Id represents the chemical

domain motif type (e.g., motif type I: the Cr/CoNi layers are along [110] direction),

TId represents the space group operation (e.g., rotate the motif at different angles) of

chemical domain motif Id, NId represents the number of atom sites in the chemical

domain motif type Id. α(K) represents element type at site K in the chemical domain

motif, and β(K) represent the actual element type at siteK in the model. δ is Kronecker

delta, which means if α(K) = β(K), then δα(K)β(K) = 1, otherwise δα(K)β(K) = 0. When

M Id
i > 0.85, we define site i belongs to the chemical domain motif type Id. This matching

analysis method has been successfully used to find out the chemical domain structures

in our previous work [34].

4.2.4 Mesh region division

Mesh region division was used to calculate defect residence time and chemical degree

of each small mesh region. A 36 × 36 × 36 mesh was used to divide our model into

small mesh regions. We assume the chemical ordering degree P Id
k =

n
Id
k

Nk
of each mesh

region is constant during defect diffusion, where k is the index of mesh region, Id (Id= I,

II, III and Other in this work) is the chemical ordering type, nId
k is the number of type

Id atoms near mesh region k (within first nearest neighbor), Nk is the total number

of atoms near mesh region k, and 0 ≤ P Id
k ≤ 1,

∑
Id
P Id
k = 1. A conditional function

is defined as Ck(r) =

1, r(t) ∈ Ωk

0, r(t) /∈ Ωk

to count the time of defect residence in mesh k.

where r(t) is the defect (interstitial or vacancy) position at time t, Ωk is the region of

mesh k. We sample the defect position at time t, and if the defect located in the mesh

region Ωk, we count this region once. Therefore, the normalized total defect residence
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time in mesh k can be calculated as Qk = a
∫ tF

0
Ck(r(t))∆t dt, where a = n

tF
is the

normalization factor, tF =
∑n

k=1Qk is the total simulation time, n is the total number

of mesh, and ∆t is the sampling interval. It should be noted that, for the interstitial

diffusion simulation, the sampling interval ∆t = 0.5 ps is constant. However, for the

vacancy diffusion simulation, since the kMC jump time∆tkmc is not constant. the actual

residence time of vacancy in each mesh should be calculated based on the kMC jump

time. Finally, the correlation factor of defect residence time and chemical ordering type

Id region was defined as GId = a 1
n

∑n
k P

Id
k Qk. A higher correlation factor GId indicates

that defects prefer to diffuse in the chemical ordering type Id region.

4.2.5 Chemical ordering parameter

Warren–Cowley parameter αij
n = 1 − P ij

n

Cj
was used to descript the CSRO parame-

ters for all the element pairs during kMC annealing simulation and hybrid MD - MC

simulation [98], where i and j refer to the elements, and n refers to the nth nearest

neighbor. P describes the probability of occurrence of each element as a surrounding

atom, and C is the systemwide mean concentration of the corresponding element. A

positive value indicates a tendency of repulsion pairs of each other (e.g., Cr-Cr and

Co-Ni pairs have a positive parameter in this work), while negative value indicates a

tendency of attraction with each other (e.g., the Cr-Co and Cr-Ni pairs have a negative

parameter in this work). If the value equal 0, which means the i and j element pairs

are randomly distributed, and no chemical ordering existed.

4.3 Results and discussion

4.3.1 Formation of chemical structures by thermal annealing

According to the Time - Temperature - α diagram reported in our previous work,

the formation of chemical ordering structures depends on the annealing temperature
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and time [34]. Therefore, by controlling the annealing time, we can construct models

with different degree of chemical order for the investigation of chemical order impact on

interstitial and vacancy diffusion. Specifically, the isothermal annealing simulation was

performed in CrCoNi by using kMC vacancy diffusion with different annealing time

at temperature of T = 673 K, at which temperature significant growth of chemical

order is expected in a reasonable annealing time. By using the NNP, chemical ordering

structures were found in our kMC annealing simulation. All the chemical ordering

structures were identified by the chemical ordering matching analysis. Fig. 4.1 (a)

shows the distribution of chemical ordering structures in random CrCoNi model and

after annealing for 8 min, 22min, 5.5 h, 7.8h, and 10.7h, respectively, labeled as Model

1-5 in this work. The chemical ordering structures formed soon after initial annealing

simulation and increased with annealing time. Even after 8 min annealing, a certain

volume of chemical ordering structures can be found in the model. After 10 h annealing,

the volume of chemical ordering structures already occupies a large part of the model.

This is consistent with the results predicted by the Time - Temperature - α diagram.

Fig. 4.1 (b) show the distinguishing feature of three chemical ordering structures,

labeled as Motif type I, II and III in this work. The red spheres represent Cr atoms

and gray spheres represent Co and Ni atoms. The Cr-rich and Co/Ni-rich layers of the

motif structures are oriented along 110, 100 and 113 directions for type I, II and III,

respectively. Of these, type I has a pattern of Immm symmetry and Cr atoms have a

tendency to form cluster. Type II is similar to the L10 structure, where Cr atoms are

inclined to cluster in one layer and Co/Ni atoms in another. Type III is an L11 structure

where Cr atoms form cluster on the eight vertices of the motif structure. These features

of the chemical ordering structures are consistent with our previous finding by using

NNP [34].

To describe the chemical order trends during the kMC annealing simulation, we

further investigated the variations in chemical ordering parameters and chemical mo-
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Figure 4.1: (a) Distribution of chemical ordering structures after annealing for differ-
ent time. (b) Structure information of three chemical ordering motifs (the red spheres
represent Cr atoms, and the gray spheres represent Co/Ni atoms).
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tif structures volume fraction. Details of five models are summarized in Tab. 4.1.

As shown in Fig. 4.2 (a), chemical ordering parameters initially increased rapidly,

indicating the fast formation of chemical ordering structures during annealing. After

a total annealing time of about 11 h, the Cr-Cr and Co-Ni pairs exhibited a positive

chemical ordering parameter of 0.38 and 0.25, respectively, indicating a tendency of

repulsion. In the contrast, the Cr-Co and Cr-Ni pairs exhibited a negative parameter

of -0.22 and -0.14, respectively, indicating a tendency of attraction. These trends are

in agreement with the DFT results [91], showing the reliability of NNP. Fig. 4.2 (b)

shows the chemical motif structure volume fraction in the five models with different

chemical ordering degree. The volume fraction is calculated by f Id
v = mId/N , where

mId is the number of atoms belong to at least one chemical motif structure discrim-

inated by chemical ordering matching analysis and N is the total number of atoms

in the model. It should be noted that some atoms may belong to multiple chemical

ordering types concurrently. The motif type I and type II demonstrated an increase in

chemical motif structure volume fraction with annealing time, especially, the volume

fraction of motif type I structure has increased to nearly 39.6% after 10.7 h annealing,

and a large size of chemical domain structures was present in CrCoNi, while the motif

type III exhibited gradual decrease. The decrease of type III is attributed to the fact

that the motif type III is unstable and gradually decomposes with increasing annealing

time, as reported by Zhou et.al [123].

Table 4.1: Annealing time, chemical ordering structure volume fraction, and chemical
ordering parameter of Cr-Cr in five models.

Name Annealing time Volume fraction Parameter αCrCr
1

Model 1 8 min 22.2% 0.25
Model 2 22 min 33.4% 0.31
Model 3 5.5 h 37.6% 0.35
Model 4 7.8 h 39.7% 0.35
Model 5 10.7 h 51.5% 0.38
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Figure 4.2: (a) Chemical ordering parameter changes during kMC annealing simula-
tion. (b) Chemical motif structure concentrations at different annealing time, the label
“Other” represents random structures without chemical ordering.

4.3.2 Chemical ordering impact on interstitial and vacancy dif-

fusion

Interstitial diffusion MD simulation and vacancy jump kMC simulation were per-

formed in five models with different chemical ordering degree and then compared to the

random model (without chemical ordering). For the interstitial diffusion, an atom was

randomly inserted in the models, and the diffusion temperature was set to T = 1200

K to ensure that a sufficient diffusion process was obtained within a MD simulation

time of 1 ns with no significant change in chemical ordering (see Appendix B for the

chemical ordering change during diffusion simulation). For the vacancy diffusion, given

the higher migration barrier of vacancy, kMC simulations were used to investigate the

chemical ordering effect on vacancy diffusion over a suitable timescale. A vacancy was

created by deleting the atom and the kMC simulation temperature was also set to T

= 1200 K, and total 2000 vacancy jumps were performed.

Fig. 4.3 (a) - (b), (d) - (e) show the interstitial and vacancy diffusion trajectories

(red lines) in Model 5 and random model, respectively. For interstitial diffusion, the

length of trajectories in Model 5 is significantly smaller than that in the random model

for the same diffusion simulation time. For vacancy diffusion, the length of trajectories
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is similar in two models because the same number of vacancy jumps were performed,

but the time required to complete the jumps is much longer in Model 5 (see Appendix

B for the vacancy jump time). Therefore, the formation of chemical ordering reduced

interstitial and vacancy diffusion. Furthermore, we note that the distribution of in-

terstitial and vacancy diffusion trajectories is inhomogeneous in Model 5, whereas it

is more random in the random model. This suggests that chemical ordering may also

affect diffusion regions. Details will be discussed in the next section. To quantify the

diffusion of interstitial and vacancy, the average mean squared displacement (MSD) of

interstitial and vacancy were calculated for all models and the slope of the MSD-time

curves were used to calculate diffusivity. Fig. 4.3 (c), (f) show the MSD results of

the interstitial and vacancy, respectively. The diffusivity of interstitial and vacancy in

all the models are calculated and summarized in Tab. 4.2. Obviously, all the chemical

ordering models show lower MSD slopes compared to the random model, and the MSD

slopes decreased with increasing chemical ordering (annealing time). Specifically, in

the random model, the interstitial and vacancy diffusivity were calculated to be 3.6 ×

10−10 m2/s and 8.8 × 10−14 m2/s, respectively. while in the Model 5, the interstitial

and vacancy diffusivity were calculated to be only 2.0 × 10−10 m2/s and 3.1 × 1014

m2/s, respectively. It is clear that chemical ordering model shows much slower inter-

stitial and vacancy diffusivity compared with the random model, the chemical ordering

structures formed after annealing efficiently reduced the interstitial and vacancy dif-

fusion, promoting a strong sluggish diffusion effect, and this effect increases with the

chemical ordering degree.

4.3.3 Relationship between chemical ordering structures and

diffusion region

To validate our hypothesis that the chemical ordering structures in the annealed

models can restrict interstitial and vacancy diffusion region, we performed additional
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Table 4.2: Interstitial and vacancy diffusivity in all models.
Name Interstitial diffusivity

(m2/s)
Vacancy diffusivity

(m2/s)
Random 5 3.6 × 10−10 8.8 × 10−14

Model 1 2.9 × 10−10 5.1 × 10−14

Model 2 2.7 × 10−10 4.2 × 10−14

Model 3 2.4 × 10−10 3.4 × 10−14

Model 4 2.3 × 10−10 3.3 × 10−14

Model 5 2.0 × 10−10 3.1 × 10−14

diffusion simulations to investigate the correlation between interstitial or vacancy diffu-

sion region and the distribution of chemical ordering structures. Specifically, we carried

out 50 independent interstitial and vacancy diffusion simulations in Model 5 and ran-

dom model for comparison (see Appendix B for the results of random model), with

each simulation from different initial interstitial or vacancy positions. The mesh region

division was used to calculated interstitial and vacancy residence density in each small

mesh region and the chemical ordering degree of each small mesh region. It should

be noted that since the interstitial forms a dumbbell pair structure during diffusion,

the mass center of the dumbbell pairs was used as the position of interstitial. In addi-

tion, we guess that the average interstitial and vacancy formation energies depend on

the chemical ordering structures, which will affect the residence time during diffusion.

Therefore, interstitial and vacancy formation energy were also calculated in both mod-

els by Ef
defect = Edefect −Eperfect ±µ, where Ef

defect is the formation energy of interstitial

or vacancy, Edefect is the total energy with interstitial or vacancy, Eperfect is the total

energy without defect and µ is the chemical potential of interstitial or vacancy atom

(see Appendix B for interstitial and vacancy formation energy distributions). In or-

der to avoid the influence of small model sizes or possibly specific structures on the

results, we annealed three samples with different initial structures to a same chemical

ordering degree (same degree as Model 5) and repeated the interstitial and vacancy

diffusion simulations. In addition, the same simulations were performed in the models
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Figure 4.3: (a)-(b) Interstitial diffusion trajectories (red lines) in Model 5 and random
model, respectively. (c) The MSD- time curve of interstitial in all models. (d)-(e)
Vacancy diffusion trajectories in Model 5 and random model, respectively. (f) The
MSD-time curve of vacancy in all models.

with lower chemical ordering degree (same degree as Model 3), details are described in

Appendix B.

Fig. 4.4 (a) and (b) show one slice of chemical ordering degree P Id
k of type I

and other (no chemical ordering) structures contour map in the Model 5, respectively.

Since the Model 5 forms mainly chemical ordering type I structure, here we focus

only on its the chemical ordering degree. Fig. 4.4 (c) and (d) show one slice of the

interstitial and vacancy residence density Qk contour maps in the Model 5, respectively.

The higher residence density represents that interstitial and vacancy prefer to stay and

diffuse in this region. To ensure that 50 independent diffusion simulations is sufficient to

obtain interstitial and vacancy residence density information, we checked the root mean

square error (RMSE) of the density results, which indicates that 50 separate diffusion

simulations had converged (details can be found in the Appendix B). The residence

density results show that the distribution of interstitial and vacancy residence density

is inhomogeneous in the Model 5, with higher residence density in certain regions in
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particular, indicating that interstitial and vacancy tend to diffuse preferentially in these

regions. In contrast, the residence density in the random model is more homogeneous,

with defects showing random diffusion in each region (see Appendix B for residence

density in the random model). By comparing the interstitial and vacancy residence

density maps and the chemical ordering degree of type I and other structures regions,

a large overlap between the mesh region with higher interstitial and vacancy residence

density and the mesh region with higher chemical ordering degree of other structures

was found, suggesting that defect tend to diffuse in regions without chemical ordering

structures (random structure). In other words, the formation of chemical ordering

structures can restrict defect diffusion region. Finally, the interstitial and vacancy

formation energy were calculated and shown in Fig. 4.4 (e) and (f), respectively. We

found that the interstitial and vacancy formation energy are higher in the region where

chemical ordering structures is formed, and interstitial and vacancy tend to diffuse in

the regions without chemical ordering, which explains why chemical ordering structures

can restrict interstitial and vacancy diffusion regions.

To quantify the relationship between interstitial and vacancy diffusion regions and

the distribution of chemical ordering structures, the average correlation factors be-

tween chemical ordering degree P Id
k and residence density Qk was calculated as GId =

a 1
n

∑n
k P

Id
k Qk. The correlation factors of interstitial (vacancy) for type I and other

structures were calculated as 0.33 0.32) and 0.59 (0.62), respectively. The interstitial

and vacancy residence densities are significantly more correlated with the other struc-

tures, which also proves that interstitial and vacancy prefer to diffuse in the region

without chemical ordering structures. Therefore, all these results further confirm that

the formation of chemical ordering structures in Model 5 leads to the inhomogeneous

distribution of interstitial and vacancy diffusion trajectories, as previously shown in

Fig. 4.3 (a) and Fig. 4.4 (a). In summary, our interstitial and vacancy diffusion

simulation results demonstrate that the chemical ordering structures formed after an-

80



nealing in CrCoNi lead to the sluggish diffusion phenomenon. One of the key reasons

for the sluggish diffusion is the restriction of the defect diffusion region caused by the

formation of chemical ordering structures.

Figure 4.4: (a) - (b) Slice of chemical degree distribution contours of chemical ordering
type I and other structures in the Model 5, respectively. (c)-(d) Slice of interstitial and
vacancy residence density contours in the Model 5, respectively. The average correlation
factors between chemical ordering degree of type I and other and interstitial (vacancy)
residence density were calculated as 0.33 (0.32) and 0.59 (0.62), respectively. (e) - (f)
Slice of interstitial and vacancy formation energy contours in the Model 5, respectively.
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4.3.4 Diffusion driving force from annealing and operating tem-

perature difference

Interstitial and vacancy diffusion are only the possible processes of change of chemi-

cal ordering. Whenever if the current chemical structure is not the equilibrium structure

of the operating temperature of considering H/MEA, there always exist a driving force

toward the equilibrium structure, which enhances the interstitial and vacancy diffusion.

Therefore, the difference between the annealing temperature T a and the operating tem-

perature T o provides the driving force for defect diffusion. Specifically, in this work,

the model (Model 5) was annealed to equilibrium at T a = 673 K and chemical ordering

structures have formed inside, while the interstitial and vacancy diffusion simulations

were performed at higher temperature T o = 1200 K. Since the chemical ordering struc-

tures are reduced at high temperature equilibrium, interstitial and vacancy diffusion is

excited at higher operating temperature (T o > T a) and destroys the existing chemical

ordering structures to reach the equilibrium at the operating temperature with reducing

free energy at the operating temperature. When operating temperature is lower than

annealing temperature (T o < T a), interstitial and vacancy diffusion is excited again

and forms further chemical ordering to reach equilibrium at the operating temperature

also with reducing free energy at the operating temperature.

The above discussion can be understood by the schematic diagram of the relation-

ship between chemical ordering degree αij
n change and annealing temperature T a and

operating temperature T o, shown in Fig. 4.5, which is based on the “time – tem-

perature – chemical-ordering-degree” diagram [34]. The C-shaped curves in Fig. 4.5

represent constant chemical ordering degree with different annealing time and temper-

ature. The red arrows show the case of T o > T a. In this case, the system can quickly

reach the thermal equilibrium by exiting intestinal and vacancy diffusion because of

high-speed diffusion at such high temperature. The green allows show the case of

T o < T a. In this case, the system tends to form more chemical ordering to reach the
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equilibrium structure of the operating temperature by exiting intestinal and vacancy

diffusion. It may need certain time because of the slow diffusion at the low operating

temperature even excited by the driving force.

Figure 4.5: Schematic diagram of the relationship between chemical ordering degree
αij
n change and annealing temperature T a and operating temperature T a. The same

C-shaped curve represents the same chemical ordering degree. The longer the annealing
time or the lower the annealing temperature, the higher the chemical ordering degree.

4.4 Conclusion

With the progress of research on the properties of H/MEAs, the effect of chemical

ordering on their performances has gradually attracted attention. A lot of works has

been done to investigate the chemical ordering effect on diffusion. According to cur-

rent research results, it is widely believed that the formation of chemical ordering can

suppress the diffusion behavior of internal defects, known as the sluggish diffusion ef-

fect [26]. Generally, the effect of chemical ordering on defect diffusion mainly lies in the

diffusion barrier and diffusion correlation coefficient. For example, the MD simulation
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result concluded that the change of diffusion barrier will lead to the vacancy trapping

effect in CrCoNi and NbMoTa HEAs [127]. Meanwhile, the DFT calculation shows

that chemical ordered structure in NiFe alloy will reduce defect jump frequencies and

correlation factors, and diffusion in the ordered structure is slower [118]. The study on

the effect of chemical ordering on the behavior of irradiation-induced defects also proves

that chemical ordering structures can effectively slow down the defects evolution [97].

However, exactly how chemical ordering affects the migration behavior of defects has

not been carefully explored.

In this work, the relationship between interstitial or vacancy diffusion and chemical

ordering structures is investigated by simulations. The results indicate that, intersti-

tial and vacancy prefer to diffuse in the region without chemical ordering structures

and show sluggish diffusion phenomenon. On the other hand, the difference between

annealing temperature and operating temperature will drive defect diffusion to change

chemical ordering degree. Additional energy is required when diffusion destroys the

chemical ordering structures. This will not only reduce interstitial and vacancy diffu-

sivity by restrict diffusion region, but also increase diffusion barrier. In summary, we

investigate the chemical ordering structure and its effect on interstitial and vacancy

diffusion in CrCoNi. Our results in this chapter can be concluded as following:

• Chemical ordering structure will form in CrCoNi after annealing at certain tem-

perature and some specific structures are able to form large size chemical domain

structures. These chemical ordering structures could effectively slow down defect

diffusion and lead to the sluggish diffusion phenomenon in CrCoNi.

• The mesh region division results show that interstitial and vacancy prefer to

diffuse in the region without chemical ordering structure, as additional energy is

required to break the chemical ordering structures. The formation of chemical

ordering structures can restrict interstitial and vacancy diffusion regions.
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• We proposed a schematic diagram of the effect of the difference between an-

nealing and operating temperature on diffusion, which will drive interstitial and

vacancy diffusion to change the chemical ordering degree and thus influence dif-

fusion. These results provide help for the study of chemical ordering effect and

defect diffusion dynamics in complex alloys and have a new understanding of the

mechanism of sluggish diffusion effect in H/MEA.
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Chapter 5

Conclusion and outlook
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5.1 Main conclusion of this dissertation

In this dissertation, we focused on studying the radiation resistance of high/medium

entropy alloys (H/MEAs) by multiple simulation methods. H/MEAs as new proposed

materials have attracted extensive attention because of their outstanding properties,

such as high strength, high tensile ductility and good corrosion. In contrast to tradi-

tional alloys, which contain only one or two principal elements, H/MEAs contain more

principal elements, the properties of H/MEAs can also be greatly improved by adjusting

the types and proportions of elements. In particular, their excellent radiation resistance

makes them possible to be applied to the development of the next-generation nuclear

energy and contributes to the development of sustainable energy sources. However, the

mechanism of radiation resistance and defect behavior of H/MEAs have not been fully

understood at the atomic scale, especially the high-temperature working conditions will

bring another challenge for the H/MEAs as a material to be used in nuclear facilities.

In order to better understand the properties of H/MEAs and facilitate the de-

velopment of high-performance H/MEAs, we have used a variety of atomic simulation

methods, including density function theory (DFT), molecular dynamic (MD) and Monte

Carlo (MC) to systematically study the surface radiation resistance and internal defects

evolution of CoNiCrFeMn HEA. We have also further studied the chemical ordering ef-

fect on the radiation resistance of CoNiCrFeMn HEA, as well as the chemical domain

structure in CrCoNi MEA and its effect on defect diffusion behavior. It is hoped that

our work will provide theoretical guidance on the understanding of the radiation re-

sistance of H/MEAs and the motions of irradiation defects, thus contributing to the

future design of materials with better radiation resistance and the development of other

materials with superior properties.

In Chapter 1, we briefly introduced the definition and the special properties of

H/MEAs. Several commonly used simulation methods are presented and it is suggested

how they can be used to address the key issue in the research of H/MEAs. The structure
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of this dissertation is also explained.

In Chapter 2, surface radiation results show that compared to pure Ni, CoNiCrFeMn

HEA has less defects during a single primary knock-on atom (PKA) process, and the

average depth of defects distribution is shallower. For the consecutive radiation bom-

bardments, CoNiCrFeMn HEA also exhibits much higher surface radiation resistance.

Even under extreme irradiation flux, the number of defects in CoNiCrFeMn HEA is

much less and stable, appearing to be insensitive to the number of bombardments and

suggesting good surface radiation resistance, while in the pure Ni, the formation of dis-

location will lead to a boost of defects. As for the internal radiation results, compared

to pure Ni, less defects are produced in the CoNiCrFeMn HEA. Only a few small dislo-

cations are observed, and the length of dislocation is also small. The interstitial cluster

have much smaller mean free path (MFP) and exhibit a 3-D motion during migration.

Specially, for an interstitial cluster containing 10 atoms, the MFP was reduced over 40

times compared to that in pure Ni. The small MFP and 3-D motion of interstitial clus-

ter in HEA will increase the opportunity of recombination of interstitial and vacancy,

which may explain the mechanism of good radiation resistance in CoNiCrFeMn HEA.

In Chapter 3, we focused on the chemical ordering effect on the radiation resistance

of CoNiCrFeMn HEA. H/MEAs have generally been considered to occupy a random

solid solution state, but the degree of randomness of the distribution of atoms in HEAs

remains to be fully determined. Some studies have reported that chemical short-range

order (CSRO) structure was expected to develop after HEAs annealing at a particular

temperature, with possibly significant impacts on the HEAs structural stability and

mechanical properties. Therefore, we further studied the chemical ordering of CoNi-

CrFeMn HEA and its effect on radiation resistance. The hybrid MD–MC annealing

simulations at various temperatures followed by MD irradiation simulations are per-

formed to the annealed samples. The annealing simulation results show that an initial

stage Cr-rich region will form in CoNiCrFeMn HEA at a lower temperature of 600 K;
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whereas, annealing at a higher temperature of 1100 K will form a chemical short-range

order (CSRO). MD radiation damage simulation shows that the Cr-rich region acceler-

ates the aggregation and evolution of defects, facilitating more dislocation formation,

and the radiation resistance of CoNiCrFeMn HEA is reduced. On the other hand, the

CSRO effectively delays the growth of defect number and tends to reduce the disloca-

tion density and defect diffusion, suggesting enhanced radiation resistance. However,

the enhanced radiation resistance did not persist long because that the CSRO structure

will be destroyed by radiation damage. Therefore, the chemical structures of HEAs in-

cluding CSRO and its formation temperature should be carefully evaluated, especially

when it is used as a radiation resistance material at various working temperature. We

also propose a CSRO radiation damage – diffusion healing competition model, which

demonstrates that the CSRO and the key anti-damage mechanisms can be maintained

at the working temperature of 1100K under a relatively lower damage rate. If we can

tune the CSRO formation temperature to the working temperature by controlling the

chemical composition of a HEA, we may obtain high radiation resistance for an ex-

tended period. These results can help us to better understand and design radiation

resistance HEAs with CSRO enhanced effect.

In Chapter 4, chemical ordering structure and its effect on interstitial and vacancy

diffusion are studied in CrCoNi MEA. Defect diffusion has always been a very impor-

tant foundation issue in the materials science, which has a great impact on materials

properties, such as plastic deformation, high temperature strength and creep properties.

Especially in the irradiation environment, a large number of defects will be formed after

irradiation damage, and the defect diffusion behavior will affect defect recombination,

damage accumulation, defect evolution, and finally change the mechanical properties

of materials. Therefore, the properties of material are closely related to the diffusion

dynamics and changing atomic diffusion behavior can also be used to improve the radi-

ation resistance of H/MEAs. In this work, a machine learning neural network potential
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(NNP) based on the DFT training dataset is used to accurately describe interatomic

interactions in CrCoNi MEA. After annealing below 800 K, long-range chemical do-

main structures have been proved to be formed in CrCoNi MEA. Interstitial diffusion

and vacancy jump kinetic Monte Carlo (kMC) simulations are performed to investi-

gate the impact of chemical ordering structures on defect diffusion in CrCoNi MEA.

Diffusion results show that the formation of chemical ordering structures could reduce

interstitial and vacancy diffusion trajectories and mean squared displacement (MSD),

which will lead to the sluggish diffusion phenomenon. The mesh region division was

used to investigate the correlation between interstitial or vacancy diffusion region and

the distribution of chemical ordering structures. Our results show that chemical order-

ing structures could limit interstitial and vacancy diffusion region and lead to sluggish

diffusion, which may delay the evolution of defect and promotes the recombination of

interstitial and vacancy defects, thereby improving the radiation resistance.

5.2 Outlook of future research

This dissertation presents a variety of simulation methods to investigate the re-

sponse of H/MEAs to radiation damage and the motion of radiation defects, which is

expected to provide theoretical guidance for the design of next-generation nuclear mate-

rials. However, further validation of the simulation results with experimental results is

desired in the further. In addition, the defects produced by irradiation damage are com-

plex and only the motion of interstitial and vacancy simple point defects in H/MEAs

are investigated in this dissertation. The generation of some high-dimensional defects

and their effect on the properties of H/MEAs need to be further investigated, such as

the movement of dislocations and the possibility of phase transitions occurring during

radiation damage. Finally, due to the limitations of computational performance, the

model size and simulation time are still limited to a small range of scales. It remains
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a challenge to study higher levels of radiation damage in large models and over longer

time scale. In the further, it is expected that new simulation method will be developed

to address these issues and provides more accurate and effective simulation results.
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Appendix A

Verification of quality of potential in Ni-Mn alloys:
In order to verify the quality of potential, we performed an additional MD–MC

annealing simulation works for Ni-Mn alloys. Fig. A.1 showed the results in Ni-Mn

alloy after annealing simulation at T= 600 K, and it is obvious that our potential could

successfully predict the L10 order structure of Ni-Mn alloy.

Figure A.1: Ni-Mn alloy structure after MD–MC annealing, (a) random Ni-Mn and
(b) L10 Ni-Mn. A 3 × 3 × 3 supercell contains 108 atoms was used to perform the
annealing simulation at T = 600K, with an average of 10 swaps per atom.

Interstitial dumbbell migration barrier by DFT:
Nudged elastic band method ([The Journal of chemical physics 113.22 (2000):

9901-9904.], [The Journal of chemical physics 113.22 (2000): 9978-9985.]) was used to

identify the interstitial dumbbells migration paths and migration energy barrier. The

energy and force convergence criterion were set as 10−6 eV and 10−2 eV/Å respectively

([Physical Review Materials 2.1 (2018): 013602.]). The interstitial dumbbells migration

paths were shown in Fig. A.2. Interstitial dumbbell migration barriers in equal-atomic

model and Cr-rich model were calculated as 0.76 eV and 0.44 eV, respectively. Higher

Cr concentration leads to lower interstitial dumbbell migration barrier, which will cause

faster migration of interstitial in Cr-rich regions.
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Figure A.2: Migration process of interstitial dumbbell. (a) Initial state, (b) transition
state, (c)final state. A 3 × 3 × 3 supercell contains 108 atoms was used to perform the
migration barrier calculation, the energy cutoff was set to be 350 eV, and 4 × 4 × 4
k-points mesh was used.

CSRO relaxation and destroying timescale:
The relaxation of the CSRO consists of thermally activated events, such as atoms

diffusion by vacancy and interstitial. However, the relaxation of the CSRO, in other

words, changing the chemical ordering, requires vast number of atoms jumps, and thus

even at T = 1100 K it takes much longer time than the time for generating damage

(destroying CSRO) by the bombardment. Actually, Zhang et al. aged the CrCoNi

MEA for 120 hours followed by furnace cooling, and then observed the formation of

SRO ([Nature 581.7808 (2020): 283-287]). The experiments results showed that the

relaxation of CSRO during annealing in HEA/MEA is a slow process. As for the radi-

ation bombardment effect, the whole radiation process is very rapid, and the radiation

bombardment could quickly destroy the CSRO. Fig. A.3 (a) showed the PKA process

in CoNiCrFeMn HEA with the energy of 5000 eV, the number of defects reached the

peak at around 0.3 ps, and all the atoms in radiation region were immediately melted

due to the high-energy particle bombardment. After about 10 ps, all the atoms in

radiation region will rearrange through cooling and recrystallization. Additionally, our

previous work had studied the time scale of CSRO formation through vacancy jumps

[ Computational Materials Science 198 (2021): 110670.], according to the TTC (time-

temperature-CSRO) curve, the formation of certain degree of CSRO at 700 K (the
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irradiation temperature) should require 103–104 atoms jump with the vacancy con-

centration of 10−3. Here, we also roughly estimated the time scale of CSRO formation

through interstitial jumps. Fig. A.3 (b) showed the activation energy∆G(T ) distribu-

tion of interstitial jumps through the dumbbell model, the time of jump i is predicted as

ti = t0exp
[
−∆G(T )

kBT

]
, where kB is the Boltzmann constant, and t0 = 1 × 10−13s. There-

fore, the average time of each interstitial jump can be estimated as t̄ =
∑N

i ti/N ≈

3.7 × 10−9s. Consider the interstitial concentration (0.4%) during irradiation, we can

simply estimate the time required to form a certain degree of CSRO by interstitial

jumps should be around 10−6∼10−5s. Hence the time scales of relaxing and destroying

CSRO by radiation bombardment is totally different with the order of 103∼104 times

or more, in other words, there is almost no nonlinear time-scale interaction between

these phenomena and thus we can consider separately.

Figure A.3: (a) Number of defects during PKA simulations with 3000 eV energy in
CoNiCrFeMn HEA, and (b) activation barriers of interstitial jumps through dumbbell
model.
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Appendix B

Chemical ordering degree change during interstitial diffusion
simulation:

In order to ensure that there was no significant change in chemical ordering during

the interstitial diffusion simulation, we checked the Warren-Cowley parameter during

simulation. Fig. B.1 shows the chemical ordering parameters of all the element pairs.

It is clear that only small fluctuations in the chemical ordering values occurred, and

therefore it is believed that there will be no chemical ordering changes will have an

impact on the diffusion results.

Figure B.1: Chemical ordering parameters change during interstitial diffusion.

Vacancy jump time in the order and random models:
For the kMC vacancy jump simulation, the time required for each vacancy jump in

the chemical ordering model and random model are different. Fig. B.2 (a), (b) shows

the distribution of time for vacancy jump once in the Model 5 and random models.

In the Model 5 model (with chemical ordering structures), the time distribution is

significantly wider and the average time for a vacancy jump once is much longer than

in the random model. Therefore, vacancy diffusivity in Model 5 is slower than in the
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random model.

Figure B.2: Distribution of the time for vacancy jump once in the (a) Model 5 and
(b) random model.

Interstitial and vacancy formation energy in Model 5 and ran-
dom model:

Interstitial and vacancy formation energy were calculated and shown in Fig. B.3

(a), (b). In Model 5 (with chemical ordering), the average interstitial and vacancy

formation energies are both higher than in the random model. Thus, the formation of

chemical ordering structures can restrict interstitial and vacancy diffusion.

Figure B.3: Distribution of (a) interstitial and (b) vacancy formation energy in Sample
5 and (b) random model.

Chemical ordering degree, interstitial and vacancy residence
density, and interstitial and vacancy formation energy in the
random model:
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For comparison, 50 independent interstitial and vacancy diffusion simulations were

performed in the random model. Fig. B.4 (a), (b) show one slice of the chemical

ordering degree P Id
k of type I and other structures contour maps, respectively. Almost all

atoms are presented as other structures, showing a random distribution. Fig. B.4 (c),

(d) show one slice of the interstitial and vacancy residence density Qk contour maps,

respectively. The distribution of interstitial and vacancy diffusion regions also showing

random, with no clear preference diffusion regions. The average correlation factors

GId of interstitial (vacancy) for diffusion in type I and other structures were calculated

as 0.01 (0.01) and 0.95 (0.94), respectively. Fig. B.4 (e), (f) show interstitial and

vacancy formation energy contour maps, respectively. Compared with Model 5, the

formation energy magnitudes are more evenly distributed, without significant difference.

Therefore, the diffusion regions of interstitial and vacancy are also more uniformly

distributed.

Chemical ordering degree distribution and interstitial and va-
cancy residence density in other models with the similar chem-
ical degree to Model 5:

In order to avoid the model size effect, 3 different initial structure models are used

to performed the annealing simulation and interstitial and vacancy diffusion simulation.

Fig. B.5 show the results of remaining two models (labeled as Model 5-2 and Model

5-3, respectively) with similar chemical ordering degree to Model 5. One slice of chemi-

cal ordering degree of type I and other structures, and interstitial and vacancy diffusion

residence density maps are shown, respectively. The average correlation factors GId be-

tween type I and other and interstitial (vacancy) were calculated as 0.33 (0.24) and 0.48

(0.60) in Model 5-2, 0.42 (0.32) and 0.48 (0.62) in Model 5-3, respectively. Therefore,

the results also show that defects prefer to diffuse in regions without chemical ordering

structures, in other words, the formation of chemical ordering structures could restrict

defect diffusion regions.
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Figure B.4: (a) - (b) Slice of chemical degree distribution contours of chemical or-
dering type I and other structures in the random model, respectively. (c) - (d) Slice
of interstitial and vacancy residence density contours in the random model, respec-
tively. The correlation factor between chemical ordering degree of type I and other and
interstitial (vacancy) residence density was calculated as 0.01 (0.01) and 0.95 (0.94),
respectively. (e) - (f) Slice of interstitial and vacancy formation energy contours in the
random model, respectively.

98



Fi
gu

re
B

.5
:

Sl
ic
e
of

ch
em

ic
al

de
gr
ee

di
st
rib

ut
io
n

co
nt
ou

rs
of

ch
em

ic
al

or
de
rin

g
ty
pe

I
an

d
ot
he
r
st
ru
ct
ur
es
,
an

d
sli
ce

of
in
te
rs
tit

ia
la

nd
va
ca
nc
y
re
sid

en
ce

de
ns
ity

co
nt
ou

rs
in

th
e
M
od

el
5-
2
an

d
M
od

el
5-
3,

re
sp
ec
tiv

el
y.

T
he

co
rr
el
at
io
n
fa
ct
or

be
tw

ee
n

ch
em

ic
al

or
de
rin

g
de
gr
ee

of
ty
pe

Ia
nd

ot
he
r
an

d
in
te
rs
tit

ia
l(

va
ca
nc
y)

re
sid

en
ce

de
ns
ity

wa
s
ca
lc
ul
at
ed

as
0.
33

(0
.2
4)

an
d
0.
48

(0
.6
0)

in
M
od

el
5-
2,

0.
42

(0
.3
2)

an
d
0.
48

(0
.6
2)

in
M
od

el
5-
3,

re
sp
ec
tiv

el
y.

99



Chemical ordering degree distribution and interstitial and va-
cancy residence density in the Model 3 (lower chemical ordering
degree):

In order to confirm that chemical ordering structure restrict defect diffusion regions

not due to the specific chemical ordering degree, 3 different initial structure models

(labeled as Model 3-1, Model 3-2, and Model 3-3) with less annealing time (Model 3 with

lower chemical ordering degree) are used to perform the same interstitial and vacancy

diffusion simulations. Fig. B.6 one slice of the chemical ordering degree distribution of

type I and other structures, and interstitial and vacancy residence density, respectively.

Due to the reduction of the chemical ordering structures, a less restrictive effect on

defect diffusion can be expected, and direct comparison of the results may not be

able to get the correlation between diffusion region and the chemical ordering degree.

Therefore, the average correlation factors for defects diffusion in different structures

are calculated, and the correlation factor GId between type I and other and interstitial

(vacancy) were calculated as 0.20 (0.18) and 0.67 (0.70) in Model 3-1, 0.25 (0.23) and

0.60 (0.66) in Model 3-2, 0.27 (0.27) and 0.60 (0.62) in Model 3-3, respectively. The

results still support that chemical ordering structures could restrict defect diffusion

regions.
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Root mean squared error (RMSE) of defect residence density:
In order to capture the characteristics of defect diffusion in different region of mod-

els, a sufficient number of diffusion simulations is necessary. To conform that 50 defect

diffusion simulations with different initial defect positions are enough to illustrate de-

fect diffusion characteristics, we also checked the convergence of the root mean squared

error (RMSE) of the defect diffusion density with the number of simulations by:

RMSE =

√∑N
k=1 |Qk −Q|2

N
(1)

where N is the total number of small mesh region, Qk is the defect residence time in

mesh k, and Q is the real defect residence time in each mesh. As shown in Fig. B.7,

50 times of simulations have been converged and are able to accurately reflect defect

characteristics.

Figure B.7: Root mean squared error (RMSE) of the defect diffusion density with the
number of simulations.
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