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IS B IR A T —

BEE BEL2Y AR EFL ORA Wit BE AR

ZftH 2022F3R100, H§kH 2022F7/A5H8

BEE AT, KREERIIDERRY T — 4% A M) — A28 2 Hl#HEFHFETH D C-CasT 122
W%, C-Cast iE, il (Controlled sequence), BIfEES, BAEREOZER THEK S LD HIH
ISERERII T — 5 26, HIHEORRIING - 25252 LT, /X5 —HOBRIZED  E# ]
MEFHEERT L. L0 EANIE, BEESFBIUCBEELZZETEL L) 1B AT L EEERL,
FHIS ARG T — 7 2 @ISR AT L0 LTETIMET 52 8T, EER/NY — VR /8% —
COBREYFRICEBRT L. REFTHRE, (a) fIEICERRYT -7 A M) — A0 BEELFERRL,
e EFALL TWLBTERN RN — 03y — V ERZ SR, O HEIICEEER L, (b) [k flHE v
WEEHT L, 61, EFHEE () T—FA M) —2DORSIKFELEV., ETF—F 2 HWERT
X, REFEPHHISERERTT—F A M) —20OHmpLEERRRIISY — 25811, Hl#HsFille
EREEICAT) SR MERR L. S 510, RFOBATEL B L RIELREER LaZR L, €OFHEHE
7= 7Y A KIS, BAICEET 2 2 & 2 LML 7

XF—T—= R BERFIT—F A M) — 4, HlfHE, FRTH

Real-time Forecasting of Time-evolving Controlled Sequence
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Abstract: Given a large collection of complex data sequences of control response, which consists of multi-
ple attributes (e.g., Controlled sequence, Operation signal, Manipulated sequence), how can we effectively
predict future controlled sequence? In this paper, we present C-CAST, an efficient and effective method for
forecasting time-evolving data streams of control response. Our proposed method has the following prop-
erties: (a) Adaptive: it captures important time-evolving patterns and discontinuity in time-evolving data
streams of control response. (b) Effective: it enables real-time controlled sequence forecasting. (c) Scalable:
our algorithm does not depend on data size, and thus is applicable to very large sequences. Extensive experi-
ments on a real dataset demonstrate that C-CAST consistently outperforms the best existing state-of-the-art
methods as regards accuracy, and the execution speed is sufficiently fast.

Keywords: time series, controlled sequence, real-time forecasting
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1. F¥AHVE

FHO T v N OFFEHE, RATHEO LG, BEIEFE O
B HERIGE, TR - T3 oKy boFaEhfil#He &, Hi
SRS B B R &2 B A 7 A (Dynamic System) & L
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TETWVLET 2 ETVFUIHIEH (MPC : Model Predictive
Control) [1], [2] 1%, #Z DB THEASIERE L TV 5.
ZOFTEETIE, FHEIL22H#EE (Controlled sequence)
IZEEDSWCBIEO B FE 2T 5 2 & T, KRoHlHE
VAT LAOBEE =BT D L) IHEY R LRa#EL 2T

L2 L, MPCIZHIEHRIZFMET VAFLET ST &
ZHIRE LTEBD, EFTMLEIN TR WEEIE MPC %
EHTE . 20729, HIEHRONTEEHIEHETSH
% B R W SRR SRE T E 25 (BITENAE M
Bz &) ne&Enss, 7 MVEPHEED L IZET Y
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LICD 0% A MDBREL LD, ZOL) BEBAEICIBV
T, HHxT R DE T MEAARETH 5 PID il [3] A3EH
END. ZOfGMEL, S PID Hl#lo @ #FIE MPC X b
bRV, — 5 TPID fl#IIHEOR I % b L ICHERE%
e H7:0, FHMEZ T 2556 & XA CTHIE o SOt
FTICEEM D200, FEE L TEofl#EERkIE MPC 12
BD. DL BHENRIIBNT, T 250FEH|C
Lo TREROHEHEDO FRATRETHIUL, PID Hlf#HTiX
7  HIEMEREO B MPC 2@ R 2 5. 22T, i
F, FEFET IO L L8l Eo CET VT
HHOHIEI IS T > T 5 [4], [5]. FHEROEE A
KIEIZH B L7222 & 28, o PIVERR A T3
B0 AT AOHIH, SHIERELREFELET
% IS EA~ OISR S T3 (6], [7], [8], [9).

Fro, MR D S5 5 N2 B E R RY) T —
F1E, FHEOWERPHEEH M L o TRR LRSS —
RO, Fo, BEICERISRETREL NS @ENE
AR &) R ETHE, TNO ORI — VI
LHRAERIIFIACE RV, MA T, THEFEOEENE
DY FrbIZL b 7o TEMEE T PEEE TR S LS
HERE S AYEAL L, B9 & IZHIEE AR Z LT 5.
ZFO7, RROHIEEZ EMICTIT 5720121, 448
FFICEEDVTHERIINY - D2 BB L L2 50
EZhbsb, L CZOBRICHuEREFMHTLILI3TE
v, L72dSo T, BEOT— IS LT, HIBISE KR
BT =5 MO RERYIS Y — v % TR OB ICHEE L, HE
5E L72RERFN Y — B ANME T 12D W T ) Bz 5 2
ETHIHEZ TS 205 DN H 5.

22T, KX TIEETMEPHEETH 5 THEEEY
e LzHEHETHNTETH S C-CasTt 2 IRET 5.
C-CAST 3B Y AT L OB &% IR L, JEMES 2
ZERERBICRIENN S AT AR HHT A2 LT, H#S
BT =8 ORERY8Y — > (RWFFETIE, “L Y —47 LI
A) RNy — UERERRICEBT S, X0 BRI,
UTFoMEERS .

HEE X = {el),....2()) BLOWBES Z =
{z(1),...,2(te), z(tc + 1),...,2(t. + 1)} D’HG 2 BN
L&, HEH t. S 1y ATy ThROGIHE x(t. +
) FMl+5. Tok&, ZI& BEES Sig =
{sig(1),...,sig(t.),sig(tc + 1),...,sig(t. + 1)} BLV
BERE U = {u(l),...,ute),ulte +1),...,ulte + 1)}
LRSS,

1.1 E&pl
B 1 13dH 5 LHEEEOHIEICER R T — 7 12B1F 5,
C-CasT EGETHEOHRITOBTF 21 L2 DTH 5,
B 1(a)-B 1(c) x4t TS n7r—25 ofilils
(o), BEES (HFaof), Hrs (Lol %
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RLTBY, B 2ITRT 320y TNy — 0 TR S
NCTWwanb, 72721, WH3,400 £ TII Ny — 2 1 BLUN
¥ —r2DAPEEN, BF 3,400 DR ZNSITMZ T
INF =V 3NEEND. BEA 3,400 FTOT— ¥ R T
DB, W 3,400 DD T -4 %27 A b TF—F &
LTHWS Z T, BEFEPKRADO (HFHERD L2 V)
Y — xb LTI L, REROHIEE % 7T RE
THHIEZRLTVES,

B 1(d)-1H 1(f) 1F, B 1(a)-(c) DA 3,400 LK D 4
DORLLEINCBITH, C-CasT B L OHEATHED T
L7zb5 A7y 7hREOHHEZRLTWE. 22T, Bo
FIIHEFEOFUHIEHEZ, IKEOKIEE) DVFVT—%
DOl = R

B 1(d) 253 & 912, I—EFEIH /=35 — >~k
WZHEIS L, SMEBES A BB L TNy — BB ETIT A S
ET, N oBRIZEL R lMEoA LA B L UA
BT 2&t, FROFIMEEZ EMICTFITETHE. —7,
1(e) &1, SSDNet (&, FEHT = ITHIEL RWRHD
Ny =2 3OHlHEE FMTES, HEIRKEIETFLT
WEZEDHERTE A, FRRIC, M 1(f) £, OrbitMap
&, Y-V BBOYA IV T RBSTCTHLIZD, T
HFERN D AN I DBEGEENDL D05,

1.2 K@WMXDOER
AWEZETIE, KBBEHIBEISERRY] T — 4 A M) —AD72

OOFIHETFHTETH S C-CasT #I_ET S, C-CAsT

FROFREZ .

(1) = 5 NI & N HIHEORRTI Sy — > (LY —
L) (BT A ERI AR E LEE ST, Y — v O
MR 2 REEER LMo A SRS 5.

(2) BB L2058 — > (LY —24) ZHVTHR#E R
HlEE T 21T

(3) EF MR L FRICLBERFHET A T — 794 X
WZARAE L 70w,

2. BAEMR

WR5 7 — & DT B L OFINCBI T 22813 L2 b
720, BCREUFET IV (AR : autoregressive model), #iIE
By A7 2 (LDS : linear dynamical systems) B8 X U
V=7 4% (KF : Kalman filters) 7 & O #AgRR
FUSRAT 2 15 L 72 k%0, dZ4E3I L T\ % Deep Neural
Network (DNN) 12250 { Fihize L CRE SN T 5.

o ML R TIEAT & YL L 22 BRI MR L LT,
AWSOM [10], TBATS[11], PLiF [12] %L L@, $% {42
FEINTWb. RegimeCast [13] [TREIZER S KT 5%
KILX T =8 HRIE /35 — > %) TV 8 4 LI
e L, BISARkZ Tl Lkl 5. %72 OrbitMap [14]
FRERTI T — & OWTEIRAED & OREEBRZ ) TV 5 1 &
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(f) OrbitMap DT IF5H
1 EF—FIIB1T5 5 ATy TREOTFHHRE : (a)-(c) ) TV FNT—%, (d)-(f) FFH
B 2 RETFES L OBFLEO TR
Fig. 1 Forecasting results of C-CAST and its competitors for the industrial machinery
data: (a)—(c) The original data, (d)—(f) snapshots of C-CAST and its competitors
forecasted results at four diffierent time ticks.
— H#EE — B}HES — B8 — HIfEHE — EFMEEER — B(ER — HEHE — B}MEHES — BB
2 24 2
v [\ _ v ID
$ 0 g 0] g0 J
© (© ©
~ 2 s N " -2
-4 : : ; -4 w w : w w ; w
300 400 500 2000 2050 2100 2150 2200 3600 3800 4000
Time Time Time

Hhng—v1 (LY—n A)

Hhx—>v2 (LY —24 B)

Hikk—>3 (LY—A40)

2 TEHBSERA M) —LIEENE 320H Y Ty —v

Fig. 2 Three types of patterns in the time-evolving controlled sequence.

WHEE L, REIMZZTFHZTRET S, LLadrs, 2
NODOFHRIIINE T 2 HE L - IREERCET) v 712
IS LTHESH T, HIEISERRTIORBUZILE L Tz,
F7o, RHIBRSRVNCBIT 2788 — VRO 00Fk D
¥ CIRESN TV (15], [16], [17], [18], [19]. S5O
FRHRIIERY EOFEE RN — 0 2 5813 5 2 LT
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HAHN, —HT, BERFUMZEHHYE L TRV,

LA T) % E 8 L 72 DNN 125D < R 5 O fEAT 12 B
FTHWEDL EATH S [20], [21], [22], [23]. 72 & 21T,
DeepAR [23] (& RNN % FWCTF IR & % 5 KR 7—
5 USNORRY T — & SRt L, 2 s 2 HnT
R E % BWGRY T — & O ROMEEGA & TR L T 5.
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% 72, SSDNet [20] (3 IKREZ2H] € 7 )V & Transformer [24] %
HMAGHOELRRYTFHFETH 5. BEOKRRY T — 5
ETFREDORZ L TOINBAN 222 & T, ik
HRIZ &2 b L FRFEMELFIH LRERY T — & OfF
RFMAETREEE LTS, LAL, ThHd DNNIZED
CFEE, ETVOFERIIBLTBRLRERESLEL S
M HxEWBENLT =00 TVE A LZETIVE
BEHTL, s PHMEZHEE Lt 5 2 L IdHEETH 5.

3. BEETFIL

AETIIRETED 2O DIERW LIS LIRFET VIS
DTN,

3.1 OrbitMap ICHF3L T — LA
KEI TR RHERERY THUOBREFETH 2
OrbitMap [14] IZBWVWTEA SN TS L T — A Ghgse 122
WTIRNRE, T, LU= L Oy 1FRD 2 FEHDOIREED
SRS NS,
o s(t)HEHItIZBUT ALY — A Opgse DIETESHE.
o e(t) WKt \I2BT HHIEEOHEM. HIEM s(t) &
FAWTERSNS.
OrbitMap I2BWT, BEBOBEN/SF — 2 2 EATY
BEERFIANRY M A DY) — LB RO LD I
SRR E LTRET .

B v Qs + A5() (1)
e(t) = u+ Vs(t) 2)

ZZT, ISR s(0) = so, ds(t)/dt 2RH) ¢ DOER
BEL, Sit) % s(t) D2 RKEROTHNET S, £z, %
NENOEAER /S5 — 2K (1), X (2) DL HITKHL,
H—DWEMN 2 BN Y A7 2 BT B85 X — 74
B {50,0,Q, A, u, V} B LY = A Opgse LEFRT 2.

3.2 BHIRTL

B AT A &1, BIED WA FIRZ] O /FE R 2
O¥fER, BIUY, WHKREBIKGFET 2 AT702LT
HLH. BT AT AL, SFSFEFRSE, L 2E FH
T, AEpE, L5770, B HDLVIGEETIE,
BETHZEICBWURH SN TS, F72, HEEEh
WCERBLIZETNVEFHATLZET, TSN R
FOLORHIHMTE D,

By A7 HI2BWT, BUEORER T u(t), BHEOW
WKL s(t) L35L, ThoEX B) L) IcRHA S
L. ZOLEB\IEOAITNIBAEOHIIREIZNE ST
L. F BRI o THERORENS B S D
L&, RUVICKAME R d LT AL, BRME e(t) 135X
A DEHICREINL. FLvre, HWIATLIEIN 3
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u(t) s(t) l e(t)

—> System > Sensor —>

3 BT AT LIZBT B AN ORT

Fig. 3 Dynamic system diagrams.

DEHITERHASNS.

ds(t)
dt
e(t)=Cs(t)+d (4)

— As(t) + Bu(t) (3)

Y AT LB THIEERICEEEEE 5.2 5 D138
fERE ENTWES, LA > TEBINY 27 2 13 EE %2 %
B35 LIXREEAS, BMEE S IOV TIZEDRY Tl
B\ FDD, WEHITE, BN AT A0ME T R
TR, BMEESLEETE D L) IR L 2 IRETF
BETdH D C-CAST IZOWTHRB,

3.3 C-Cast

KIFFeo HE, HIBISET—% A M) — 4085261
ol &, ZOFNLEEP OB REERINSY — 0 %25
RL, BIEOEIEN /88 — 0 B L OVEMES 2> S5k
= FHTLZETHLH. 2 TRIFETIX, 3.1 6
TRV V=2 %EL, HEEET—F A M) — 412
BUFALY—L%kERT L. T L HMMETICESWTL
V—LDBE BELESZ LI ETHMETFNEER TS, &
DE)BFEHTIIBNT, REFEIIRKRD 2 OOFELH
DWEDD D .
(P1) BWIATLATRESINLLI—24
(P2) IEZEEEBLIZL Y —LER
3.3.1 BMYIATLTREINBL Y- L4 (P1)

¥, AETIIE—DL Y —ADFEBEIZOWTHNS,
DFN, ZITRVY-20BRBIIHFEL VWD D LET 5.
F72, 3LEITERLIZL Y — 4 Qyge (3IVEED S DB
EZEL TR WID, 3.2 BiCHRRZEH Y AT 41230
LY=L 0 %ERT.

LY =2 03RO 3TEFADIKEN SRR SND.

o s(t): WAt ICBIF ALY — L4 0 Ol

o w(t) : B4t I2BIT 5 HEm.

o e(t) WKt \ZB T HHIEEOHEM. EIEH s(t) B

L OBER u(t) IV THER SIS,

22T, LY— AL (Controller) #E AT 5. L
T — AR ¢ 12 B BANRES 2() B L OVETEME
s(t) ® AJTE L, BEE u(t) BEOIREAIE spp(t) &
W54, LY — AflEs L OERAJIME spp(t) OFF
HHUZRIATIRAR S,
H—DLY—=LABLO0LY—AHI#EIEIR 4(a) DL
ICEEND. LY —2I1ZL U — LG S Y] ¢ ok
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Regime 8¢
Regime 64

noise

(u(t), spp(t)) e(t+1
R el v s e — o { ]

t s1(t+1)
Regime 8 | “ )Controller ! z(ta.)@@ s1(ts) ‘
2(t) (w(t), srz(t) inoise (t+1) Regime 87 Regime 8, |
’><Controller}7>{ System H Sensor }»e—> noise
e(ts +1)
T—L(t +1) (ults), sr5(ts)) System —
(a) Bi—L ¥ — A2 LY — LIS (b) Rl £ 12 BT 2 il EHEE (©) LY — LB

B 4 C-Cast % : (a) H—DL V=213 L Y — 2HIH#IERD S AT (u(t), spp(t) & %I
BT L TCHEEM e(t+1) 2135, (b) FHHNIBWTL Y — AHEIIZ 1 >OL Y —
LORIIAN %G Z, HElEBENITE, (¢) VY — L BBEGEMZLIZEE, LY —
LHIEEIEIANZ G525 LY — 25 ) B2 D

Fig. 4 Illustration of C-CAsT. (a) The Controller gives an input vector (u(t),spp(t))

to a single regime 6, it generates latent variables s(t + 1) and estimated vari-
ables e(t + 1). (b) Given two regimes 6;, 02, Controller gives an input vector
(u(t),sFB(t)) to 01, it generates latent variables and estimated variables until
te, (¢) When ¢t = t., Controller switches an input route from 6; to 62 and the

regime 02 generates latent variables and estimated variables.

B ou(t) BEORBANME spp(t) 2526152 T, K X Uw‘wﬂﬁ silts) FEMo L L &, ( J) A% zout |2
DL OFTEME s(t+1) BLOHEEMB e(t+1) ZERT 5. TAZE, D s(ts) D5 89U IS VIGE, L
SF Y, X (3) HROR (5) DL ITHHEL, & (5) 12k S h 0 NOEEDRES 5 E%%;dVv—A
THTEME s(t+1) REHK L, 5K (4) Te(t+1) 2AEKT 2. HIEAS 55(t,) = vin BEV, e u(t,) 2 1Y —
ds (1) WCABL, Bt DREOHEEMEZ LY — 4 0; &
= Ases(t) + Bu() (5) 9 L CHEE 5.
TITIE VYA, LU0 BOBERIL, BIEH
Tewpl, UToi#kefis. si(t) E7EIMEME S 2(1) PEBNS VST CHEE L
BHEL (LY—L0) OEH—OLY—ACBTL57 by xpak42 (e, Dy(t) = ||si(t) — %] < p 7
A=IRELT L 0={A B.C.d}. D.(t) = ||2(t) — 20| < p.). T 2T, p BRI,
3.3.2 AWEFTEERBLI-L I — LDER (P2) (L HIEHGREE & 3 5.
WIZATRZFE T, LY — 2 0B E: & LT C-SWITCHER $rmak. DFOLS I mtb S

ERRAT L. C-SWITCHER I2BVT, L — ARHERILIR C-SWITCHER. spp(t) ZHRZ ¢ 121 ¥ — AHIEEAS T T
BB A7 b (o7, 20, o) THED, MAD)CORT L yppmmifie ¥2. Cors, LY—80,75 0~
12, Ly MBSO o() 5 ARG DEBERD £ 912 spp(t) B ) HDZ I EIZE>TH
T z(t) ZICIS, BERL Y — AR EAIIME spp(t) B & HXN5.

CHRIER u(t) & AT 5 & & THEADHEN e(t) &4

BT A ZLT, ANEZT2L Y — MTEMEE s(t+1) si(t) (1<t<ty)
L TU—LAGIHEIC T A= NNy 255, FLT, 74— spp(t) = sé" (t=ts) (6)
RNy 7 SNFELEME st + 1) B X OYEBATI DS BRS: s;(t) (ty<t)

izl &, H4(e) ITRT LIV T — AHIEEIX

AIEHZBREDOL Y — AP BHR L. 0L IZA TIT, Dy(t) = ||si(t) — s, D(t) = ||z(t) — 20| &

NoerIEET L 714 — KNy 7 Sz (’?Eﬂﬁ s(t+1) = Lices, t = {t|D§(ta)r<gpIJID€I(lt)<pz}DS(t) SRR

FHLTYUNHEZLZET, IHBEZEZEELIZL Y — A4 ::fﬁs()@LiﬁA@%ﬁ%tmﬁmféﬁtt

OB BEREFEHT L. $4b5, C-SWITCHER TIIK BIEMETH Y, F72, s, 204, s} RV Y =206, L L

D& BHANHE->TL Y — A BEIFAET 5. V- A@;bﬁé%ﬁ“?bh?%b

o LI— 10, 3KWH ¢t 12B VT LY — Al 5 )% FLwrl, MEETIVIIROEZTHERLEINS.
HEAIME spp(t) B L UEIERE uw(t) 2 ZTHY s(t+1) EE2 (C-CasTt DENTA—ZEE M) &L I — L4
23 (5) e THR L, LY — ARIIEICATIT 4. DEEE O =101,...,0,, VEEBEBXZ MVEGLTS
LY — LBEDREAT S E TIOBREITRENEING. L& (e, {804,200 s} € V), REETNVDE/NT A —

o L U— LHIEEAWL ¢, ICBIZIEMES 2(t). B FEEMIZ{O,VIeM Lik.
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4. 7T X L

RETIE, HEISERRFOFMTETH S C-CasT D
TIT) ZALIZOWTIENE.

4.1 METEE

CCTARFETUELRMESIIOVWTEREIT). /2
RLICELRLTGEERERT.

&3 (HHEFT—2X M) -4 X) X xHl#HEL»S
B ENALT—F A M) =4 X = {x(1),...,x(t.)} & L,
Bk % t, &5 5.

TFE4 NBEST—2AMN)—LZ) 2(t) # B4 ¢t
BT BEERES EHIEEDOHM 2(t) = {u(t),sig(t)} &
ToHLE, ZEAMEETBIOREET OB INS
WHEFT—F A M) =4 Z = {2(1),...,2(t.), z(t. +
1),...,2(te+ls)} &5, ZoLx, BRHE L &L, I
ATy THROFMEIT) DDET S,

ZIT, R BWTH LRI MY — a(t,) D35
L, te PBMT2b0LT5H. 22T, ®IOBEZNIBW
TN SN-HEEOLEGD I B, FEDL I -4 6, O
FIGHET t, D DBIRR E COMAEEE ALY by 4 U R
T EMY, RO X IERT S,

EES (HLOMI2FRT X)) Xo=Xts 1t &
BEI.OWVY b4V Ry ETE 22T, X, &
w7 — ¥ A M) — A X OWF t, »OEEH t. TOHS
Y=y ARERT,

LY boa Ry X o BR52aoh/ze &, ROBE,
NI XA—FEEODLREEL Y -2 %581, & (5), &
D WEDE I ATy TROGIHEEHET LI ETHS.

F72, Is ATy TROTFUETBI2H72Y, Bt + 1,

K1 ExidrLERE
Table 1 Symbols and definitions.

AL | JER
te BUEDOREA
X fEOT—F A M) — 4
z(t) | W4 ¢ 2B Bl E
U BEREROT—F A M) —24
w(t) | Bt 2B REE
sig BEESDT—F A M) — 4

sig(t) | Bl t 2B 2EEE S
VA WEfEZFDOT—45 A M) — 4 1 {U,Sigl € Z
z(t) | W BT BHERET  2(t) = {u(t), sig(t)}
s(t) | W%t ICB BN
e(t) | K%l ¢ (2B HHEEM
X. ALY b4 YRy D X = Xt : L]

Zrep | VITVIAIAL Y RYT  Zoep = Zltm : te + 1]
e BV —AONTA=5 L O ={61,...,0,}
\% BN FIVOHEE L {s0u z0ut gt e V
M | C-CasT D&/ T72—5H4:{0,V}e M
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I TOERES, BEEIBME T2, €2 T, BKZT
B OB EET B L OCRIEETD ) 6, BHEOL T — 240,
DGR ts DO t. + 1, T TOWGEEEL) 77 L
YA 4 Y KLY, RO L IZERT S,

EFEG6 (VTP L2XTA 2RI Zoy) Zyey = Zts
tetl]) *BE L+, DV T 7Ly AT4 Y Ry edh 2
CTC, Zpey BINMEST— 5 A MY — 4 Z Ot 205
Wil te + 1. TTODY =7 v A% FKT.

FLob L, KT HMOHEZ LT X ) IZER
T5.

MR 1 HlfHET—5 A M) —24 X BLOYHMES T —
YAMN) =N ZPGzHNIEE, I, ATy TROHE
EHDLET S, L0 BARGIZIE, BB 6, 12BWVwT,
(a) ALYPIA YR X, BLOV T LY AT 1 Y
R Zpop ®HVTNT A= S5 M 2 HHT 5.

(b) HHBEONIA—FIEEM BIUT) 77V AT 4

YR Zpey RHT I, A7 v THROGHE 2 (t. + 1) &
T 5.

INB ZBRE, POREREICAT) ZEAROOENL.
ZT, Bt 2B ALY — L% 0, 0. DEFIIHFEL
LY=Lk 0, L35 Z0LE (a) TIE, BlREZIOL
Vb0, LY — ABOBENT BV {sgut, z0ut sin | sout
EEHIHL VD, 22T, BIEOL Y =4, BEXZ MV
X EOT, BAETNVC = {085, 20", s, 8241} &
L TR 2.

4.2 RE7NTYXL
C-CAST FIRDOTIVTY XL THEER I NS (Algo-
rithm 1).

o C-ESTIMATOR : # VLY b I 4 YU X, V77L >
ATAYRY Zoey, /8T A=Y HEE M, B IO
ETNCEGRZILE, RNXIXA-FHEHEM, BLD
BERET IV C 2 HH$ 5 (Algorithm 2).

e C-GENERATOR : BEMET N C, BLUNNTA—5 4
GM, VITVYATALYRY Zey ZTHNT, I A

Algorithm 1 C-CasT

1: Input: (a) New value x(¢.) at time points t.
(b) New value z(t. + ls) at time points ts + ls
(c) Parameter set M = {©,V}
(d) Candidate C' = {f., s9ut, zgut, sin, sout
2: Output: (a) Updated parameter set M’
(b) Updated candidate C’
(c) Estimated variables e(t. + I5)
: /* Estimate C' and Update M*/
{M’,C"} = C-ESTIMATOR(z(t.), z(tc + ls), M, C)
: /* Forecast ls step ahead estimated value */
. e(te +ls) = C-GENERATOR(z(tc + 1s), M’,C")
: return {M',C’,e(tc +15)}

N o U W
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Algorithm 2 C-ESTIMATOR

Algorithm 3 C-GENERATOR

1: Input: (a) New value x(t.) at time points t.
(b) New value z(t. + l5) at time points ts + Is
(c) Parameter set M = {©,V}
(d) Candidate C' = {f., sg"*, zgt, sim, 894t
2: Output: (a) Updated parameter set M’
(b) Updated candidate C’
3: Xe=Xts i te); Zrey = Zts
4: /* Update current regime */

. in outl 5 out in
5: {0, 8", 89"} = arg min f(6., 82", s
0,

,89 tszn

tte + 1]

7XC7Z7‘Ef)

6: if f(0.,so%t, st Xc,Zn,f) > p then
: /* Find a better regime in ©*/
8  {bc,si", 9%} = arg min f(0c, s°%, 8", X, Zrey)

erfe Se 0€©,s0ut sin
9: if f(0., 894, 8", X, Zres) > p then
10: /* Create new regime */
11: {6c, si", 89¥t} = RegimeCreation(Xc, Zref)
12: O=0U06,
13:  end if
14: end if

15: /* Detect segment X. end and Insert new transition vector
*/

16: if f(0.,s%%t, 8", X, Z,es) > p then

17: V= VU{s‘”“ "“’5 sin

1 ¢

18: (sout, z0ut) = (sg’”,z(tc))
19: O, =38 =s2w =)

20: end if

21: M'={0,V}

22: O = {0, 851, 201, i, 50t}

23: return {M', C'}

T v THEOHEE M
4.2.1 C-ESTIMATOR
ALY I T4 R T X, VITVIATA Y RY Zyey,
NG A= HBE M, BHETINVC 2527 E3%E2 5.
= 2T, HKBEE (0., 80, 8, Xy Zrey) LIEFRT S
FO)EHEEME A FVT =5 DT 4 v T v TREEER
T (e, f(0e, 8%, 81, X o, Zrey) = Yro, ||2(t) —e(®)]).
% C-ESTIMATOR {ZRDFIETITHbN 5.

(@) (0c, 52", 82°) & [f(0c, 82", 80, X oy Zrey) DN
HEIICHEHT L.

(I1) f(0c, 84,87 X o, Zyey) > p LB HEE IS8T A—4
B M D, [0, 80,87 X o, Zyey) DRI 5
IRTA—=F TR T D,

(IID) f (0c, 824, 8", X o, Zyey) > p E B EE, Fil2a L
V=L EERL, T XA—-FEEOIZBENTA.
(IV)BREXZ PVOERE (b LEETL) : IhETO

FIEOH T, BT PVES VIR L 2 \WEBEDS
WRRSNI- L &, - BBANY PVEARL, B
N7 MVEESVIEINT .

Regime Creation. 7L > 74 ¥ F7 X IZRAMO

ERA Sy — 3Bz &, HiehLY—00 =

e(te+1s) 7§25 (Algorithm 3).
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1: Input: (a) New value z(t. + l5) at time points ts + ls
(b) Parameter set M = {©,V}
(c) Candidate C = {f., sout, zout gin gout}

¢ °p p7c7

2: Output: (a) Estimated variables e(t. + ls)
3: /* Initialize */
4: s(te) = s“L ts =tc; Zref = Z[ts : te + 1s)
5: while t; < t. + 15 do
6:  /* Generate latent variables and estimated variables */
T (8(ts),. .., 8(tetls), e(te+ls)) = generate(Oc, Zrey, s(ts))
8:  /* Search transition */
9 tpest =te+ s
10:  fori=1tor do
11: /* Find any transition vector that is to close trajectory
*/
12: if (sout, z2ut, si") € V then
13: t= argmin ||s(t) — s2¥|
e g
14: if [|z(t) — 22| < pz and t < tpest then
15: thest =t; 0f =0; // Select shortest transition
16: end if
17: end if
18:  end for

19:  /* Transition 6. — 6%/

20: 0. =0f; ts=tpest; S(ts) = s}"
21: end while

22: return e(tc + ls)

{A,B,C,d} it HLEN S 5. OrbitMap [14] 12
BTN T A —=FH%ET IV T X LI expectation-
maximization (EM) 7V T XA &AL T2,
DTN T ZALIZBWTHHBATRHE , 4 XL LTHlb
N5720, SHOREFHIEHES 2. 22T, Kt
Ti& Adjoint Sensitivity Method [25], [26] Z LR L72/¥F
A=FHGET IV T) AL ZHRET L. BAEIZIE, Adjoint
Sensitivity Method %/ L, HEBEIIIKTT 5/9F7 X —
% {A, B} DA% KD, T w724 ET {A, B} &
L, 737 A—% {C,d} % Levenberg-Marquardt (LM)
FUTY XL [27) TR T 5. & W% EED IR
5 ETHDY RS, LT IZ Adjoint Sensitivity Method (2 &
BB DFE &R
Adjoint Sensitivity Method

B _ f(s(0).0) @

K () D& EBGHERD/NT A =5 0 DX (to,t1)
BT BREBEL | ﬂ?éﬁ%%kbtw.qu
HEMEB L% L= f INdj & L7z @Nﬁxw&
DARZENT 5. iLéf) 12, adjoint a(t) = ds(t) % EFE
T4, 20L&, alt) XkOKX (8) Ziili/z 7.

)= 5 [ He)a )
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$7, WURE e LTBE, alt) OBBMTER (9) O
kb,
da(t) a(t+e)—a(t)
dt €
- - O ds € dL
ST ﬁ (8) £ D ’ #(Lt) = dszitLJre) dfst(‘tk)) + ds((:)) & %
DT, X (10) ORIFRDHLY 20,

9)

€ t+e
a(t) =a(t+e) dsd(z(—; ) + dsczt) /t L(s(4))dj

(10)
N Ds@t)HYOT A7 —BEBERLY, X (11) 5%
YIvA=)
s(t+€) = s(t) +ef(s(t),0) + O(e?) (11)
X (9), X (10) BXOK (11) £, X (12) 29y 3o,

da(t) . f(s().0)  d
i = "0 as W) 12)

ZZC, PERIREE 8000 (t) = (8(1),0) EE R 5B, @gug(t) =
(a(t),ap(t) ¥ 2L, K (12) LB L TR (13) Y

D
daaug(t)
dt
_ faug(8aug(t)) d
- _aaug(t) dsaug (f,) - dsaug (t) L<d‘9au9 (t))
(13)

ZIT, #=0kY

ds(t)
faug = ( 2 ) — < f(s(é)ve) ) (14)
dt

d . B ﬁ%uqm
dsaug(t) L( au!](t)) - ( 0 ) (15)

L7z2s->C, R (13), 3 (14), X (15) £ b, K (16) 77
ARVASH

a \ _ [ —a()HEGD - o L(s(t)
dag (t) - —a(t) f(s(gt)ﬁ)

dt

(16)

3 (16) 2 M (a(ty),0) 22 HHNEICHEL 2 & T, /85
A= 0 OABLE RS, Thri#fbs b I LTI X —
T RWET LI EDNTREE 2 D,

4.2.2 C-GENERATOR

RICETNVERHC, T A—FEEMBLITY) 77
VYATA Y RY Zoey WHRAONTZEERER L. BB
C-GENERATOR (KO FNETITHILS.

(1) s(t.) #MMEE LT, BFlt, + 1, $TOHEEME L
V=L 0, fEFHLTAERT 5.
(I1) A pl & NN {s(te), ..., s(te + 1)} B X, Fh
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HAET {2(te), .. 2(te + 1)} IZDWT, Dy(ts) =
[84(t2) — 894]| < p 75 Da(ta) = ||2(ts) — 22]| < ps
& 7 BIREG ts DEAET MU, BTEE % {s(te), ..., s(ts—
1,8, splte + 1)} EEFT L. 2oL,
{87 isplte + 1)} &, s ZOHIEE LT,
te+1ls TTOHMEMEL Y — 4 0, %A L THERK
T 5.
(II)d Lty <te+l, O, t.=t, & LTFIEI) IR
. THTHWERS, HEMZETILTHRTT5.
5. FHEXER
ML TIE C-CAST DFMIERMGEET 2720, ET—2¥
EHWEREIT o7, RETIIUTOHEB 12D THEE
T 5.
Q1 IR T 2T LR
Q2 VTN A LTENIK T BIREF L O E OMGE
Q3 F—% A MY — LT B R ER R OMGE
F 7, FEEIX 512GB @ X E Y, AMD EPYC 7502
25GHz @ 32 27 CPU B &£ I NVIDIA RTX A6000
48 GB GPU % ## L 72 Linux ¥ 3 » L CHEi L 7.
hEFE. AHMEWEET 570012, DT oG oOBAT
BB T 7
e OrbitMap [14] © KEUEERG] A X2 M 2 FY — L0
YTy A AFHNFE ETIVIHEERORMEIFE
WD 74 v T v TSR WEL R L7
e SSDNet [20] : Transformer (22520 {REET IV &
eRERFFMTFETH Y, FFROITEZEERBL T
Filll #4795 . Transformer DTV I —4%f& T I—4%
o=y MuzEnzEn3 &L £, &Efk7
VT X2k LT Adam [28] L, 300 =K v 2
FELIP TR 74 v T Y IERPREVET IV &l
HL7z.
T2ty b HEIHEEEOHIBILERERS T — 5 A
F)—2a (K 1(a)-K1(c)) 2FEALZ. 7—21%, Fill
MR TH LR, BLOYEME T TH 281EET & #1E
ENOHERINTEY, M2 TRLZ3DOMIIIy —>
(LY=L AC) PEENRTVE. 7=ty MIFYE
LA BUECIERAL (z-normalization) LT L7z, 72,
T—=% A M) — LADEZ 0 25 FF) 3,400 £ TEFHE T —
L LTHEMAL. BAMIZIE, SSDNet TlESFET7— %
FETNVEEOMMBAL, IREFEBL LU OrbitMap 1
WIS T A =5 DOHEEB L PETIVFEFICH . F72,
SSDNet D7 4 » K44 X225\ T, 10595 50 £ T 10
HNHTENTNEREZIT, FEHT—FIZBWTRENK
INeTr otz 4 v Ry A X vz,

51 Ql:REFEOEIM
AETIE, HIEIGESERY] T — 71204 5 C-CasT OF
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55 RegimeA 25 RegimeB 25 RegimeC
s e 3
= 0.0 = 0.0 = 0.0
> > >
=25 5190 5200 =25 7010 7015 7020 ~2° 7720 7730 7740
Time Time Time
(a) IRBFIEDO THIKEHR
25 RegimeA 25 RegimeB 25 RegimeC
g S S
= 0.0 = 0.0 = 0.0
i pi 3
=25 5190 5200 =25 7010 7015 7020 ~%° 7720 7730 7740
Time Time Time
(b) SSDNet DTl 5
25 RegimeA 25 RegimeB 2.5 RegimeC
S s S
= 0.0 = 0.0 = 0.0
g S S
=2 5190 5200 =2 7010 7015 7020 ~%° 7720 7730 7740
Time Time Time

(c) OrbitMap D FflfEHR
5 £8F—r (LY —2) FMGBEEICBIT 2 FUHRE () REFEB L (b)—(c) BT

DT MR

Fig. 5 Forcasting result of our method with discontinuity in regime change. (a) snap-

shots of our forecasted results and (b)—(c) snapshots of competitors forecasted

results.

WEEHZHEET 2. M1 B XU 5 IZFEEOFIHIG AR
Bl 7= Z\ZxT HIETFEB L CIEFEOFIRFHETH
L. LT, K5 TEENY—v (LY—24 A-C) OB
BRICBIT 2 PR EZ KT S, 3TI21 EOR 1 I2BW
THRLAEII, REFHRINESEZAHTSEZLT
BEEFICHED Ty — v BEEZ PR TH 5720,
B OGRS E T A HHEO M A LE 2 TR TE T
Wh. —h, K5(b)BLUOH5(c) &0, HEFHILHIH
BOSBLEIHFETE TV LW EB0h Db, FiZ,
FBF—FIZEINEVL Y — A COBLIZBNT, HIfH
BONHERY)PENRTNSE S & 2R TE S, SSDNet
1%, C-Cast &[FRICHHEBMES 2 ZERBTE 5720, #4510
IR EBNIIE TE TWADPRETEIT EBE IS
vy, —J, OrbitMap (&, AHMES 22 TEIEE 512
DLy -V ERETFNTE TV RWD, HfHEo&
WM EEE2FUTE TV,

5.2 Q2:REFENEE
KREITIX, C-CasT OTHENEE ZMGEES 5720, BEfFETF
#:T& % SSDNet B £ U OrbitMap & FEE K 24T - 72.
6 1%, THEHMMEET—F A M) —2IZBIT5 C-
CasT OFURHEROKE LR L T 5. BAIZIE, 4
TrT =y ofilflim s 5 AT v TEO Tl R OHEE
fif D =3 FIiRZ (RMSE : root mean square error) 3
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0.8 0.4
0.6 0.3
0.4 0.2
0.2 0.1

0 0

SSDNet OrbitMap C-Cast SSDNet OrbitMap C-Cast

(a) RMSE
6 LEHBISEA M) — L2802 fllEo 7Rk E

Fig. 6 Forcasting error between original and forecast values of

(b) MAE

C-CAST and its competitors.

L MR (MAE : mean absolute error) %7~ L
TWwa, HIORTEBD, REFHIIEHOMAETFTLETH
% SSDNet 3 & OF OrbitMap & Ib#E L, 2 D OFHEEED
EEHIIBVWTHEWTHREEZFF>. SSDNet 1£ET )V
L VIAVIERTET, 7AMEBICEENL KD
N = NTHIRTE LR WORBENMKRT L5, 72,
OrbitMap (I¥VEME 5 % FRE L 72R50/8% —  OERB R
NG — U BROTFUNRTE 20, BEYNIHIEEZ Ml
THIENTERW.

T/, WEBOBRPS HICHEMII R 7206, WOTH
NHEBERICEAL CIREFEZ EOETHTTFIEE IR
T35, LaL, TORICHOH UREESSHN K,
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g 102 e C-Cast E 102
2 OrbitMap z
G) u
E SSDNet E
= 10° = 100
~ ~
] S
o k=)
% 1072 | o 6,....".,.“"“'“ TS o % 1072
= « o o o =
7000 8000 9000 10000 SSDNetOrbitMap C-Cast
Sequence length Average

(a) BN BT B FHAENE (b) TR B
B 7 %EH 6 2B ARET R N (a) &M (b)

Fig. 7 Wall clock time vs. sequence length t. (a) and aver-
age (b).

REFHEIZIHESTRETH S, —H T, SSDNet 13E
TNERFVTAVICEHTER VD, MOoTHNL &
BRI TR AR T3 5. 2 L C OrbitMap (3 IRHEE
BrEicFllTE w0, FOTHN:E X LRI
TFHUAEEET T4, 2F 0, REBEIEMICR 213
HEFEOTFURE KT 575, REFFILBRTHRER
L CHEDKTI/ NS WEEZ SN,

5.3 Q3 REFEDEHIERE

BN, MEFEOFIHIA MIOWTHGEET 5. B 7 (a)
1, BRIt B ARE IR N 2, RETHD C-CasT
CPEAE T Td B SSDNet B L OF OrbitMap & gL 723
DTHAH. 72, M 7(b) TE, =% A M) —2&fkoqt
B OPIEZ R LTS, EFIVOETIIBNT, 1#
FFEB LU OrbitMap (& CPU O & % vy, EEHE T
%% SSDNet 1 CPU BL O GPU 2Bt L7z, &b, X
Oy IR T — IV TRL TV 5,

B 7(a) IZR$EBY, KBMERRYOEETEFET
& % OrbitMap & FEIZ, C-CAST (Z7—% A M1 — A4
DR SIKAFET, SHICEET 2 LAMRRTE S, &
LT, RFEFHRIZ, BEFETH S SSDNet & i LT
KiFze aem E & Z L7z, BARRIZIE, SSDNet & Hg
L 136,700 f5 0@ LA EH L TV 5. REOBBIFS S
\ZHEMENZ 2 o 72358, IRREDBRIFIZE T IV OBERITD
NBIETFER OrbitMap OFIEREMIZEMT 5. —HT
SSDNet DFMHEFFFIINA /8= I3F A =& 27— 7 K12k
L, REEBRBIIKIE L 2\ iz®, BHEREEIZZILL 2w
PR E L CRHERRIERE VT TH S,

T/, REBRTHEHL-HEEIZBWTMCMPC[29] =
WHT 586, ETVOEEB L VEROMBOHEEE 0.05
FUWNICAT ) MY H 5. 7128 2ERTIE, 2
DI IT%IZ BT 0.05 B LAPNCUHEATE T LTwb. K
2D ORFNZ B CHERD £ 9 7 PID Hlf &3 5
ELTh, KigZaflEErEoucEsHifFcE %,

6. LTIV

ARICTIE, BEIBERRTIT —5 A L) = 2282
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Hl#E TR FETH B C-CAST I2DWTihR7z. C-CAST
X, WHBMESTHLEMEE T B LR EECTE 5 &
BN Y AT AR IER L, HISIGERERS T — 5 & 5
B AT LTETIMET S LT, HlHE0EE
TNy — U RIEMERIC L B8y — v OER F RIS E
L, sl ZzflEaE Tz EZHT 5.

FEF— 7 FHWIZEERTIE, C-CasT HYHIENCZERT
T=HII L, HIHEORRIISY — o3y — VB
A OMBICFE R L, =T A SR ICT) 2
RHERR L7, SHROBEE LT, F ST LHI#I0ERR
I 7F—=%% XD RKICEHT L7-00FELETVEY
R, FUMETVEAFAL, f#EZRERTRET 5T
DVWTHFH LTV FETHD.

#E AW —#x JSPS BHFE, JP20H00585,
JP21H03446, [ 37 WF 7% B %8 vk NG il 15 B 28 B il &%
FLHT 78 21481014, # % 4 SCOPE 192107004, JSTAIP
h0 o A EE JPMJCR21U4, ERCA B B2 1f 78 #8 & HE 5t &
JPMEERF20201R02 ®BIE % 521726 DT,
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