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ABSTRACT
The returning probability (RP) theory, a rigorous diffusion-influenced reaction theory, enables us to analyze the binding process systematically
in terms of thermodynamics and kinetics using molecular dynamics (MD) simulations. Recently, the theory was extended to atomistically
describe binding processes by adopting the host–guest interaction energy as the reaction coordinate. The binding rate constants can be
estimated by computing the thermodynamic and kinetic properties of the reactive state existing in the binding processes. Here, we propose
a methodology based on the RP theory in conjunction with the energy representation theory of solution, applicable to complex binding
phenomena, such as protein–ligand binding. The derived scheme of calculating the equilibrium constant between the reactive and dissociate
states, required in the RP theory, can be used for arbitrary types of reactive states. We apply the present method to the bindings of small
fragment molecules [4-hydroxy-2-butanone (BUT) and methyl methylthiomethyl sulphoxide (DSS)] to FK506 binding protein (FKBP) in an
aqueous solution. Estimated binding rate constants are consistent with those obtained from long-timescale MD simulations. Furthermore, by
decomposing the rate constants to the thermodynamic and kinetic contributions, we clarify that the higher thermodynamic stability of the
reactive state for DSS causes the faster binding kinetics compared with BUT.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0165692

I. INTRODUCTION

Molecular binding processes are ubiquitous in various fields
of science. In biological systems, for instance, the ligand (sub-
strate or drug) binding to its target protein induces or inhibits the
expression of a biological function such as cell proliferation. Sig-
nificant efforts have been expended to investigate thermodynamic
properties, such as binding free energy, for screening and lead opti-
mization of the drug candidates in the field of drug discovery.1,2

In addition to the thermodynamics, the kinetic properties, such as
the binding/unbinding, have been also utilized as an indicator of
drug efficacy.3–6 Thus, analyzing the detailed binding mechanism
in terms of thermodynamics and kinetics is essential for rational
drug design. Since molecular dynamics (MD) simulation provides
atomistic information on the system of interest, it can be useful for
realizing such analysis.7–9

A binding process is thermodynamically quantified by the stan-
dard free energy of binding. The free energy perturbation (FEP)10

and thermodynamic integration (TI)11 methods are widely used for
computing the free energy difference between two different states

of interest with MD simulations in an exact way. In these meth-
ods, the free energy difference can be evaluated through the MD
simulations for a set of intermediate states connecting the two
states of interest.12 The thermodynamic cycles practically suitable for
the binding free energy based on these methods are proposed.13–16

The endpoint classical density functional theory (DFT), a statisti-
cal mechanics theory of solution, is also useful for the free energy
calculation.17 Unlike the FEP and TI methods, since only the infor-
mation on the two states of interest is needed in the framework
of endpoint DFT, the computational cost is reduced. The energy
representation (ER) theory of solution18–21 is one of the endpoint
DFTs that realizes the accurate estimation of the solvation free
energy of a solute from the MD simulations by employing the
solute–solvent pair interaction energy as a coordinate, namely, the
energy coordinate. The dimensionality reduction with the energy
coordinate enables us to effectively treat the position and orienta-
tion of a solvent molecule with intramolecular degrees of freedom.
The ER theory can be used also for evaluating the equilibrium
binding constants associated with the binding of a solute into lipid
membranes.22
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MD-based methodologies for elucidating the binding kinet-
ics have been extensively developed.23–25 For example, the kinetics
theories of treating the state-to-state transition probabilities, such
as Markov state model (MSM)26–28 and milestoning theory,29–31

can be used to estimate the binding/unbinding rate constants.
Enhanced sampling methods, such as weighted ensemble (WE),32,33

parallel-cascade MD (PaCS-MD),34 infrequent metadynamics,35

scaled MD,36,37 Gaussian accelerated MD (GaMD),38,39 simulation-
enabled estimation of kinetic rates (SEEKR),40,41 and resampling of
ensembles by variation optimization (REVO),42 are available for the
efficient calculations of the rate constants.

Diffusion-influenced reaction (DIR) theories43–47 provide a
useful framework for describing the binding kinetics. In the DIR the-
ories, the theoretical expressions of the rate constants are derived
based on the transport equations treating the reaction (binding)
processes. Recently, we proposed a methodology of quantifying the
binding rate constants based on returning probability (RP) theory
and MD simulations.48,49 The RP theory is a rigorous DIR the-
ory based on the Liouville equation of the phase space densities
with the reaction sink term.50 The reaction sink term is introduced
for describing the reaction (binding) probability on the reactive
state defined on the reaction coordinates. The RP theory provides
a tractable expression of the rate constant characterized in terms
of the thermodynamic and kinetic properties of the reactive state,
and hence, the systematic analysis is possible for relative importance
of the thermodynamic and kinetic contributions. Lee et al. applied
the RP theory to the approaching process of the super oxide anion
radical (O−2 ) to Cu/Zn superoxide dismutase (SOD).51 They used
the radial coordinate as a reaction coordinate since O−2 is diatomic.
Employing the energy coordinate as a reaction coordinate enables us
to apply the RP theory to complex binding systems. Application of
the RP theory to the inclusion systems that consist of β-cyclodextrin
and small compounds yields the binding rate constants consistent
with the experimental observations.48

Here, we present a methodology based on the RP theory
applicable to elucidating protein–ligand binding kinetics with an
improved treatment of free energy calculation. The free energy dif-
ference between the reactive and dissociate states is required for
utilizing the RP theory. In the previous application,48 the free energy
calculation is performed with the potential of mean force (PMF).52

For complex binding systems, however, the reliable estimate of the
PMF involving the reactive and dissociate states requires high com-
putational costs with MD simulations. Then, we construct a scheme
of calculating the free energy difference based on the ER theory.21

The derived expression of the free energy difference is applicable to
arbitrary types of reactive states defined on reaction coordinates, and
hence, combining the RP theory with ER theory is expected to be
useful for various binding systems.

We apply the present method to the bindings of small frag-
ment molecules to FK506 binding protein (FKBP) in an aqueous
solution. FKBP is a receptor for immunosuppressive drugs, such
as cyclosporin and FK506, and the FKBP-drug complexes inhibit
the immune rejection reaction.53 Thus, FKBP is recognized as an
important drug target.54 The binding rate constants for small frag-
ments to FKBP are reported by Pan et al. from long timescale
MD simulations performed on Anton2, an MD-specialized purpose
machine, without any enhanced sampling methods.9 Thus, these
systems are suitable for testing the present method. We also show a

systematic analysis by decomposing the obtained rate constants into
the kinetic and thermodynamic contributions for understanding
binding mechanisms.

II. THEORY
A. Returning probability (RP) theory

Returning probability (RP) theory is a rigorous diffusion-
influenced reaction (DIR) theory for elucidating a bimolecular reac-
tion, originally proposed by Kim and Lee.50 Recently, this theory
was extended to atomistically describe host–guest binding processes
by us.48 We apply the theory to the protein (P)–ligand (L) binding
kinetics. In the RP theory, the following reaction scheme is assumed
(Fig. 1):

P + L
k f
⇀↽
kr

R
kinsÐ→B. (1)

Here, R and B denote the reactive and bound states, respectively. k f
is the rate constant for forming state R from the dissociate state, and
kr is the rate constant for the dissociation process from state R. kins
is the rate constant for the ligand insertion into the binding pocket
of the protein. We define state R as the region that is close to the free
energy barrier. The intermediate region covering the local minimum
on the free energy profile can be also used as state R. The RP theory
is based on the Liouville equation of the phase space densities with
the reaction sink term that describes the insertion process. Hence,
the RP theory could be useful for describing the binding kinetics in
the heterogeneous environments, such as macromolecular crowded
solutions.55 The binding process refers to the conversion from the
dissociate state to state B and passes through state R. The RP the-
ory focuses on state R and facilitates the atomistic description of the
thermodynamics and kinetics of binding.

Let us introduce the reaction coordinate, Λ, which distin-
guishes state B, state R, and dissociate state. Then, state R is defined
on the Λ coordinate as Υ. By introducing the characteristic function

Θ(Λ) =
⎧⎪⎪⎨⎪⎪⎩

1, Λ ∈ Υ,

0, Λ ∉ Υ,
(2)

FIG. 1. Schematic illustration of returning probability (RP) theory.
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the reaction sink is defined as

S(Λ) = kinsΘ(Λ), (3)

which represents the frequency of the insertion events when the lig-
and is in state R. In the RP theory, the rate constant for the overall
binding process at the steady state, kon, is described as

kon = K∗( 1
kins
+ ∫

∞

0
dτ PRET(τ))

−1
. (4)

Here, K∗ is the equilibrium constant between the dissociate state
and state R, represented with the standard free energy change for
forming the latter, ΔG○, as

K∗ = [R]
[P][L] =

1
c○

e−βΔG○ , (5)

where c○ is the standard state concentration (1 mol/l) and β is the
inverse temperature. [P], [L], and [R] are the concentrations of P,
L, and R, respectively. PRET(t) is the returning probability, a condi-
tional probability that the reactants form state R at time t = t, given
that they formed state R at time t = 0. Using Eq. (2), the probability
is defined as

PRET(t) =
⟨Θ(Λ(t))Θ(Λ(0))⟩
⟨Θ(Λ(0))⟩ , (6)

where ⟨⋅ ⋅ ⋅⟩ is the ensemble average in the system at t = 0. In the
framework of the RP theory, the rate constant for the dissociation
from state R to the dissociate state, kr , can be expressed as

kr = (∫
∞

0
dτ PRET(τ))

−1
. (7)

Equation (4) can be derived from the Liouville equation with the
reaction sink term by assuming that the repeated returning to state
R is a Markovian process.50 Thus, state R should be narrow to assure
the Markovianity on the state.

The previous study for the host–guest binding systems reveals
that the host–guest interaction energy can effectively describe the
reactants’ relative position and orientation on one-dimensional
space.48 Furthermore, the structural distinction is realized more
clearly with the attractive part of the Lennard-Jones (LJ) interaction
defined as

Uattr = ∑
i∈protein

∑
j∈ligand

uattr,ij , (8)

uattr,ij =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

4ϵij

⎧⎪⎪⎨⎪⎪⎩
(σij

rij
)

12

− (σij

rij
)

6⎫⎪⎪⎬⎪⎪⎭
, rij ≥ 21/6σij ,

−ϵij , rij < 21/6σij ,

(9)

where rij is the distance between atoms i and j and σij and ϵij are the
LJ parameters. Accordingly, we employ Uattr as the reaction coor-
dinate for the protein–ligand binding system, Λ = Uattr. The energy
range for state R, ΥR = {U0 ≤ Uattr ≤ U1}, is determined based on the
positions of the peak tops or shoulders appearing in the potential of
mean force (PMF) on the Uattr coordinate.

B. Theoretical expression of the free energy
of forming state R ΔG ○

In this section, we derive the theoretical expression of the free
energy difference between state R and the dissociate state, ΔG○, in
terms of the solvation free energies. Let us define the full coordinates
of the protein and ligand as xP and xL, respectively, and define the set
of full coordinates of the solvent molecules as XV. The theoretical
expression of the chemical potential of species S (S = P or L) under
the NPT condition, μS, was derived in Appendix A of Ref. 56 up to
its Eq. (29). The derived expression is exact when the intramolecular
energy of species S and the total potential of the solvent depend only
on xS and XV, respectively. Note that this assumption is valid when
the classical force fields with the pairwise additivity of non-bonded
interactions are used. The same expression of μS can be also derived
under the NVT condition as described in Appendix A. The resultant
expression of μS is given by

μS = −
1
β

log
ZS

λSV[S] + Δμbulk
S , (10)

where V is the volume of the system, [S] is the concentration of
species S whose dimension is the inverse of volume, and λS is the
kinetic factor that comes from the integration of the partition func-
tion about the kinetic energy of species S. The dimension of λS is
the same as that of xS. ZS and Δμbulk

S are the configurational integral
of the isolated species S and solvation free energy, respectively. The
definition of ZS is

ZS = ∫ dxS exp [−βUS(xS)], (11)

where US(xS) is the intramolecular energy of species S. The dimen-
sion of ZS is the same as that of xS. Since [S] has the dimension of the
inverse of the volume, ZS/λSV[S] is dimensionless. When the dilute
condition of species S is imposed, ΔμS is given by

Δμbulk
S = − 1

β
log ∫dxS ∫dXV e−β V sol

S (xS ,XV)

∫dxS ∫dXV e−β Vref
S (xS ,XV)

, (12)

where Vsol
S (xS, XV) is the potential of the solution system of interest

consisting of species S and solvents and Vref
S (xS, XV) is the potential

of the reference solvent system with species S in which the inter-
actions between species S and solvents are absent. By defining the
total potential of the solvents as UV(XV) and the interaction between
species S and solvents as USV(xS, XV), Vsol

S (xS, XV) and Vref
S (xS, XV)

are, respectively, expressed as

Vsol
S (xS, XV) = US(xS) +USV(xS, XV) +UV(XV), (13)

Vref
S (xS, XV) = US(xS) +UV(XV). (14)

Substitution of Eqs. (11), (12), and (14) into Eq. (10) leads to

μS =
1
β

log ([S]λS) −
1
β

log ∫dxS ∫dXV e−β V sol
S (xS ,XV)

V ∫dXV e−βUV(XV) . (15)

While the chemical potential for state R, μR, is also expressed like
Eq. (10), the definitions of the configurational integral of the isolated
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R, ZR, and solvation free energy, Δμbulk
R , should be slightly modified.

This is because the configurations of protein and ligand are restricted
to the region corresponding to state R, ΩR, defined in terms of xP and
xL. By introducing the following characteristic function

θR(xP, xL) =
⎧⎪⎪⎨⎪⎪⎩

1, (xP, xL) ∈ ΩR,

0, (xP, xL) ∉ ΩR,
(16)

ZR and Δμbulk
R are respectively written as

ZR = ∫ dxP ∫ dxL θR(xP, xL)e−β(UP(xP)+UL(xL)+UPL(xP ,xL)), (17)

Δμbulk
R = − 1

β
log ∫dxP ∫dxL ∫dXV θR(xP, xL)e−β V sol

R (xP ,xL ,XV)

∫dxP ∫dxL ∫dXV θR(xP, xL)e−β Vref
R (xP ,xL ,XV)

. (18)

Here, UP(xP) and UL(xL) are the intramolecular energies of pro-
tein and of ligand, respectively, and UPL(xP, xL) is the protein–ligand
interaction. Vsol

R (xP, xL, XV) and Vref
R (xP, xL, XV) are, respectively,

defined as

Vsol
R (xP, xL, XV) = UP(xP) +UL(xL) +UPL(xP, xL)

+UPV(xP, XV) +ULV(xL, XV) +UV(XV), (19)

Vref
R (xP, xL, XV) = UP(xP) +UL(xL) +UPL(xP, xL) +UV(XV),

(20)
where UPV(xP, XV) and ULV(xL, XV) are protein–solvent and
ligand–solvent interactions, respectively. Similar to Eq. (15), μR can
be described as

μR =
1
β

log ([R]λR)

− 1
β

log ∫dxP ∫dxL ∫dXV θR(xP, xL)e−βV sol
R (xP ,xL ,XV)

V ∫dXV e−βUV(XV) . (21)

Note that λR can be decomposed as λR = λPλL. The dimension of the
quantity inside the logarithm of the first term is canceled by that of
the second term.

From the equilibrium condition, μR − μP − μL = 0, ΔG○ is
represented using Eqs. (5), (15), and (21) as

ΔG○ = − 1
β

log c○K∗

= ΔμR
L − Δμbulk

L + ΔG
○

corr, (22)

where ΔμR
L is the solvation free energy of the ligand conditioned by

θR(xP, xL) as

ΔμR
L = −

1
β

log ∫dxP ∫dxL ∫dXV θR(xP, xL)e−β V sol′
R (xP ,xL ,XV)

∫dxP ∫dxL ∫dXV θR(xP, xL)e−β Vref′
R (xP ,xL ,XV)

(23)

and ΔG○corr is the correction term defined as

ΔG
○

corr = −
1
β

log
⎛
⎝

c○V ∫dxP ∫dxL ∫dXV θR(xP, xL)e−β Vref′
R (xP ,xL ,XV)

∫dxP ∫dxL ∫dXV e−β Vref′
R (xP ,xL ,XV)

⎞
⎠

.

(24)

Here, Vsol′
R (xP, xL, XV) and Vref′

R (xP, xL, XV) are, respectively,
defined as

Vsol′
R (xP, xL, XV) = Vsol

R (xP, xL, XV), (25)

Vref′
R (xP, xL, XV) = UP(xP) +UL(xL) +UPV(xP, XV) +UV(XV).

(26)

Note that the interaction between the protein and ligand
[UPL(xP, xL)] and that between ligand and solvents [ULV(xL, XV)]
are absent in Vref′

R (xP, xL, XV). Accordingly, Eq. (23) is the free-
energy change for turning on the intermolecular interactions of
ligand L with protein P and solvent V under the condition imposed
by θR(xP, XL). ΔμR

L is called the solvation free energy at Eq. (23) by
viewing the ligand as the solute and the protein and solvent together
as mixed solvents. Δμbulk

L is the “usual” solvation free energy of the
ligand in the bulk solvent as provided by Eq. (12). The logarithm
in Eq. (24) can be computed by randomly inserting the ligand into
the configurations of the protein and solvent molecules. This is a
procedure of test-particle insertion, and the ligand is only placed
in the protein–solvent system without affecting their configurations.
Furthermore, only the calculation of the protein–ligand interaction
employed as the reaction coordinate is required after the insertion,
and the solvent configurations are not relevant with the computa-
tion. Thus, sampling the configurations corresponding to state R is
possible by means of random insertion. Since the insertion process
can be performed with low computational cost, the accurate calcu-
lation of ΔG○corr is realized. Since ΔG○corr involves the volume of the
system, ΔG○corr appears to be dependent on the system size. Actu-
ally, it can be proved that ΔG○corr has no such a dependency (see
Appendix B). A scheme of efficiently calculating ΔG○corr is found
in Appendix C. It should be further noted that the choice of the
standard state affects only ΔG○corr through c○.

Equation (22) can be interpreted with a simple thermodynamic
cycle involving the solvation processes of a ligand shown in Fig. 2. In
this scheme, we regard the ligand as a solute and the protein as a part
of the mixed solvent together with water and salts (if contained in the
system). The state change (c)→ (a) indicates the solvation process of

FIG. 2. Thermodynamic cycle for forming the reactive (R) state from the dissociate
state. (a) Dissociate state. (b) State R. (c) Protein and ligand are in solution and
in the gas phase, respectively. (d) Protein and ligand are in solution and in the
gas phase, respectively, while the configuration of ligand is restricted to the region
corresponding to state R.
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a ligand from the gas phase to the bulk, and its free energy difference
is Δμbulk

L . The change (d)→ (b) associated with the free energy differ-
ence, ΔμR

L , is also the solvation of the ligand, but the configuration of
the ligand is restricted to state R both in the gas and solution phases.
In order to bridge the above two processes, it is necessary to con-
sider an additional process [(c) → (d)] that the ligand is brought to
state R in the gas phase. The free energy change during this process
is ΔG○corr. Equation (24) is a generalization of the standard correction
term derived by Gilson et al., which is useful when the position and
orientation of the ligand are used as the reaction coordinates.13 It
should be noted that Eq. (24) is applicable to arbitrary types of reac-
tion coordinates. We describe the ER theory for computing Δμbulk

L
and ΔμR

L in Secs. II C and II D, respectively.
The above formulation in this section was performed in the

NVT ensemble. Our developments are also valid in NPT when
UV(XV) of Eqs. (13)–(15), (19)–(21), and (26) is replaced to
UV(XV) + pV and the configurational integral is written with the
integration over V , where p and V refer to the pressure and vol-
ume of the system, respectively. Furthermore, the solvation free
energies and the free-energy changes obtained from them have the
same values in the NPT and NVT ensembles as far as the system is
large enough (thermodynamic limit) and the pressure for the NPT
ensemble and the volume for NVT are connected through the right
equation of state.

C. Solvation free energy of ligand in the bulk Δμbulk
L

The theoretical expression of Δμbulk
L associated with the solva-

tion process from the gas phase is obtained by considering S = L in
Eq. (12) as

Δμbulk
L = − 1

β
log ∫dxL ∫dXV e−β V sol

L (xL ,XV)

∫dxL ∫dXV e−β Vref
L (xL ,XV)

. (27)

The ER theory provides a theoretical expression for Δμbulk
L with

the approximated functional FER as21

Δμbulk
L =∑

α
∫
∞

−∞
dϵ ϵρe

α(ϵ) + FER[{ρe
α(ϵ)},{ρe

α,0(ϵ)},{χe
αβ,0(ϵ, η)}],

(28)

where ρe
α(ϵ) and ρe

α,0(ϵ) are the energy distribution functions for αth
solvent species in the solution and in the reference solvent, respec-
tively, and χe

αβ,0(ϵ, η) is the two-body energy correlation function
between the αth and βth solvent species in the reference solvent. The
definitions of these functions are

ρe
α(ϵ) = ⟨∑

i
δ(uα(xL, xi) − ϵ)⟩, (29)

ρe
α,0(ϵ) = ⟨∑

i
δ(uα(xL, xi) − ϵ)⟩

0

, (30)

χe
αβ,0(ϵ, η) = ⟨∑

i,j
δ(uα(xL, xi) − ϵ)δ(uβ(xL, xj) − η)⟩

0

− ρe
α,0(ϵ)ρe

β,0(η). (31)

Here, ⟨⋅ ⋅ ⋅⟩ and ⟨⋅ ⋅ ⋅⟩0, respectively, indicate the ensemble averages
in the solution and in the reference solvent, where the solution refers
to the system sampled with Vsol

L (xL, XV) and the reference solvent is
generated by Vref

L (xL, XV). uα(xL, xi) is the interaction between the
ligand and the ith solvent molecule of species α whose full coordinate
is xi.

D. Solvation free energy of ligand for state R ΔμR
L

In this subsection, after describing the solvation free energy of
the ligand for arbitrary state A defined in terms of xL and xP, ΔμA

L , we
show the scheme of computing ΔμR

L . In state A, the configuration of
the ligand is restricted, and hence, ΔμA

L can be expressed by replacing
θR(xP, xL) in Eq. (23) with θA(xP, xL). We first define the following
characteristic function associated with state A as

θA(xP, xL) =
⎧⎪⎪⎨⎪⎪⎩

1, (xP, xL) ∈ ΩA,

0, (xP, xL) ∉ ΩA,
(32)

where ΩA is the region corresponding to state A. Then, ΔμA
L is

expressed as

ΔμA
L = −

1
β

log ∫dxP ∫dxL ∫dXV θA(xP, xL)e−β V sol′
R (xP ,xL ,XV)

∫dxP ∫dxL ∫dXV θA(xP, xL)e−β Vref′
R (xP ,xL ,XV)

. (33)

Let us introduce the conditional ensemble average as

⟨⋅ ⋅ ⋅ ⟩A = ∫
dxP ∫dxL ∫dXV (⋅ ⋅ ⋅ )θA(xP, xL)e−β V sol′

R (xP ,xL ,XV)

∫dxP ∫dxL ∫dXV θA(xP, xL)e−β V sol′
R (xP ,xL ,XV)

, (34)

⟨⋅ ⋅ ⋅ ⟩0,A = ∫
dxP ∫dxL ∫dXV (⋅ ⋅ ⋅ )θA(xP, xL)e−β Vref′

R (xP ,xL ,XV)

∫dxP ∫dxL ∫dXV θA(xP, xL)e−β Vref′
R (xP ,xL ,XV)

. (35)

In parallel to the note for Eqs. (29)–(31), the systems described by
Eqs. (34) and (35) are called the solution and reference solvent,
respectively. The conditional energy distribution and correlation
functions are written as

ρe(A)
α (ϵ) = ⟨∑

i
δ(uα(xL, xi) − ϵ)⟩

A

, (36)

ρe(A)
α,0 (ϵ) = ⟨∑

i
δ(uα(xL, xi) − ϵ)⟩

0,A

, (37)

χe(A)
αβ,0 (ϵ, η) = ⟨∑

i,j
δ(uα(xL, xi) − ϵ)δ(uβ(xL, xj) − η)⟩

0,A

− ρe(A)
α,0 (ϵ)ρ

e(A)
β,0 (η), (38)

where α and β refer to the protein or solvents. ΔμA
L is expressed using

the ER theory as

ΔμA
L =∑

α
∫
∞

−∞
dϵ ϵρe(A)

α (ϵ)

+ FER[{ρe(A)
α (ϵ)},{ρe(A)

α,0 (ϵ)},{χe(A)
αβ,0 (ϵ, η)}]. (39)
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The conditional ensemble averages in the reference solvent can
be computed by considering the solvent configurations with the
inserted ligand whose configurations are restricted to ΩA. On
the other hand, if state A is defined only with Uattr [Eq. (8)] as
ΥA = {U0,A ≤ Uattr ≤ U1,A}, the locations of the inserted ligand
sometimes can differ significantly from those observed in the solu-
tion system; the Uattr value alone may not fully capture the binding
configurations in the solution and can be very “coarse” to specify
insertion configurations in the reference solvent. In order to supple-
ment the information for the binding configurations, we introduce
the center of mass (CoM) of the ligand with respect to the CoM of the
protein, rPL, and the minimum of the interatomic distances between
the protein and ligand, rmin, as the auxiliary reaction coordinates.
Then, we define ΩA as

ΩA = {Uattr ∈ ΥA ∧ ρA(r) > 0 ∧ rmin ≥ Rsol}. (40)

Here, ρA(r) is the spatial density of the ligand with respect to the
protein in the solution system defined as

ρA(r) =
⟨δ(r − rPL)⟩ΥA

∫dr ⟨δ(r − rPL)⟩ΥA

, (41)

where ⟨⋅ ⋅ ⋅ ⟩ΥA stands for the ensemble average in the solution sys-
tem conditioned by Uattr ∈ ΥA and Rsol is the minimum of rmin
observed in the solution system. Note that ρA(r) > 0 and rmin ≥ Rsol
are satisfied in the solution system when the system is in state R
with Uattr ∈ ΥA. Since ΩA [Eq. (40)] involves ρA(r) and Rsol, we
need to run the MD simulations for the solution system before
computing Eqs. (37) and (38). A scheme of the test-particle inser-
tion that satisfies Eq. (40) is found in Sec. S2 of the supplementary
material.

The theoretical expression of ΔμR
L can be described by consid-

ering A = R in Eq. (33), and the application of the ER theory to state
R is straightforward. However, since state R is defined as the narrow
region with high free energy on the reaction coordinate, it is difficult
to obtain the adequate sampling for computing the energy distribu-
tion and correlation functions needed in Eq. (39). Then, we consider
the intermediate (IM) state located between state R and the dissoci-
ate state in which the robust computation of these functions can be
achieved. Adopting Eqs. (32) and (33) to states R and IM gives

ΔμR
L − ΔμIM

L = −
1
β

log
⟨θR⟩
⟨θR⟩0

+ 1
β

log
⟨θIM⟩
⟨θIM⟩0

, (42)

where ⟨⋅ ⋅ ⋅⟩ and ⟨⋅ ⋅ ⋅⟩0 stand for the ensemble averages in the solu-
tion system governed by Vsol′

R (xP, xL, XV) [Eq. (25)] and in the
reference solvent system governed by Vref′

R (xP, xL, XV) [Eq. (26)],
respectively. Equation (42) can be rewritten as

ΔμR
L = ΔμIM

L −
1
β

log
⟨θR⟩
⟨θIM⟩

+ 1
β

log
⟨θR⟩0
⟨θIM⟩0

. (43)

Since ⟨θR⟩/⟨θIM⟩ and ⟨θR⟩0/⟨θIM⟩0, respectively, represent the pop-
ulation ratios in the solution system and in the reference solvent
system, these quantities can be computed through molecular simula-
tions in the solution system and with random insertion of the ligand
into the solvent system.

III. COMPUTATIONAL METHODS
We investigated two different protein–ligand binding sys-

tems composed of FK506 binding protein (FKBP) and fragment
molecules, 4-hydroxy-2-butanone (BUT) and methyl methylth-
iomethyl sulphoxide (DSS) in an aqueous solution at 300 K (Fig. 3).
The modeling for each molecule is described in Sec. III A, and sim-
ulation procedures are in Secs. III C and III D. The details of the
equilibration schemes in the MD simulations are found in Tables
S1–S5 in the supplementary material. The initial configurations of
the systems of interest were built using Packmol.57 All the MD simu-
lations were performed with GENESIS2.058–60 The Bussi thermostat
was used for temperature control in the NVT and NPT simulations,
and the Bussi barostat was used for the NPT simulations.61 The
velocity Verlet integrator62 and reversible reference system propaga-
tor algorithm (r-RESPA)63 were employed for the equilibration and
production runs, respectively. The cutoff distance for the Lennard-
Jones interactions was 9.0 Å. We employed smooth particle-mesh
Ewald (SPME)64 for computing the electrostatic interactions, and
the number of grids was automatically determined in GENESIS2.0
so that the grid spacing was shorter than 1.4 Å. All bonds involv-
ing hydrogen atoms were constrained using the SHAKE/RATTLE
method,65,66 and water molecules were kept rigid using the SETTLE
method.67

A. Molecular models
The structure of FKBP was taken from the crystal structure

provided in RCSB PDB (PDB-ID: 1D7H).68 The used force field
for the protein and ions was the ff99SB∗-ILDN force field.69,70

As for the ligands, we used the generalized Amber force field
(GAFF).71,72 The TIP3P model was used for water molecules. The
optimized structures of ligand molecules were obtained with the
quantum chemical calculation at the MP2/6-31G(d) level, and then,
the restrained electrostatic potential (RESP) charges73 were evalu-
ated using the Antechamber74 program based on HF/6-31G(d) level

FIG. 3. Molecular structures of (a) FK506 binding protein (FKBP), (b) 4-hydroxy-2-
butanone (BUT), and (c) methyl methylthiomethyl sulphoxide (DSS). The residues
composing the binding pocket of FKBP are highlighted in (a).
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calculations. All the quantum chemical calculations were performed
with Gaussian 16.75

B. Equilibration of FKBP structure
We first performed the MD simulations of FKBP immersed in

the 150 mM NaCl aqueous solution at 300 K to obtain the equili-
brated structure of FKBP. The numbers of water, Na+, and Cl− were
32 600, 88, and 89, respectively. Since FKBP has a net charge of +1∣e∣,
the number of Cl− added to the system is one more than that of
Na+ for charge neutrality. The initial box size was 1003 A3. After the
equilibration with NVT and NPT simulations, we conducted 100 ns
MD (NVT) simulations. The final structure of FKBP was used as the
initial structure in the succeeding MD simulations described in the
following.

C. MD simulations for protein–ligand systems
We prepared the protein–ligand systems containing FKBP and

ligand (BUT or DSS) immersed in 150 mM NaCl aqueous solutions
whose initial box sizes were 1003 Å 3. The numbers of water, Na+,
and Cl− were 32 600, 88, and 89, respectively. We equilibrated the
systems with the protein and ligand being separated by introducing
the flat-bottom (FB) potential defined as

Ud
FB(d) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

k(d − d1)2, d ≤ d1,

0, d1 < d ≤ d2,

k(d − d2)2, d > d2,

(44)

where d is the distance between the CoM of Trp59 and CoM
of a ligand and hydrogen atoms were omitted in the calculations
of CoMs. For both the ligands, the values of k, d1, and d2 were
set to 1 kcal mol−1 Å−2, 17 Å, and 18 Å, respectively. The box
sizes obtained after the equilibration (NPT) were 100.3293 and
100.3863 Å 3 for the BUT and DSS systems, respectively. We sam-
pled 20 configurations during the above simulations. Then, 60 ns
MD (NVT) simulations were conducted from each of the sam-
pled configurations with different random seeds of thermostat while
imposing the half flat-bottom (HFB) potential defined as

Ud
HFB(d) =

⎧⎪⎪⎨⎪⎪⎩

0, d ≤ d2,

k(d − d2)2, d > d2.
(45)

For the accurate estimation of the PMFs, we performed the replica-
exchange umbrella sampling (REUS)76 on the energy coordinate,
Uattr [Eqs. (8) and (9)]. The initial configurations for the REUS
simulations were sampled from the above 20 runs with the HFB
potential. The atoms in the sidechains of Tyr26, Phe46, Val55,
Trp59, and Phe99 (Fig. 3) were considered for the calculations
of Uattr. The configurations that satisfy −5.0 ≤ Uattr/(kcal mol−1)
≤ −1.0 were sampled as the initial ones with an interval of
1 ± 0.1 kcal mol−1 for BUT. As for DSS, the configurations that sat-
isfy −7.0 ≤ Uattr/(kcal mol−1) ≤ −1.0 were taken with an interval of
1 ± 0.1 kcal mol−1. The following harmonic potential was employed
for the ith window in the REUS simulations:

Uharm(Uattr) = ki(Uattr −Ui)2. (46)

For both the ligands, the force constants, ki, were fixed to
0.8 kcal−1 mol, and the initial values of reference energies, U i,
were set to −5,−4,−3,−2, and −1 kcal mol−1 for BUT and to
−7,−6,−5,−4,−3,−2, and −1 kcal mol−1 for DSS. Performing
the parameter tuning simulations (NVT)77 implemented in Gene-
sis2.0 yielded U i = −4.60,−3.75,−2.93,−1.98, and −1.00 kcal mol−1

for BUT and U i = −6.82,−6.05,−5.04,−3.93,−2.88,−2.11, and
−1.00 kcal mol−1 for DSS. Then, we conducted the production REUS
(NVT) simulations with the exchange period of 1 ps while impos-
ing the following HFB potential for avoiding the sampling of the
configurations in the dissociate state that are far separated from R:

Uattr
HFB(Uattr) =

⎧⎪⎪⎨⎪⎪⎩

0, Uattr ≤ Udissoc,

k(Uattr −Udissoc)2, Uattr > Udissoc.
(47)

Here, k = 10 kcal−1 mol and Udissoc = −0.5 kcal mol−1 for both the
ligands. The trajectory lengths for production were 250 and 350 ns
for BUT and DSS, respectively.

The configurations obtained from the REUS simulations were
used as the initial configurations for the simulations to calcu-
late PRET(t) and kins. The number of sampled configurations at
−4.3 ≤ Uattr/(kcal mol−1) ≤ −3.0 was 300 for BUT, and that at
−2.8 ≤ Uattr/(kcal mol−1) ≤ −1.5 was 500 for DSS. For the calcula-
tions of PRET(t), after the initialization of velocities and equilibra-
tions, we performed 20 and 30 ns MD (NVT) simulations for BUT
and DSS, respectively, with the following HFB potential for each
trajectory:

Uattr′
HFB(Uattr) =

⎧⎪⎪⎨⎪⎪⎩

k(Uattr −Uins)2, Uattr ≤ Uins,

0, Uattr > Uins.
(48)

Here, k = 10.0 kcal−1 mol and U ins = −4.3 kcal mol−1 for BUT and
k = 10.0 kcal−1 mol and U ins = −2.8 kcal mol−1 for DSS. As for
kins, we conducted 30 ns MD (NVT) simulations for both the lig-
ands while imposing the HFB potential defined in Eq. (47) with
k = 10.0 kcal−1 mol and Udissoc = −3.0 kcal mol−1 for BUT and with
k = 10.0 kcal−1 mol and Udissoc = −1.5 kcal mol−1 for DSS.

D. Additional MD simulations for evaluating
solvation free energies

In order to evaluate the solvation free energies in the bulk,
Δμbulk

L , by means of the ER theory, we need to perform the MD
simulations for the systems with and without a ligand in 150 mM
aqueous solutions. As for the system with BUT or DSS (solution sys-
tem), the numbers of water, Na+, and Cl− were 32 600, 88, and 88,
respectively. After the equilibrations under the NVT and NPT con-
ditions, the box sizes for BUT and DSS were obtained as 99.7673

and 99.7883 Å 3, respectively. Then, we conducted 80 and 500 ns
MD (NVT) simulations for production. In the cases of the sys-
tems without ligands (reference solvent systems), the composition
of the solvents and box sizes were set to be the same as those for
the systems with ligands. We performed the MD (NVT) simula-
tions for equilibration, followed by 10 ns MD (NVT) simulations
for production.

For the computation of ΔμR
L , the simulations for protein–ligand

systems (solution systems) and protein systems (reference solvent
systems) in 150 mM aqueous solutions are needed. In the cases of
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the protein–ligand systems, the trajectories obtained from the REUS
simulations described in Sec. III C can be also used for this purpose.
We prepared the protein systems whose solvent compositions and
box sizes were the same as those for the protein–ligand systems.
Then, we performed 50 ns MD (NVT) simulations for production
after the equilibration.

We prepared the configurations of the isolated ligands by per-
forming the MD simulations in the gas phase. After the equilibration
using the 2 ns MD (NVT) simulations, we conducted 1 μs MD
(NVT) simulations for production. The number of obtained con-
figurations was 1 000 000, and these configurations were used for the
insertion.

E. Computation of thermodynamic
and kinetic quantities

The PMFs on the energy coordinate were evaluated using the
trajectories obtained from the REUS simulations. The weight of each
snapshot was estimated with the multistate Bennet acceptance ratio
(MBAR) method78 implemented in GENESIS2.0.79 The solvation
free energies were computed by means of ERmod 0.3.7.20 For the
computation of Δμbulk

L , the ligand was randomly inserted into the
corresponding reference solvent. The trajectory of the solution sys-
tem was splitted into 20 blocks, and then, the average of Δμbulk

L and
its standard error were computed. As for ΔμIM

L , we used the trajec-
tories obtained from the REUS simulations for the solution system.
As well as in the case of Δμbulk

L , we splitted the REUS trajectories
into 20 blocks for the error estimation. In order to calculate ΔμR

L
through Eq. (43), we computed ΔGIM→R = (−1/β)log⟨θR⟩/⟨θIM⟩
and ΔG0,IM→R = (−1/β) log ⟨θR⟩0/⟨θIM⟩0 from the MD simulations
for the solution system (REUS) and for the reference solvent sys-
tem, respectively. The average and standard error of ΔGIM→R were
computed through the Monte-Carlo (MC) bootstrap method.80 In
this method, the number of bootstrap samples generated by select-
ing the frames was set to 100. For the computation of ΔG0,IM→R,
the test particle insertion was performed, and the reference solvent
configurations with the inserted solute were splitted into 20 blocks
for the error estimation. The numbers of insertions for calculating
Δμbulk

L , ΔμIM
L , ΔG○corr, and ΔG0,IM→R were described in Table S6 of the

supplementary material.
The rate constant of insertion, kins, is given by

kins = ∑Ntraj
i=1 δ(i)ins

∑Ntraj
i=1 ∑

Nstep
j=1 Θ(U(i)attr(tj))Δt

. (49)

Here, Ntraj is the number of trajectories and Nstep is the number of
time steps until the insertion event is observed for the first time. Δt
is the time interval between adjacent frames. The value of Δt was set
to 1 ps. U(i)attr(t) is the time series of Uattr obtained from the ith tra-
jectory. Θ is a characteristic function for state R that is the same as
Eq. (2) when Uattr is used as the reaction coordinate Λ. δ(i)ins is a char-
acteristic function for insertion, which is unity when the insertion
event is observed in the ith trajectory and vanishes otherwise. Each
MD is terminated when the insertion event is observed. Accordingly,
δ(i)ins can be only one or zero. When δ(i)ins = 0, there are no insertions
in the ith trajectory and Nstep is the same as the total number of steps
in the trajectory. The entry of the ligand into the region defined as

Uattr ≤ −12.0 kcal mol−1 for BUT and as Uattr ≤ −11.5 kcal mol−1

for DSS during the simulation was considered as insertion. The MC
bootstrap method was used for the error estimations of kins and
PRET(t). The number of bootstrap samples generated by selecting
the trajectories was set to 1000 for both the quantities.

IV. RESULTS AND DISCUSSION
A. Potentials of mean force (PMFs)

We first examine the potentials of mean force (PMFs) on the
energy coordinate, w(Uattr), from the REUS simulations reweighted
with the MBAR method (Fig. 4). The spatial densities of ligands
for state R are also shown in Fig. 4. We define the energy ranges
for state R as −4.3 ≤ Uattr/(kcal mol−1) ≤ −3.5 for BUT and −2.8
≤ Uattr/(kcal mol−1) ≤ −2.0 for DSS. The lower bounds of state
R correspond to the free energy barriers in the PMFs for both
the ligands. The choice of the energy range to define state R will
be addressed in Sec. IV D. We set the energy ranges so that
the binding rate constants are not sensitive to the variations in
the upper bounds. In the case of BUT [Fig. 4(a)], the profile in
the PMF is almost flat around the free energy barrier [−4.3 ≤
Uattr/(kcal mol−1) ≤ −2.8]. The spatial density for state R is dis-
tributed around the entrance of the binding pocket. The region
corresponding to the high population is found near the hydropho-
bic residues (Tyr26, Phe46, and Phe99). From the definition of
Uattr [Eqs. (8) and (9)], the decrease in Uattr corresponds to the
increase in the number of contacts between the binding pocket
of the protein and ligand. Hence, the flat region on the PMF
indicates that the ligand configurations with different contact pat-
terns with the protein show similar thermodynamic stability in
this region. A local-minimum region is discernible around −1.5
≤ Uattr/(kcal mol−1) ≤ −0.75, and no barrier exists between the local
minimum and dissociate (Uattr ∼ 0 kcal mol−1) states. In compari-
son with the case of BUT, DSS has a lower free energy barrier located
at Uattr = −2.8 kcal mol−1, and no plateau exists around the bar-
rier. The spatial density for state R is delocalized around the binding
pocket compared with BUT, and the high populations exist sepa-
rately around Tyr26, Val55, and Phe99. Unlike in the case of BUT,
in addition, the local minimum found at Uattr ∼ −1.5 kcal mol−1 and
dissociate state (Uattr ∼ 0 kcal mol−1) are separated by a free energy
barrier at Uattr ∼ −1.0 kcal mol−1.

B. Solvation free energies
We discuss the solvation free energies of the ligands for the bulk

(Δμbulk
L ) and for state R (ΔμR

L) obtained through the ER theory. In
order to calculate the solvation free energy for state R, ΔμR

L , using
Eq. (43), we define state IM as −2.0 ≤ Uattr/(kcal mol−1) ≤ −1.0 in
which the local minima are present for both the ligands (Fig. 4). In
the framework of endpoint DFT, the solvation free energy for state
A, ΔμA

L , can be exactly described as

ΔμA
L = ⟨ULE⟩A + ΔμA

L,res, (50)

where ULE is the average interaction energy of a ligand with the sur-
rounding environments, such as solvents and protein, and ΔμA

L,res

is the residual part of ΔμA
L composed of the pair entropy and

many-body terms. ΔμA
L,res corresponds to the free-energy penalty

due to structural changes of the solvents and protein caused by
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FIG. 4. Potentials of mean force (PMFs) on the energy coordinate, w(Uattr), for
(a) BUT and (b) DSS obtained from the REUS simulations. The spatial densi-
ties of ligands [Eq. (41)] corresponding to state R are also shown in the right.
The definitions of state R are −4.3 ≤ Uattr/(kcal mol−1

) ≤ −3.5 for BUT and
−2.8 ≤ Uattr/(kcal mol−1

) ≤ −2.0 for DSS, respectively, and these regions are
highlighted in the PMFs. The isovalues of spatial densities for transparent and
solid surfaces are 10−5 and 10−3 Å−3, respectively. The spatial densities were
visualized with the Visual Molecular Dynamics (VMD) package.81 w(Uattr) is set
to zero at the local minimum around −1.5 kcal mol−1.

the binding of the ligand. Note that the ER theory introduces
the approximations to the many-body term. In the case of the
bulk, ULE is ligand–solvent (water and ions) interaction, ULV. For
states IM and R, ULE is the sum of ligand–solvent interaction (LV)
(ULV) and ligand–protein (LP) interaction [ULP, equivalent to UPL
introduced in Eq. (19)]. Further decomposition of ULE into the
interaction energy components of LV and LP interactions can be
achieved as

ULE = UvdW
LV +Uelec

LV +UvdW
LP +Uelec

LP , (51)

where UvdW
LX and Uelec

LX (X = V and P) are, respectively, the van der
Waals and electrostatic interaction energies in LX interaction. UvdW

LP
and Uelec

LP are zero for the bulk state. The values of ΔμA
L,res are evalu-

ated directly through the ER theory for the bulk and state IM. As for
state R, ΔμR

L is computed with Eq. (43), and then, we obtain ΔμR
L,res

by subtracting ⟨ULE⟩R from ΔμR
L .

Figure 5(a) shows the changes in ΔμA
L , ⟨ULE⟩A, and ΔμA

L,res
(A = bulk, IM, or R) from the bulk state. In the figure, δX (X
= ΔμA

L , ⟨ULE⟩A, and ΔμA
L,res) is defined as the difference between the

values of X for state A and for the bulk state. The values of ΔμA
L

FIG. 5. Changes in the solvation free energies and their decomposition from the
bulk state. (a) δΔμA

L , δ⟨ULE⟩A, and δΔμA
L,res. (b) Decomposition of δ⟨ULE⟩A into

the interaction energy components of ligand–solvent (LV) and ligand–protein (LP)
interactions. The errors are provided at the standard error.

and their decomposition are summarized in Table I. δΔμA
L for BUT

decreases by 2.4 kcal mol−1 from the bulk to state IM, correspond-
ing to the stabilization of BUT. At state R, the value of δΔμA

L is
slightly increased. It is seen that the profile of δ⟨ULE⟩A is similar
to that of δΔμA

L , and the absolute value of δΔμA
L,res is small. Hence,

⟨ULE⟩ is responsible for the stabilization of BUT in the vicinity of
the protein. State IM for DSS has a negatively large value of δΔμA

L ,
−3.2 kcal mol−1, because of δ⟨ULE⟩. Unlike in the case of BUT, δΔμA

L
hardly changes from state IM to R in spite of the increase in δ⟨ULE⟩A.
This is because the decrease in δΔμA

L,res is observed from state IM
to R, suggesting the importance of the entropy and many-body
contribution to state R.

The decomposition of δ⟨ULE⟩A into the interaction energy
components based on Eq. (51) is shown in Fig. 5(b). For both the
ligands, the LV and LP interactions have the positive and negative
contributions to δ⟨ULE⟩A, respectively. It is found that the desolva-
tion penalty for BUT stems mainly from the electrostatic interaction,
δ⟨Uele

LV⟩A. Since BUT has two hydrophilic groups, hydroxyl and car-
bonyl groups [Fig. 3(b)], the breaking of hydrogen bonding should
bring the penalty. The van der Waals and electrostatic components
in the LP interaction, δ⟨UvdW

LP ⟩A and δ⟨Uelec
LP ⟩A, contribute almost

equally to the stabilization, making δ⟨ULE⟩A negative at states IM
and R. As for DSS, since a hydroxyl group is absent in the struc-
ture [Fig. 3(c)], the desolvation penalty from δ⟨ULE⟩A at states IM
and R is smaller than that for BUT, while that from δ⟨UvdW

LV ⟩A is
increased. On the other hand, the stabilization effect originating

J. Chem. Phys. 159, 134103 (2023); doi: 10.1063/5.0165692 159, 134103-9

Published under an exclusive license by AIP Publishing

 03 O
ctober 2023 12:01:03

https://pubs.aip.org/aip/jcp


The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

TABLE I. Solvation free energies for different states and their decomposition based on Eq. (50). All values are in kcal mol−1.
The energy ranges of state R for BUT and DSS are, respectively, defined as −4.3 ≤ Uattr/(kcal mol−1

) ≤ −3.5 and −2.8
≤ Uattr/(kcal mol−1

) ≤ −2.0. As for state IM, the energy range is defined as −2.0 ≤ Uattr/(kcal mol−1
) ≤ −1.0 for both the

ligands. The errors are provided at the standard error.

State A ΔμA
L ⟨ULE⟩A ΔμA

L,res ⟨ULV⟩ ⟨ULP⟩

BUT
Bulk −8.69 ± 0.05 −34.32 ± 0.02 25.6 ± 0.05 −34.32 ± 0.02 . . .
IM −11.1 ± 0.1 −36.88 ± 0.04 25.8 ± 0.1 −23.1 ± 0.2 −13.8 ± 0.2
R −10.7 ± 0.1 −36.02 ± 0.07 25.3 ± 0.1 −21.3 ± 0.1 −14.8 ± 0.1

DSS
Bulk −7.8 ± 0.1 −29.94 ± 0.03 22.2 ± 0.1 −29.94 ± 0.03 . . .
IM −10.96 ± 0.09 −32.99 ± 0.06 22.0 ± 0.1 −20.9 ± 0.1 −12.1 ± 0.1
R −10.85 ± 0.09 −32.1 ± 0.1 21.2 ± 0.2 −18.2 ± 0.2 −13.9 ± 0.2

from δ⟨UvdW
LP ⟩ at states IM and R is enhanced as compared to BUT.

It indicates the importance of the hydrophobic nature of DSS for the
thermodynamic stability of states IM and R. The geometries of BUT
and DSS [Figs. 3(b) and 3(c)] are similar to each other, while the
hydrophobicity of DSS is higher. Hence, the difference of the pro-
files between BUT and DSS shown in Fig. 5 may explain the general
effect of the hydrophobicity of ligands on the formation of state R
for hydrophobic binding pockets.

In order to evaluate the equilibrium constant between the
dissociate state and state R through Eq. (22), K∗, we also need
to compute the correction term, ΔG○corr [Eq. (24)], by means of
the test-particle insertion. For both the systems, we confirm that
the convergence of ΔG○corr is fast with the number of frames used
for random insertion (Fig. S3 of the supplementary material), and
thus, the statistically reliable estimate of ΔG

○

corr is possible with the
test-particle insertion.

C. Kinetics of returning and insertion processes
The returning probabilities, PRET(t), are plotted in Fig. 6

together with the running time integrals defined as

τr(t) = ∫
t

0
dτ PRET(τ). (52)

The energy ranges for state R are, respectively, defined as
−4.3 ≤ Uattr/(kcal mol−1) ≤ −3.5 for BUT and −2.8 ≤ Uattr/
(kcal mol−1) ≤ −2.0. The time constants of insertion defined as

FIG. 6. Returning probability, PRET(t), and its running time integral, τr(t). The
time constants of insertion defined as τins = 1/k ins are also shown for comparison.

τins = 1/kins (Fig. 1) are also shown for comparison. Since the HFB
potential [Eq. (48)] is imposed to prevent the ligands from inserting
into the binding pocket during the MD simulations for PRET(t),
the lower bound for state R is not considered in the computation
of PRET(t). Note that the inverse of the integration up to t →∞
gives the dissociation rate constant from state R, kr [Eq. (7)].
τr(t) converge at t ∼ 10 ns for BUT and t ∼ 20 ns for DSS, and
the converged values are 0.38 ± 0.09 and 0.79 ± 0.07 ns for BUT
and DSS, respectively. Hence, the dissociation kinetics of DSS
is around twice slower than that of BUT. As shown in the PMF
(Fig. 4), the free energy barrier around state R for DSS is lower than
that for BUT. Furthermore, DSS has a barrier between state IM
[−2.0 ≤ Uattr/(kcal mol−1) ≤ −1.0] and dissociate state (Uattr ∼ 0),
while such a barrier does not exist for BUT. Thus, DSS tends to
return from state IM to state R more often than BUT, resulting in a
slow-down of the dissociation kinetics.

For a hard-sphere system82 and host–guest systems composed
of β-cyclodextrin and small compounds,48 PRET(t) has an asymp-
totic decay as t−3/2. Even for the present protein–ligand binding
systems, PRET(t) shows the same asymptotic behavior (see Fig. S1
of the supplementary material). Hence, this asymptoticity may hold
for different types of binding systems.

The time constants of insertion, τins, are 0.26 ± 0.03 ns for BUT
and 0.52 ± 0.03 ns for DSS, respectively. For both the ligands, τins are
smaller than τr(∞). Thus, the ligands in state R prefer to move from
state R to the bound state than to the dissociate state. τins of DSS is
larger than that of BUT. The difference of τins could be interpreted

FIG. 7. Dependency of binding rate constants, kon, on the choice of the energy
range of state R, Ulow ≤ Uattr ≤ Ulow + ΔUR. The values of Ulow for BUT and DSS
are fixed to −4.3 and −2.8 kcal mol−1, respectively.
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TABLE II. Thermodynamic and kinetic quantities associated with the protein–ligand binding processes. The values of kon
obtained through the MD simulations are taken from Ref. 9. The errors are provided at the standard error.

kon (109 s−1 M−1)

This study MD χ (109 s−1) K∗ (M−1) kins (109 s−1) kr (109 s−1)

BUT 1.5 ± 0.4 1.23 ± 0.03 1.6 ± 0.3 1.0 ± 0.2 3.8 ± 0.4 2.7 ± 0.6
DSS 4 ± 1 2.1 ± 0.2 0.76 ± 0.07 6 ± 1 1.3 ± 0.1 1.9 ± 0.1

with the profiles of the PMFs between state R and bound state (Fig.
S2 of the supplementary material). The PMF of DSS has a local min-
imum at Uattr ∼ −5 kcal mol−1, which is close to state R, while such a
minimum is not present in the case of BUT. Thus, DSS coming from
state R might be trapped at this minimum, causing the larger value
of τins compared with BUT.

D. Binding rate constant k on

In this subsection, we address the dependency of binding rate
constants, kon, on the choice of the energy range of state R. We
represent the energy range for state R as

Ulow ≤ Uattr ≤ Ulow + ΔUR. (53)

The values of U low for BUT and DSS are, respectively, fixed to −4.3
and −2.8 kcal mol−1 that are the same as the peak positions in the
PMFs (Fig. 4). Figure 7 shows the values of kon as a function of ΔUR.
When ΔUR is small, kon for both the ligands are found to be depen-
dent on ΔUR especially for DSS. On the other hand, kon converge
to certain values for both the cases with the increase in ΔUR. This
monotonic behavior enables us to determine the energy range suit-
able for state R by gradually changing the upper bound. For both the
ligands, we set the value of ΔUR to 0.8 kcal mol−1, i.e., the energy
ranges for BUT and DSS are set to −4.3 ≤ Uattr/(kcal mol−1) ≤ −3.5
and −2.8 ≤ Uattr/(kcal mol−1) ≤ −2.0, respectively. The values of
kon under the above condition are (1.5 ± 0.4) × 109 and (4 ± 1)
× 109 s−1 M−1 for BUT and DSS, respectively. The observed trend
that kon of BUT is larger than that of DSS is consistent with the
previous long timescale MD simulations9 [(1.23 ± 0.08) × 109 and
(2.1 ± 0.2) × 109 s−1 M−1 for BUT and DSS, respectively] although
kon of DSS predicted from the present method is around twice larger.

We analyze the binding kinetics using the theoretical expres-
sion of kon provided by the RP theory [Eq. (4)]. Let us define

χ = (k−1
ins + k−1

r )
−1 = (τins + τr(∞))−1, (54)

which means the frequency at which either the insertion
or dissociation occurs. From Eqs. (7) and (54), Eq. (4) is
rewritten as

kon = χK∗. (55)

Since K∗ reflects the thermodynamic stability of state R, Eq. (55) is
a decomposition of kon into the thermodynamic (K∗) and kinetic
(χ) contributions. We summarize the thermodynamic and kinetic
quantities associated with the protein–ligand binding processes in
Table II. The value of χ is 0.76 ± 0.07 ns for DSS, which is smaller
than for BUT (1.6 ± 0.3 ns). It indicates the slower kinetics of

DSS around state R as compared to BUT. On the other hand, K∗

for DSS is 6 ± 1M−1, which is ∼6 times larger than that for BUT
(1.0 ± 0.2M−1). Thus, the high stability of state R for DSS is
responsible for the larger value of kon.

V. CONCLUSION
In this study, we proposed a new method to quantify the

binding rate constants of protein–ligand binding, kon, by means of
molecular dynamics (MD) simulations. The method is based on
returning probability (RP) and energy representation (ER) theories
of solution. The RP theory provides not only a tractable expression
of the binding rate constant but also enables us to systematically
analyze the binding processes in terms of the thermodynamics and
kinetics on the reactive state existing in the binding processes. By
means of the ER theory, the reliable estimate of the solvation free
energy of a solute is realized in complex solution systems. We con-
structed a scheme of computing the free energy difference between
the reactive and dissociate state, required in the RP theory, based on
the ER theory. Note that this scheme is applicable to arbitrary types
of reactive states on reaction coordinates. Thus, the incorporation of
the ER theory expanded the versatility of the RP theory.

We applied the present method to the protein–ligand binding
systems that consist of FK506 binding protein (FKBP) and small
fragments [4-hydroxy-2-butanone (BUT) and methyl methylth-
iomethyl sulphoxide (DSS)] in a 150 mM NaCl aqueous solution.
The reactive and intermediate states were characterized with the
potentials of mean force (PMFs) on the attractive part of Lennard-
Jones interaction between the protein and ligand, Uattr. From the
analysis of the interaction energy components, we quantified the sta-
bilizing and destabilizing effects on the reactive state coming from
the ligand–solvent and ligand-protein interactions, respectively. The
computed values of kon were found to be hardly dependent on the
choice of the reactive state when the energy range of Uattr is suffi-
ciently wide. The present method reproduced the trends reported
in the previous study using the long-timescale MD simulations that
the value of kon for DSS is larger than that for BUT.9 Furthermore,
the systematic analysis based on the RP theory clarified that the
higher thermodynamic stability of the reactive state for DSS causes
the faster binding kinetics compared with BUT.

Since both the RP and ER theories are applicable to the hetero-
geneous systems, the present method could be utilized to elucidate
the binding kinetics in complex solution systems from an atomistic
point of view. It is known that macromolecular crowded environ-
ments significantly affect the binding efficiency.83 The application
of the present method to the binding phenomena occurring in
such environments could provide a physicochemical insight into the
crowder effects.
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In the present method, a challenge lies in the determination of
state R. Currently, we have to check the validity of the definition
of state R by systematically changing the parameter associated with
the region of state R on the reaction coordinate. This is due to
the lack of the scheme to theoretically determine state R. As men-
tioned by Kim and Lee,50 the Markovianity on state R is important
for quantitatively evaluating the rate constant. Recently, a method-
ology of constructing optimal Markovian models from time-series
data has been proposed based on the Koopman operator theory.84

Thus, incorporating this method might be useful for overcoming the
above challenge. We expect that the present method and its exten-
sion will allow us to elucidate a variety of binding systems, including
permeation through membranes.

SUPPLEMENTARY MATERIAL

The supplementary material contains the simulation protocols,
the scheme of conditional test-particle insertion, the setups of test-
particle insertion, the asymptotic behavior of returning probability,
the potentials of mean force between the bound and reactive states,
and the convergence of ΔG○corr.
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APPENDIX A: THEORETICAL EXPRESSION
OF CHEMICAL POTENTIAL UNDER NVT CONDITION

In this appendix, we derive a theoretical expression of the
chemical potential under the NVT condition. The derivation is
almost parallel to that under the NPT condition described in Ref.
56. Let us consider a system consisting of the solute species S and
solvents V. The number of molecules for species S and solvents is
NS and NV, respectively. We define the full coordinates of the ith
molecules of S as xS,i and the set of xS,i as X(NS)

S . The set of the full
coordinates of the solvents is also defined as XV. Then, we introduce
the total potential of the system as

VS(X(NS)
S , XV; NS) =

NS

∑
i=1

US(xS,i) +
NS

∑
i=1

NS

∑
j>i

USS(xS,i, xS,j)

+
NS

∑
i=1

USV(xS,i, XV) +UV(XV), (A1)

where US(xS,i) is the intramolecular energy of a solute molecule,
USS(xS,i, xS, j) is the solute–solute pair interaction energy,
USV(xS,i, XV) is the interaction energy of a solute with the sol-
vents, and UV(XV) is the total potential of the solvents. The
partition function of the system after performing the integration of
the kinetic energy, Q(NS), is defined as

Q(NS) =
1

NS!NV!λNS
S λNV

V
∫ dX(NS)

S

× ∫ dXV exp [−βVS(X(NS)
S , XV; NS)], (A2)

where β is the inverse temperature and λS and λV are the kinetic con-
tributions that come from the integration of the partition function
about the kinetic energy of species S and solvent species, respectively.
The dimensions of λNS

S and λNV
V are the same as those of X(NS)

S and XV,
respectively, and thus, Q(NS) is dimensionless. If both the solute and
solvent species are fully flexible, λl (l = S or V) can be represented as
the product of the thermal de Brogile wavelengths,

λl =
nl

∏
k=1
( βh2

2πml,k
)

3/2
. (A3)

Here, h is Planck constant and ml,k is the mass of the kth atom in
species l. The quantum correction is usually multiplied to Eq. (A3),
in fact, and when some bond lengths are fixed, the correction is fur-
ther necessary to Eq. (A3) and the integration variables X(NS)

S and
XV in Eq. (A2). In any case, Eq. (A2) becomes dimensionless due to
the contributions from λS and λV. The chemical potential of species
S is defined as

μS = −
1
β

log
Q(NS + 1)

Q(NS)
. (A4)

Substituting Eq. (A2) into Eq. (A4) yields
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μS = −
1
β

log
⎛
⎜
⎝

1
λS(NS + 1)

∫dX(NS+1)
S ∫dXV exp [−βVS(X(NS+1)

S , XV; NS + 1)]

∫dX(NS)
S ∫dXV exp [−βVS(X(NS)

S , XV; NS)]

⎞
⎟
⎠

. (A5)

By introducing the solvation free energy of species S,

ΔμS = −
1
β

log
⎛
⎜
⎝

∫dX(NS+1)
S ∫dXV exp [−βVS(X(NS+1)

S , XV; NS + 1)]

∫dX(NS+1)
S ∫dXV exp [−β(US(xS,NS+1) + VS(X(NS)

S , XV; NS))]

⎞
⎟
⎠

. (A6)

Equation (A5) can be rewritten as

μS = −
1
β

log
ZS

λSNS
+ ΔμS, (A7)

where NS + 1 ≈ NS and ZS is the configurational integral of species S
in an isolated state defined as

ZS = ∫ dxS exp [−βUS(xS)]. (A8)

In addition, by defining the concentration of species S as [S] = NS/V ,
Eq. (A7) can be rewritten as

μS = −
1
β

log
ZS

λSV[S] + ΔμS. (A9)

APPENDIX B: INDEPENDENCE OF ΔG ○corr
FROM THE SYSTEM SIZE

In this appendix, we prove the independence of ΔG○corr
[Eq. (24)] from the system size,

e−βΔG○corr = c○V ∫dxP ∫dxL ∫dXV θR(xP, xL)e−β Vref′
R (xP ,xL ,XV)

∫dxP ∫dxL ∫dXV e−β Vref′
R (xP ,xL ,XV)

. (B1)

Note that Vref′
R (xP, xL, XV) is defined in Eq. (26) and the intermolec-

ular interactions are absent for the ligand with the protein and
solvent. We first define the integration of e−β Vref′

R (xP ,xL ,XV) over the
solvent coordinates as e−βX(xP ,xL),

e−βX(xP ,xL) = ∫ dXV e−β Vref′
R (xP ,xL ,XV). (B2)

Then, Eq. (B1) is rewritten as

e−βΔG○corr = c○V ∫dxP ∫dxL θR(xP, xL)e−βX(xP ,xL)

∫dxP ∫dxL e−βX(xP ,xL) . (B3)

Since xP and xL are decoupled with each other in X(xP, xL), the inte-
gration over the center of masses (CoMs) of the protein and ligand
can be performed in the denominator of Eq. (B3) as

∫ dxP ∫ dxL e−βX(xP ,xL) = V2∫
∗

dxP∫
∗

dxL e−βX(xP ,xL), (B4)

where ∫ ∗dxP and ∫ ∗dxL indicate the integration over the orien-
tational and internal degrees of freedom of the protein and of the

ligand, respectively, with the CoM fixed. In the numerator, xP and
xL are coupled due to the presence of θR(xP, xL). On the other hand,
by defining the relative coordinate of the ligand with respect to the
protein as xPL, the integration over the CoM of the protein can be
performed as

∫ dxP ∫ dxL θR(xP, xL)e−βX(xP ,xL)

= V∫
∗

dxP ∫ dxPL θR(xP, xL)e−βX(xP ,xPL). (B5)

Substitution of Eqs. (B4) and (B5) into Eq. (B3) yields

e−βΔG○corr = c○ ∫
∗dxP ∫dxPL θR(xP, xPL)e−βX(xP ,xPL)

∫ ∗dxP∫ ∗dxL e−βX(xP ,xL) . (B6)

Evidently, the integrations labeled with ∫ ∗ do not depend on the
system size (the system-size dependence from the solvent degrees
of freedom is canceled between the denominator and numerator).
The integrand in the numerator shows non-zero values only if the
protein and ligand form the complex of state R, and hence, the inte-
gration over xPL is hardly dependent on the system size. As a result,
it can be concluded that the value of ΔG○corr is not dependent on the
system size.

APPENDIX C: SCHEME OF COMPUTING ΔG ○corr

The free energy correction, ΔG○corr [Eq. (24)], can be com-
puted by randomly inserting the ligand into the configurations of
the “mixed solvent” consisting of the protein together with water
and salts (if contained in the system). If we define the total num-
ber of the solvent configurations with the inserted ligand as Ntot and
the number of the configurations in which the protein and inserted
ligand form a complex of state R as NΩR , Eq. (24) can be described as

ΔG
○

corr = −
1
β

log(c○V
NΩR

Ntot
). (C1)

Since the formation of the complex of state R is hardly observed
when the system size is large and the ligand is inserted randomly
into the system, the convergence of NΩR/Ntot becomes slow with the
increase in the system volume. As discussed in Appendix B, on the
other hand, ΔG○corr does not depend on the system size, indicating
that NΩR/Ntot is proportional to the system volume. Thus, if we con-
sider the insertion of the ligand into a spatial region whose volume
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is V′ (V′ < V) and that contains state R, the following relationship
holds:

NΩR

Ntot
= V′

V
(NΩR

Ntot
)

V′
. (C2)

Here, (NΩR/Ntot)V′ means the population of the configurations cor-
responding to state R obtained from the insertions of ligand into
the spatial region mentioned above. Substitution of Eq. (C2) into
Eq. (C1) yields

ΔG
○

corr = −
1
β

log [c○V′(NΩR

Ntot
)

V′
]. (C3)

Therefore, the efficient computation of ΔG○corr can be performed by
considering the molecular-size region V′ for insertion in Eq. (C3).
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