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Named Entities Extraction by Citizen Participation and Machine
Learning for Making Machine-readable Old Records of the Edo Period
Remaining in Local Communities
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Abstract: There are many ancient documents such as business records and testimonials written before the
Edo period in Japan. Machine-readable metadata will be one of effective tools for utilizing those records. In
cases of materials related to a very small area, in particular, it is necessary to deal with unique expressions
restricted in the area. In this study, we set a specific goal to generate machine-readable metadata such as
Linked Data from the database of the cataloged articles for the Ogi-han Nikki (business records) from the
Edo period. We aim to improve the efficiency in extraction processes of named entities. For this purpose, we
employ two methods. The first is effective use of human resources through citizen participation. The second
is automated extraction of named entities by machine learning. We show that the proposed method works
well even for materials related to a local area.

Keywords: old local records in Edo period, citizen science, deep learning, named entity extraction, word
embeddings
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1. XU ®IC
1.1 &8

LA D EIZIE, TLARMCLIRT RS, B, sofk, %
EHDLWIEIFEM L EOMBEICBIT L HEMBRETS 2
ZF2F00 0 L 5 Es RS CHFEL TS, T4
&, SRS UL e e TV ZOVERICLTE
&, BB EDOT - RXR=2 L LT Web AT 5D
HADTKE OB 7 — % OFGH, HESHEIZ A
WML LTI LTWa. 205 OEED 5 HN
HrMLL, KEOEREZEWNICONTELE, T4b
LM T — NIRRT A A DIBTE > T b,
7k 20X, WS T FA Mt 58%), TED (Text
Encoding Initiative) [1] % Linked Data [2] {b72 £12 & %3
HOMEN G ETHD., TODXD) EMOMERE &I,
FRICHIRIC % < BE T A i RE SRS SE AL O % 18 2 T
FWRERIRIC 2 ) 2 DH 5.

L2 L, KEIEAFT 5O iz i &5 7 — 4
ICZET 2 DIREH TR E V. %5, RERHOEE
WK ICDWTIE, Ko, sufb, #fses®Ha s 7%
AN CTRRDIRENRERET FFICEALZERLEZNLD
R 2 Ry ST — s o7 v I RO 55,
AT, WHeZR Y A2wir))T, Wtk 5 ailm
BT X¥AMT—=% L LTREML, £ 0N
Ml hE e Tt 2 TR LETH 5.

EHIIINF TS, RBNBFOBMITHILICRS L%
M2 BTFHEEREL, EBRLTEA, BAMICIE, T
N (BRAEOERER) 2B 2¥KH#E0HETHS [H
REHER] 2GR L7 [NEEHFL T — 7 X — X [4], [5]]
D4 73,984 O AT FAL 2 B, EHD TN TIIHEE
L T &7z Linked Data HEJZH# > 2 7 4 [6] Z HW T, &L
FYPLRLIIRTEBY, A%, %, HkfFqa, &8
B2 SCHIRE 7 EDEEF — 7 — N & 7% 2 [E A FHhH (7]
A7\, JAAYIC Linked Data #H{% L7z (K 1).

Z @ Linked Data HEIZEH S 2 5 4 CTlE, Web LD
L EPOIE L -BEAEERE L —FRENERET L2
LT, BRECIRERMIT A ERT LA TEHI LR
RL72*2,

1.2 BES L ZOERFE

IS OB FHIE 2oV T, Web EoBISIR S
TEMEIET L2 L ARPREETH 5. FRIZ, ARITEER
FICHEHBT 2D TIE RV, EELISEITREL
ToRERIRAT Y — IV CHEED NS & L — R B L T

OUNEEOFEFHNE THRS) LIENG. —T5, AL
OREDT=HIZ THRL] ONEZER LT, BRI Cl4 L
7efix THREHSER] v (3]

2 OBEERMAT Y — b MeCab O 2 —#§EH %l o 72 BRI FEE
https://crch.dl.saga-u.ac.jp/nikki/dataset /|27~ 7.
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1 HRLHEIIBU2EARRY 7 205 L UFY] (9]
Table 1 List and description of named entity classes in
the Nikki Mokuroku, summarized lists from Nikki

records.
BEHFMS 7 A% ]
EVENT / HiskH kDA

TERMS / 3%
ROLE / &%k - #%&

edead, A
el FIERAR

PERSON (JINMEI) / A% A%, MR

PLACE / %57t WA, W O
QUANTITY / %= BB I UHMZRIH
DATE / H# RS

 MERETY—Lickd
(AHDT—%]
3

HEB#HLEX BRI

(#HEE - 170

Weblfi£: - #ERAE
IC & B EHRRRME

\

| (A—FEHEDOER)
BT |
VFAVHYATVRIC
HESHESME
EEREME

Linked Data
EEES4

FTA—TI—ZVII
L BEFREMB

[BAHT—%]
Linked Data

—pp FHRTERIZTAEX
—> INFTOEBRFTIOER
1 Linked Data HEJZR Y A5 4 [6] 2BV TARMI%ELS KT
B7at A [8] CRHHEA)
Fig. 1 Points of interest in the automatic Linked Data conver-

sion system (ellipses with thick lines).

T 2 &9 FHEE, REOERHI L TEMTIE 2.

ZDO—}T, HRAND AN & — @B EN 72 NsFAES
TANZOMBEIT) &, Wi [EHAEM] L v) A%
DFAEHFHS THIUE, [THRAHEM] O X5 =8P
LZ2XFHN LTH AL THH /B E DT 5 2 EHT
5.

AWFTETIE, HERDTERERMAT Y — IV H OFEE IO
BALEB /T 2 RN, EARAIMEICBWTA
B DEEHIITEDL I L2 BMAE I ANS 720,
) WFRMmENIcE EE T, Y F XA R (21§
SH) ORMAZEL T, BEEROFmAM S & EBIC
TABHWITHTROW LY, WIROEALB 2 HhH L
72 3], [8]. ki, 2) EfET— % & L CLERFELOKE ]
REZRIRD IR, ZFaH I L TUIRE ZIE L2 EAELBL 2
T ADBEREWFEICT D720, SIFFEITHILTHEL B0
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BRI IS X 2 A RIME L2 3R L 72,

2) 12T, BARmIIE, [HEESHERE] 2 v 7zEH
Rt aEE TV (UUT, HEETNV) ZHWT, §#%T
FANROBEAER W T 2Tz L 5. HRESEEH
L, SEERMET 5 HEERR L O FEERY 2 IR e Bl
ILL7zR7 FVEBT -5 ThHb, BEDT A —TT—=
Y7L B ARERLE T TH 5 BERT [10], Flair[11]
BETIE, KEO Web BHI— A% ED5H 560 Lo
L7z, ZFEITINT 5 HESMEH 2 FRNFET— 5
L, BIERXA VEEADOT F A DTS L /- BaES iR
Hz2BrBRT—2 L LTEARBHCET VEART 5.

KWFZEIC BT, F4 1L, Wikipedia SeH0 HRESE L 72
B HABEOHFFE T — ¥ LTHRIC L ) IEHERFEAD
BT F A MO ER L7ZBEE T — 7 2 HWT, I
xt L CHEARB 2 i 2 EAARBHEE T IV A AR L
72 [9].

INFETOWNIENS, EARHZHIZET 5720 THHA
HARMNCKE BRI L, BREEFTY —VIZBWnT
bHCFED A o 7 AR GEE LD SR L 7o — e
DAEETERE LML/ REHRTND, 200, s
(&, HhH L7HEE S L oBRE BEfL L 7o HEE - R
T, BACHAE L LTI AMICE PN L EFNENDG
BFEBUCTKRE B2V E WD N Z 7. T2,

bbb, AR OBCH ARG TS Lz Bk g Bl
T=51Z, FEICHHML L 7oE o 22BN L THE 24T
) ZET, BEARBADHEE T IVIEGEL T HE & HIk L7z,
EBZE, BRARBECES N HESHRERT— 5 (F
MEHT—%) &, FIWIER SN DA Web TS
YO — FuRECTH L. ADVHETLT— %1%, BHERH
DNEEWERFEHDOBEBRRBELT -5 Th 5.

1) BLO2) O MAIZL Y, HWILOHFERIIHT L
LOBWITR EWEH IS L A ILEEET, By, A4,
1159 7% & OMBEA OBARIL O L BFEHT— 4 0
R EAT) S LT &2,

WA, BIROFERIEE T -5 LBEEH T -5 Bk
VAR L 72 A F B E | TOVIC X B A B %
Wil U 7205 5, 4Rt o0 73,984 - 3430 1 TdH 5 25,000
BT — % IV 72HEETIVE X R ERGEEICB W
T, AR 5% % 5o 5 N4, FEXHE, %,
HokE, & - REOK 7 I A CTENBELRFHEEZE LN

KEEORBIL, ROEBYTHAH. HRBI X 5 I
DHFE BT — Y EFROFEICOWTE2E, T4 -7
T — =2 7\ X BILE SO & oA EIME TR LD
WTId 38, 4B TIZ2EB LU 3ETRLATHEZFELT
L 7B o FEA R R B XL OCIRETEOFENEIC OV
THhRL. 5HEZTLEDET L.
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2. MRZMICE BMEAFOUNE & EHRIR
M FE

2.1 BE

ERFFETIE, YFAYHA T ZAOEEEZHO 1Dk
T 5. FHRIFEICTHRASEBRGICSNT 5 F XA T
YA 12] &, HRMELR EORITHEIZT TR, EET
AR AR08 7 E SR b 72 B RIS I B W T,
FH LR LR S R0 720 108 Lz A&
AMTEBRTFELE L TERSNLTWA [13].

HOE O NLIEHT B L CEFEEHF O 5T ICB W T
b, ER, FEEIHOMA 1, 19], WLTV 5L
T =N A THEEDFRIE [16] % £ T—E DR E HITT
W5,

REFFE T, P F AV HA T ADEKRE LT, KEh
DOWIHFA OEAFRBML ¥ 2 7 2 It ROZEDO T T
EWT 5. [, To4 HIEOREE R LI B L& 3
OBNMTRPARY A7 %479 2T, BINENRT—4 N—
AN BRkA R E F OEKRNTEZ 206, Halski
HIFE DA FIVRHTETLLOM L2 WFTE 5.

ARFFENC BT B EER T FEHT 51218, UTICHTHEH
FKHMM s 27 (Db, ¥ 27 LIWER) 2FETT LB
%, ZOXIEY T by 2T, BB L HMIEROEIC
DWTHEL, FMARBMBOMEEZHAR VOO TR
AT LEN B S (8], [17).

2.2 4X7&hE

y A 73 REFEIIHA LTI R L ] cErhn/s
HitHEOBZEATFA N TH L. 200, HEXDOXL
FTMA CTHIOMA, A% EICH D HFREOHM % F
DNYDPLETH L. MHAFOEEZ MR L -GS, ¥
A7 FATW e NS RE SN B,

Z 2T, B S OREA FIh 25 RE 2 P AM &
BLUAER, g0 A TR, AR R EREE O
TNCEY, WLOMFRIIE UADD Y, B LELOFMIC
DVTHIL TV 5 601825 80 Mt HICTHT =% s 12
A FRIBUM 2K L 72, i, RiE 4 HhoEg £
Btz 8 & Tiro7. 2096, 3&4NLEE, 5470
CHB T 2T 72,

2.3 ZRAUZBEYINIIT  HRSMICLZ2EERR
HWHY X7 LBE

RSB & 2 EA R > A7 4 & Linked Data H
B ATL (K1) LOMBRER 2 1I2RT. Rl
AFALTE, 78 by KO 2777 ) r—33»T
BHLIAIITIE) T NI 2T R, Ny 7TV KDY AT A
BHEREOT CHE S LA L >Tnd, ¥ X720
Hi, v T T I FETUTICHIT 58247 .
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[ZAY AT VK]
5 2V FTEE - EFRRE LT
REEBERAY Y Y aR—k

SMEICLZTRY
(EBERRML) HBIF

;Aﬁéntﬁﬁiﬁ?—ngﬁ-%ﬁﬂﬁm

— T~

| Ny 7TV K] |

SMEER | | ooy vem BEEIC LD
B2 YR EROBER
5 2R 5 20 (BEHRRT 72511
=t IREE S —HEHERJYILD
1ER)
smEBEY | | BBEEIRY ||
RIR O E BB EROEA
Linked Data
]

BHEEBRYRATL

I—YHEOBBEM - REBUTHU
BH CEEREMLERE KRR

2 WRZBINC X 2 EARBN > 27 4 (FHEEN) OB
& UF Linked Data HE)ZEH > A7 4 L OB (k8] £ 1
51H)

Fig. 2 Configuration of a named entity extraction system with

citizen participation (in the dotted box) and its rela-
tionship with the automated Linked Data conversion

system.

9, YA BMEB L ORBOEHE IO 7 A V14,
5y va R — N EEREA RBHhT G A ORI S X
DCHIBECEAD Y A7 2 TitH s EA2 A TE 5
W CHEIRRN 2R L. ¥y A7 ETH95E81E, A7
FATHE BT 5. 2O, Ny 7V FTIE, YA
Mz ou 74 v HEE, BENZ, EARBMD OERS %
SEEL, T N—RICERT L.

FEBED 5 A7 FATHE T, RO HFGELD 1D
DNy 7T FTHREEN, T F LMDy A7)0
HLEEHEE BT TRRINGS,

KIZ, FRLZZRBELIH LT, 50 LORERRN
Y — ) MeCab [18] & Z D2 —HEEHE 2 F\v T HB)IYIZ[FE
ARIML 2T . COMEKERE ¥ A7 SIMEDHERL
T, BIEAD HIUTIE L WIHEE L3 n§ 2 BEARBL T N
REFTAH. BESKRINE, ZOFFBEETELT
YAZ T L, MILVRRELEFRT S, &b, ¥ 27
ZNE DR R E BIE L2 Wiad, BHEBIETE 5%
FEDMF ML TV 5.

LB, KV 7 My TRMEHTAEIC, ¥ AZBINEIC

3 AR 2 BRI L OCHE 8] oM 3-1, XM 3-2, [X3-3 THHTE
5.

© 2022 Information Processing Society of Japan

ERERRYZ b+

10 ¢ |HIR—IYERT

’E | EM (<}
# N EERREESA HE (BFHRR) HEN
42 A% Person BEMAR 1000
6173 4 Place BEA 6
8399 A% Person SEFREM 3
9284 A% Person BEM 3
10627 | A% Person HASEREM 2
14951 = A% Person HAFRBEM 1

B3 [EAFRHY AL [19] T [HIN] 2 LIER. SHEICN
H-an72) ¥ 7 BI/NE#ERRL T — ¥ X — A TOREFE R &

%5,
Fig. 3 Results of a search for “Hishu (JE)” in the list of
named entities [19]. The link given to each word is the

search result in the Ogi-han Nikki Database.

X L TR 2 % B C Il i 4R <0 [ A R Bl 1B
HTIV—VOEMRGI G E R L, BRICEIMEDHMTY A
7 HAT ) B OB AR AN R RE L 7.

2.4 ZRITEMECL BMEERNE DR

§ A7 BB —E DRI S B D5, 7T A
SRV — VDT TYH, BIRG D5 BRI N
HBHVITFRY DEL 5.

FIT, ABIZETIX, ¥ A7 BINE O R EEEE
fr—2E LTHWT, Nv sy Froiiansirs s
APNEA R T — 5 Z T 2 EHE v RE L. &
W, S NAEAERBPZY %7 7 A5 on
TV 2% HHCTHET 5.

Z D%, WRFAEAEI T — 4 % Linked Data HE)%
By 27 DR AT AT ET, B LRI HEIY I
EEIND., COFBELILHELHCTORRRBITB LU
A RBIHEASE TSNS &, £ HFGRE O A FRIHM
iSRS BEIC T v 77— P &b,

MAT, ¥ AZ7BMEB L OCERZ I, RFOMITIRRT
FBMTELY 27 A N [EAERBY 2 ] [19] T,
HREPED 7 7 2 g SN EBEICTE 5.
72l ZAE, TN v, 77 AHEICKR) Y
A, EAEEBRIVA MDY A ST [JUN] 2HETLE, =
NETICAEZHBIOHAEHESINTEDY, AMBpESInT
WA RES L LY SN R TEL (H 3).

D EDAAIZE Y, & 27 BnEh53ht L7z EAG EH
Ty OB,
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3. TA—T7—ZJIC&BIFREESHL S
DEERBEHEFE

3.1 |

Pk D Linked Data HEVZAHE Y 27 4B L URIEOTR
SN EA R FE I, BESMTY — Lo —4
HENEOREICLY, BARBAMBEEY LIF 2 Fikx
Lol INLOTFHEE, BHEXOERID 4R H - 724
BRI BWT, - HREOBRNBIIITERE I
LCHEAENL 0GR THo72. LhL, LHELH2, 3
Tt a#Ez, 2—FHENT v T ENBHIZONT,
UTICHIT A7z i D L 7.

o REHMNTY — VDI —HHEIZEFIN TRV,
HHVIEBEHORFELIIV > SWHBIL VR AR
&, HBEICEARBMBTE 2w,

o Y AUBMEMTEARIY 7 ADHEIIL D OME
Wb, F7203, SEEOOIHIEILIE IR S )
HLBZENHL., F0D-0, EMEIC L HEARE
T =5 OWERBFRED LIk o7-.

NS ORI, BEERMBNTY — VO — Y FEICEA

TR EBEHT 2 FHETIE, KEORMFEICSHRLT 2 Z L1
IRANHHZ L HREL TV,

32.?

3.2 BIEMZR

ARHFZETI, 2 BTHBA/ECPTHHA ST 5 i
Rt OEARBONEICIN R, RAOBEIH L CREAE
HEZ207 7 2% @hEEICHENTRECT 2 12D hEE L
T, XHTOME A DOREARHPRITIG ETED K 9 I2ff
BNTWANPETA =TI ==V FTHERT LI LR
BTz

—flZ, BEAERBMLO XD 2 ARFELAEY 2 714,
BRI 7 — 2 OFHMEE LT b Twb, H5HL
THREDOHENHBT MR T RO L7201 BELTF
L, HEEMOBDETH 5.

PR, HFEMOFMEE %KD 5 121%, WordNet [20] 7 &
ANFTESNTZY Y —F ARHEEE ) LOEFREZ IS
LRI e A v b Y 21) #FIH T 5D FRWTH - 72
7S, EFERHARE L CESFHEDY Y — T AR FEET
MBS LB 2 2 S IFHEN TR R,

ZZC, [MUXRTHTL 2FHEEINA L) 2EH®r
FOMM D H 5| & F 2 B ARG [22) IO X, HEES
B (Word embeddings) [23] &IEIEI 2, HGER O
PUE % BRICDFEBR Y IV TEEAL L CTRELT 5 T8
S/, T2TOXMREE, T—/SANDOLEFERT
LEHFEOEICH L HEFOZ L 28T .

ISR ST 46y — v & LTI, HiESHERA
DEE Y — )V Tdh S Word2vec [24] 127 £ 5 Skip-gram
(Continuous Skip-Gram Model) [24] 3 & U CBOW (Con-

© 2022 Information Processing Society of Japan

tinuous Bag-of-Words Model) [24] 137>, GloVe [25], fast-
Text [26] = EHITHN 5.

L2 L, EREOHFESHFBE, WREZZELTE57T,
ZHEHFTR N OPORY PUEN 1 DIZF L o7l
LTRSS NG 720, LA OREICHIL T 5 3%, 72
EREHATE Lo THEM] EEas Lo [N @
£ BREIIEYNITHIS T & 2w,

% FHAEIHIBT 5121, 2018 £ LD ELMo (Em-
beddings from Language Models) [27], BERT (Bidirec-
tional Encoder Representations from Transformers) [10],
Flair [11] % &, R L&KL TH > TH RITIL L THERE LR
7 VAR % PRFFC & B BRI IR OET R 2 R T 5
VN D5

INsoFEE, b Transformer [28] 125 1T 5
Attention B [29] ZIGH L7-FHTH 5. Attention &
X, AJHOHEEE ) LIz, Wikipedia st &0 5
RS S VR 20 D R 70 BEEE WL C & A i
FERT-y2FAMLT, KHFELBGLUIOHGE L ORHE
B GEHE) ORSEENICERTLFETHL. Z0H
RSB T = OR7 MUV L, FXA 2R L7
fii 7 — % % A CHilE = 200 5385 (Fine-tuning) %47
AL, KEICEETT— 5 L 2B a0 5 2 L SHEEET
HoTHRMELRMIFEREHEONDL LIRS,

3.3 REF&®

Tk, M ROUDPBELTH - TH, FEICHISHH
THHERLLTB L UIFNS OERISHCHAGE L K& L
PIFEEN TV 27 UE, RS Attention % Fiv: 5 T % 1%
I LTI CTH A & E 2. RS,
RATEVWILF OB, EiEE L CHEATREHD0,
HELHSIC B 208 <lE, Il 2 i licm—L
TTFIINT = A4 7 TOMRZ BHELL TWEZ &2
2T, MeCab (2 & 2R HEATE L LCHH
AEEH @ Unidic [30], [31], T—#FEE L CEXEADH
S FNFNEESN TV AIREET, BEEADEA R
ThUL, EBIEIX2LHLMPBTETNE720TH 5.

¥/, ERROFWMFE T -5 LBFEAT -5 BlAE
b, BT L EARBHEE TV 2 AT 55,
HEMBXOTHEEED L7220, AfETld, HAELZ S
WTHEA R BEFEGHERB T — 7 #FIHTE, EARBHE
ETNVHEEB L UGG L E R 707 T 6% F LOTHR
% Flair 7V—27—2 [32) BEUZDTF4 771 [33] %
R L7,

S 512, RO HIE, SCHICEHEENLFEAERBOME
LRSS, 79 A5 HATELETVOMETHY, H5
M UDILRERFNTIC L 5 HEFED ) 1 LEAOHNFEEET
VOMHIZET TR, R2ITRTEBY, 5L 73,984 3
PSS 1,146,912 T, #9095 95.07% (1,090,357)
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F 2 UMEEHRT— 5 N—A RS T2 HEkGt s 73,984
PR o CTRER A 7 > M L UG
Table 2 Counts and percentages of 73,984 articles in “Ogi-han
Nikki Database” by character type.

Ay M BERTEDLHE (%)
EpEs 1,146,912 100.00
B 1,090,357 95.07
[OCR AR 29,097 2.54
AT 20,992 1.83
Z DA 6,466 0.56
B  B-JINMElI 2 B-JINMEI
N 1-JJINMEI H I-JINMEI
¥ O 5 |-JINMEI
A B-PLACE & I-JINMEI
T I-PLACE & IFJINMEI
F |-PLACE & I-JINMEI
~N O F9  I-JINMEI
# O X B-PLACE
28 B-EVENT ik |I-PLACE
L I-EVENT 5 B-TERMS
Z B-TERMS % B-EVENT
¥ |-TERMS & |-EVENT
Z B-TERMS
= |-TERMS

4 10B2 ¥ 77X 7 — % ofl (Scik [9] £ W 51H). JINMEI (&
PERSON (A% 7 7 A) D&
Fig. 4 An example of IOB2 format. JINMEI means PERSON

class.

DHEFEEED, 1 DOEFLTE®RY 2 THELL V., 20
720, FRERBT ORI SN2 VT LNV TEHE
E N7 Flair Embeddings [34] & 500 H 0 0 AGESRT
FHF— 5 BLOK 4 12RT10B2 ¥ 7K [35) TO TN
VY T FETER LB R T - s lvwas 2 e L.
AWFFEDEFIFE I H 72 HAFE Flair Embeddings 13,
Wikipedia HAGEM S > 77 7 4 )V (2018/12/20) %5 4
KEN7-bDOTH S [36].

4. BERFRBEMHEFEOFM

4.1 TRSMICE 37 7 XFIEERBEMHFHEEROHRE
4.1.1 #©E

K7 ClE, RSN X 2 EARBME OMEIEES
2019 4E 5 A5 20204E5 A ¥ Tiro72. 2O, K5 B
LUK 3 IIRT LB, HELHFRRLHF LA 2019 4F 5 H B
HO83IT B, SFEG6 A, 9H, 202043 AlicEhe
129,221 {4, 41,719 7, 50,801 1 25BlE; 7 — & N — A |2
BIE N, RARIIZIE 2020 4F 10 A 124 B &L 73,984 1
DOFH & T — & N— ZBFHNET Lz, RIEEOHFIL

© 2022 Information Processing Society of Japan
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Fig. 5 Number of reprinted articles and content verified during

the public participation period.

& 3 HEGCHFCHEHEHEIC BT 2 EE LB OMILERT A, BitH L
BB £ U seqeval TOMGEREIZBRAN L 7S50k

Table 3 Work aggregation month, total number of articles,

and number of articles excluded during validation

with seqeval in period of the named-entity extraction

and expanding number of the catalog (Mokuroku) ar-

ticles.

Eiii ek S I e 5 G TR SR
May-2019 18,317 1,786
Jun-2019 29,221 125

Jul-2019 29,221 125
Aug-2019 29,221 125
Sep-2019 41,719 9
Oct-2019 41,719 9
Nov-2019 41,719 9
Dec-2019 41,719 9
Jan-2020 41,719 9
Feb-2020 41,719 9
Mar-2020 50,801 2
Apr-2020 50,801 2

May-2020 50,801 2

Jun-2020 70,289 2

Jul-2020 70,289 2
Aug-2020 72,739 0
Sep-2020 72,739 0
Oct-2020 73,984 0

HERLFELICE VIES N —EOBHEESTD 1 205 40,000
FTENGE L.

F72, RS2 2019 4F 7 H LUK, FAFREMm
7 T AGF N = WA O THERR & JUEAT 9 T & Tl RhER
D ExH o7z, ZOREE, Mo HEL L TwnizitFix
40,000 1 (&RFELD 54.1%) OWRE*BLZF 129 A
TT L7 (M5).

EHHIZ LS MeCab L — RO HEHIIFL LD 7 —
7R — 2B ERRHRR ST E o A TAEMICE
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EDTIT, &% A7 THO 2020 48 10 AR CHE %2
MT L.

RSB DM IZ D Wi, 4 H 118, Linked Data HBj
TV AT L BB EEH T LT, REHOBEFILHEL
R A EA KRB OREEZ 77— 5 L L TR L. 2
LT, 440,000 FOEHE I L 2 NERERFEADINEER H
e (7T — %) L L, B LB Ro G RFMHRER &
Wig$ 2 2 & TR EOIRIE CH 5 5% (Precision),
FHZE (Recall) BL O F 1l (F-measure) ZilllE L7, B
REJIZIE, ARBEIE TO@ A &1, Linked Data HBjA R
VAT LK BEAERBIMLAEROF T T A E ETIE
R7Z-5725DDEETH L. HEFL, EIEMT— 7123
LT, MYy AT L0EARBIMBFERBL 207 7 2
FEECIEMZ572b0DEETHL., Wiz b L, #HE
FIIEARIBME O LS, FHBIREARR S LRk
TELBEDEHEEELTWAE, FEEIE, FRERTH
L 7oA E EEORTY T 5.

W 2id, JRHT X)) v 7 HE R O K B 5
Python 7 4 777 1) T& % seqeval [37) # fiH L7z, 7272
L, seqeval TIE, 7A MNT AL EIEMT— % & T 5UD5E
LRI LULEND L. EBICT—F RN—RTEHFHFINT
WARLHEXO I, MEICERERR) R EEEATY
12728, "DV TBIEEN OB L. FDi:
O, EfT— % LR LHELITMEP S L T 5.
BEGLE L S B L - EBoRIE, £ 3ITRT.

4.1.2 BEXOEBRREMHE TOFHlE%E

B, BFEXOBARIME I, BEEHBEKEZ D5 H
LOBBTLULENHY, 2DH) 2 TY T A% LIRTHIE
Lg% Sw., 20720, KifFgeTld, CHoEAE
FHAKEZRRS W L%, VIARELLHETSS
EEDIEMHAL L. Thbh, HARL)HEEYE
ALTWD, &5, FMEM? 09D ETHLLE1E, Uk
POEAERB LR ICEBRTETVLEES 2, [ElsE]
R % .

4.1.3 #R

9, MRS L %5 A7 FATHIRNTO MeCab L—
PEEEDO T — 7BIB L OBFEEORE R L LT, 2020 4F
10 AR 5L C O A B RO WL, I OE &S
LTUOEAERBEER 4 1RT. ZORTOBEGEHOEIH
Blx, XhcoBEAFRBOBHREEE Y M L2bO
Thb. HBEOEE L, ERFEHAORBEOT T
7 IGANEDBLEETH 5.

F72, K27 7 AIBITHEAFRH 2 RBERIEICIER
BORBER»SEH INL EEF (O *He6, X7,
X8, X9, 10, X 11, X 12 (IR L7. 72& 21, A&
77 A (K 6) DYy, EARBBHO LA 1002 TT
DY T ALEEKD 26.4%% i, 1,000 f7F TT 65.9%% 5
HIHILRRT. UKL, BUHFEZ A (M 7) T

|
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F4 HRZBIMELS 27 THE (2020 4 10 KRS OFLSEC 73,984
PRCIBL L 2B KB O MBI, £EAERHEONBEIIET 5

B2 I ADEDLEE, B X UEARHE
Table 4 The number of occurrences and types of each named
entity class in 73,984 titles at the end of the citizen
participation task (as of October 2020), the ratio of
each class in the total number of named entities’ oc-

currences, and the number of named entities.

77 A% EARBOWBK WBROBS (%) EAERIE
&7 TR 409,004 100.0 18,141
kg 131,032 32.0 5,781
@ik 117,384 28.7 257
N% 52,098 12.7 7,238
el - s 50,607 12.4 2,019
Bt 37,685 9.2 1,897
i 10,931 2.7 809
H Ik 9,267 2.3 581

1, BRI OEESETIOY 5 ADEHBED 30.1%,
A7 100 7 F TOEERTIZ 98.8% % TN ZENEHT 5.

B, K7 TALBITLEARL, HILOBEARIO
A BT 5 ICONTHFAEINT 2 2 L2 56, KRUAGED
B ERELREA RO 7 9 AHBICHEST 5. B2, A
%7 7 ZABLUOHRES 7 2ICBWTI}, BRAEEHEIPSH
THoHI s, FAERIHOML L 7 7 2 g ORIk
I IE SO K AZENDI LD L ETH - 7-.

RIS, K7 T AT EOBER, BHEB LIV FELZH 13,
14, 15, 16, 17, 18, 19 1Z/RT.

ek, T—WEEEE, 201946 H, [FETH, FHFE9IH,
2020 4F 2 A, [4E 6 BIC—E 8o LW EARBSER L 7-
e 5 CAEPFIEAVSHL L, Linked Data HEJZHL Y X 7 412
T A L CHAEEL 7.

BewT, M2y 722 F [ 4 A7 #EBIRESH] ©
ERLEESINED Y A7 4ER %, Linked Data H )25t
TAT LTERE ST B AR A D DR D A 2%
Hr—z ek, IEfERE2RD7 (K20 BLIUE 5).
72721, IEMRERZRO LB, BB LML TR
BIICIBIE L7 BIETF— 2 DSFEES %) SHELE RIS
LTBY, BEORLES L EOTFFRETELZODIEE
EF =N L. $72, &@3NE 84T 14
X, BIET =% OHL500HE L eh o770, BILI.
4.1.4 E8

y A 7 FATIHIE R, B L WSINE LSRN S L7z 2019 4F 5
HERETABLO—EDEARIAT— ¥ 258 L7 2020
F2 71, MBBEO IR TARS N (K 13 2
5K 19).

ZOBE, 24 WHTRLIZEBY, BHENY A 7R
BEL, EARBEME V-V ESINE L EERRET L
T, AMOA /DR BIE L. AT, &
BHHE LK RA SR CTEL L)1, ThETHERBLE
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Fig. 6 Occupancy rate of PERSON class relative to its number

of named entities.
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Fig. 7 Occupancy rate of TERMS class relative to its number

of named entities.
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Fig. 8 Occupancy rate of EVENT class relative to its number

of named entities.
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Fig. 9 Occupancy rate of ROLE class relative to its number of

named entities.
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Fig. 10 Occupancy rate of QUANTITY class relative to its

number of named entities.
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Fig. 11 Occupancy rate of DATE class relative to its number

of named entities.
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Fig. 12 Occupancy rate of PLACE class relative to its number

of named entities.
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Fig. 13 F-measure, precision and recall of the PERSON class.
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Fig. 14 F-measure, precision and recall of the TERMS class.
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Fig. 15 F-measure, precision and recall of the EVENT class.
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Fig. 16 F-measure, precision and recall of the ROLE class.
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Fig. 17 F-measure, precision and recall of the QUANTITY

class. In August of 2019, the extraction began.
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Fig. 18 F-measure, precision and recall of the DATE class.

PLACE
1.0
0.8
06 ~==precision
----recall
0.4
——F-measure
0.2
0.0
QOO0 0 90 00 O Q0 O 9 9
§5885:55:5:588¢8¢s8¢88¢838
LI AU B L S B U B B
ST P28 3PS 2553535 ®es
$3°2802a882s5&33>280

19 ¥t (PLACE) 7 A0 F i, #A#E L UHEE
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Fig. 20 Named entity class and task correctness by partici-

pant; A to G are participants, A and B are free, and
C to G are paid participants.

x5 ZINEH Y A7 EMRLZOFHBLUBINE A 25 G W
B IABIE L7z EAERBLOBE (IBIER)

Table 5 Percentages of task correctness actively modified by

participants and their means, and total number of

named entity extraction by participants A to G (num-

ber of modified named entities).

BME A B ¢ D E F G 2
A% 1.0000 1.0000 0.9256 1.0000 0.9418 0.9074 0.9534  0.9612
BESOEE 1.0000 0.8750  0.9667 09355 0.9614 0.9786  0.8889  0.9437
Hskd 0.8889  0.9459 07636 0.8630 0.7900 0.8927 0.8358  0.8543
W - B8 1.0000 0.7143  0.8306  0.6538 0.6074 0.6256 0.5225  0.7077
& 08571 09091 0.7144  0.6296 0.5339 0.4724  0.5658  0.6689
Ok 06667 n/a  0.7835 05556 0.6032 0.6266 0.7043  0.6566
AT 0.5000 0.4286 05271 0.8667 0.6388 05157 0.3834  0.5515
T 0.8447 0.8121 07874 0.7863  0.7252  0.7170  0.6934  0.7656
BEKR 85 124 13661 170 5738 12,917 7283 5711

4.2 F4—T73—Z2FIl&B 77 RPIEBERRMERE
& DARELE
4.2.1 BE

3ET/RLZ Flair 7 L — 247 — 72X A EAEH B
S UORBEHE 2 T o 72, BARM T3, STk (9] IR

BE B L OREHEICHW5 303, HEGFLOR ﬁ
F5 1205 40,000 FTOLNH T ¥ ¥ L1 5,000 LA T
VB R EIN L7200 Th L (LI, 5,000 1445 40,000
HECORFLOKERET -5y b EIER).,

& 512, Flair flAAABREEL, %7 — 5ty b2 ERY
B LOHERNERY 71y M2 9xt 1 o4& THEE
T4, HYV Ty MIEWIIHT L, BFEEHE S
Tty PAEEHEICHE S NS Z Lid .

F 72, FAEZ EOMMEEOWEE, FHuiyd La5H
(Fine-tuning) TCIEA KILHE T T % 2L j’%rﬂb i
7o, FATL-HE T T IVEEEB L 20TV 5 Fl v/ [E

D
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K6 TA—T7I—= U THAEE, HHRBIUF #2709 DR
272 % 72\ B 75 1858 L S

Table 6 The number of fine-tuning articles required for deep

learning to achieve a precision rate, a recall rate, and

an F-measure of 0.9 or higher.

R F i
TERMS 5,000 5,000 5,000
PERSON 5,000 5,000 5,000

PLACE 15,000 15,000 15,000
EVENT 20,000 15,000 20,000
ROLE 25,000 20,000 25,000
DATE 40,000 40,000 40,000
QUANTITY L 30,000 40,000

HFRB 70 75 L1%, Google Colab [38], [39] TZMH
THETH 5.

WS LR E N ET— 52y hT 3o
EETNVEMBELT, MEE, BFHEBIUCFHEOMEZ
1o 7.
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Fig. 21 Average of F-measure for each dataset during training
in PERSON class.
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Fig. 22 Average of F-measure for each dataset during training

in TERMS class.
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Fig. 23 Average of F-measure for each dataset during training

in EVENT class.
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Fig. 24 Average of F-measure for each dataset during training

in ROLE class.
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Fig. 25 Average of F-measure for each dataset during training
in QUANTITY class.
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Fig. 26 Average of F-measure for each dataset during training
in DATE class.
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Fig. 27 Average of F-measure for each dataset during training

in PLACE class.

%, RERLEFWIEBZ ETHETLHIZ, Web TE LD
ADZRL, LEICLL COMRER T — % & L THRMT
FLLTH S LIE, 4RITEITEEE 45,

FDLWDICIE, Ty N—AfEIL, 32—
Tar, ARSI &w?%ﬁ?ﬁﬁ% IF LY AND

Tz, M ROW I 5T, gL T -5 D

Y HEEdITEZ, FF EM’EDL FAYZT L8
VETH 5.

KEFFETIE, AMREHL T — 7 N— A ZHH0C, LA
\ESCCEED N IO RE SR, WREGRIR D AR T A R
RHATEMTFILL T FERIRE L.

320



BEAIEF =R EE Vol.63 No.2 310-323 (Feb. 2022)
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