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Microscopic Properties of Forces from Ice Solidification Interface 
Acting on Silica Surfaces Based on Molecular Dynamics 
Simulations 

Shota Uchida,*a Kunio Fujiwara b and Masahiko Shibahara b 

The origin of the forces acting on a silica surface from an ice solidification interface was investigated to understand the 

solidification phenomenon and its impact on nanometer–scale structures using molecular dynamics simulations. The 

microscopic forces were determined by appropriately averaging the forces acting on the silica wall from the water molecules 

in time and space; the time evolutions of these microscopic forces during the solidification processes were investigated for 

three types of silica surfaces. The results indicate that the microscopic forces fluctuate more after the solidification interface 

makes contact with the wall surface. To visualize the changes in the microscopic forces and hydrogen bonds due to 

solidification, their differences compared to the liquid state were calculated. When the solidification interface is near the 

wall, the changes in these microscopic forces and hydrogen bonds due to solidification are correlated. This tendency is more 

significant for an amorphous wall and a wall with a structure than for a crystalline wall. The changes in the microscopic force 

depend on the water molecules that behave as acceptors when forming the hydrogen bonds with the wall and on the 

configuration of the silanol groups on the silica surfaces.

Introduction 

On an ice surface or between ice and a solid wall, a layer 

commonly known as the quasi–liquid layer (QLL) forms in a pre–

melt state. Several studies have investigated the QLLs of ice 

surfaces1–3 and those between ice and substrates.4 In particular, 

the QLL that occurs between ice interfaces and solid walls has 

been studied in various contexts, such as ice friction,5,6 

adsorption control,7 and climate change.8 Thus, several 

theoretical,9–11 experimental, 12–23 and analytical24–29 studies 

have examined the physical phenomena underlying the QLL and 

revealed that the QLL has a thickness of a few nanometers. In 

particular, a new cleaning method utilizing the solidification 

phenomenon has been proposed for the recent manufacturing 

of semiconductors miniaturized to a few nanometers.30 

Elucidating the solidification state of water molecules in the QLL 

at the substrate–ice interface and revealing the microscopic 

forces exerted by the solidification phenomena on the solid wall 

are important for understanding the pattern collapse of 

semiconductor structures and the removal mechanism of 

particles attached to wafers on the nanometer scale, which in 

turn, is necessary for the development of semiconductor 

cleaning processes.31–36 Although the QLLs on silica walls used 

as semiconductor substrates have been investigated 

experimentally37–40 and analytically,41,42 the details of the 

microscopic forces acting on the solid wall from the 

solidification interface have not been clarified on the 

nanometer scale. 

The forces of the solidification interface that act on spherical 

particles have been experimentally and theoretically 

investigated on the micrometer scale,43 and water solidification 

in micrometer–scale channels has been experimentally 

observed.44 However, it is unclear whether this micrometer–

scale theory can be applied to microscopic forces from a 

solidification interface acting on nanoparticles. It is also unclear 

whether the space between the nanometer–scale channel 

solidifies.  

Previous studies investigated the microscopic forces acting on 

smooth walls45 and nanoparticle46 via molecular dynamics (MD) 

simulations. In these studies, no hydrogen bonds explicitly 

formed between the water molecules and wall surfaces 

because smooth surfaces with Pt atoms were used in the MD 

simulations, which did not incorporate the atomic charges. 

However, a surface of the substrate, such as a Si wafer, contains 

natural oxide films in the hydroxylated amorphous state,47,48 

which also have nanometer scale roughness; for example, the 

pattern structures constructed on Si wafers. Several previous 

studies have investigated hydrogen bonds formed between 

silanol groups on silica surfaces and water molecules.49–52 Their 

results imply that the force exerted by the water molecules on 

such walls is related to the hydrogen bonds formed between 

the water molecules and silanol groups.53  

According to these studies, the forces due to solidification can 

be observed if they exceed the force exerted by the water 
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molecules in the liquid state on the wall surface. Moreover, any 

change in the former would be difficult to observe because of 

the dominance of random forces at the nanometer scale. These 

results suggest that temporal and spatial averaging of the forces 

is necessary to eliminate the fluctuations of the forces due to 

random forces and to observe the forces due to solidification. 

However, to our knowledge, no studies have employed 

temporal and spatial averaging to observe the changes in the 

forces due to the solidification phenomenon. Moreover, the 

effects of solidification interfaces on amorphous silica walls 

with nanometer scale roughness, such as semiconductor 

structures, are unclear. Thus, it remains unclear whether the 

water molecules in the nanometer regions between these 

structures crystallize.  

The purpose of this study is to elucidate the forces acting on a 

solid wall from a nearby solidification interface using non–

equilibrium MD simulations. We use a silica wall as a solid wall 

model and simulate the solidification of water molecules. 

Simulations are conducted for a coexistence system of water 

and ice on hydroxylated flat crystalline and amorphous silica 

surfaces and an amorphous silica wall with a structure before 

and after contact with the solidification interface. To observe 

the changes in the forces due to the solidification phenomenon, 

we define forces averaged appropriately in time and space as 

the microscopic forces. Focusing on the hydrogen bonds 

between the water molecules and silanol groups on the silica 

wall surface, we investigate the time evolution of the 

microscopic forces, the number of hydrogen bonds, and the 

duration for which the hydrogen bonds are maintained. The 

changes due to solidification are estimated for each variable 

based on the differences from their mean values in the liquid 

state, to clearly visualize the effects of the solidification 

phenomena. Next, we evaluate the correlation coefficients 

between the changes in the hydrogen bonds and the forces due 

to solidification, and analyse the effects of these correlations on 

the conditions of the silica walls.  

Computational method 

Silica surface model 

In this study, three types of silica wall models were prepared: 

crystalline and amorphous planes and a wall with a structure on 

the amorphous plane. The crystalline and amorphous planes 

were constructed using a procedure described in Ref. 42 to 

obtain equivalent silica surfaces. The size of the crystalline and 

amorphous planes was Lx × Ly × Lz = 2.20 × 2.33 × 2.20 nm3 

and were composed of 300 Si atoms and 600 O atoms, 

respectively. The structure of the crystalline silica was the α–

quartz, and the orientation of the surface was (100). The 

amorphous plane was obtained by annealing crystalline silica 

using the following procedure. First, the temperature of the 

calculation system was raised from 1 K to 5000 K for 0.2 ns to 

melt the crystal structure, and then the system was maintained 

at 5000 K for 0.8 ns to equilibrate. Subsequently, the system 

was quenched at 240 K to obtain an amorphous structure. The 

Nosé–Hoover thermostat was used for temperature controls. 

Next, a vacuum region of 2.0 nm was set along the z–direction, 

and the upper boundary condition in the z–direction was 

changed from a periodic boundary condition to a mirror 

boundary condition. This change in the boundary condition 

introduced an unnatural surface structure along the z–direction. 

The second annealing step was performed to optimize the 

surface structure by annealing the calculation system to 800 K. 

The procedure used to prepare the wall surface with a structure 

was similar to that used for the amorphous silica wall surface. A 

silica crystal structure consisting of 600 Si atoms and 1200 

oxygen atoms was established within the simulation system 

shown in Fig. 1, which had a size of Lx × Ly × Lz = 4.40 × 2.33 × 

2.20 nm3. Annealing at 5000 K was simulated to create an 

amorphous wall. Then, the SiO2 atoms were removed so that 

the structure height, width, and spacing values were each 2.0 

nm. Annealing at 800 K was then simulated for the calculation 

system to relax the atomic configuration. Finally, silanol groups 

were attached to the dangling bonds on three types of silica 

surfaces. 

The simulations to build the silica walls were performed using 

the Tersoff potential prepared for the SiO system.54 Either H or 

OH was attached to dangling bonds on the wall surfaces. The 

Tersoff potentials previously prepared for the SiOH system55,56 

were used in calculations to calculate the silica wall surface 

containing H atoms.  

The three types of silica wall surfaces investigated in this study 

are denoted as “flat crystalline”, “flat amorphous” and 

“structured amorphous”, respectively. Figure 1 shows details of 

each region in the “structured amorphous” model. The 

following discussion of the “structured amorphous” refers to 

the Walltop region in Fig. 1, which is the top region of the 

structure. 

For the “flat crystalline” and “flat amorphous”, the surface 

position perpendicular to the wall was determined using the 

peak position of the density profile of the O atoms for the silanol 

groups,42 and the position of the surfaces in the z–direction was 

defined as the origin. For the “structured amorphous”, the 

position of the origin in the z–direction was defined as the 

bottom surface, i.e., that at the base of the structure shown in 

Fig. 1. 

The densities of silanol groups on each wall surface were 7.20, 

4.69, and 4.85 /nm2 for the “flat crystalline”, “flat amorphous”, 

and “structured amorphous” surfaces, respectively, consistent 

with the results of previous studies.48,57,58  

 

Water model 

The ice–water coexistence system established for the “flat 

crystalline” and “flat amorphous” had 1224 water molecules 

(3672 atoms) and dimensions of Lx × Ly × Lz = 2.20 × 2.33 × 7.80 

nm3. The water–ice coexistence system used for the “structured 

amorphous” was obtained using a similar procedure, with a 

calculation system consisting of 2448 water molecules and 

dimensions of Lx × Ly × Lz = 4.40 × 2.33 × 7.80 nm3. In order to 

obtain the ice–water coexistence system, crystallized ice blocks 

were prepared with the corresponding system size for each wall 

surface. Each simulation system has periodic boundary 

conditions in all directions. First, to create the liquid region, the 

simulation boxes were divided into two areas in the z–direction.  
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The temperature of each region was controlled at 300 K on the 

lower side (wall side) and 1 K on the upper side using the 

velocity scaling method for 1 ns. Subsequently, the temperature 

of the entire system was controlled at 200 K for 1 ns using the 

Nosé–Hoover thermostat. The ice region has a hexagonal ice 

structure and the plane orientation of the ice–water interface is 

{1120}.  

The TIP4P/2005 model59 was used for the water molecules, 

and calculations were performed with a 2 fs time interval.   

 

 

 

Simulation conditions 

The ice–water coexistence systems were placed on wall 

surfaces established using the procedures described above. The 

calculation system dimensions were set to Lx × Ly × Lz = 2.20 × 

2.33 × 12.0 nm3 on the walls of the “flat crystalline” and “flat 

amorphous”, and Lx × Ly × Lz = 4.40 × 2.33 × 12.0 nm3 on the 

wall of the “structured amorphous”. A vacuum region with a 

thickness of approximately 2.0 nm in the z–direction was set 

above the ice region as the initial condition for each calculation 

system. In these three calculation systems, a periodic boundary 

condition was applied in the x and y directions, and a mirror 

boundary condition was applied in the z–direction. 

 The interaction between the water molecules and the silica 

surface was calculated using the 12–6 Lennard–Jones potential 

and Coulomb potential,  

𝜙𝑖𝑗(𝑟𝑖𝑗) = 4𝜀𝑖𝑗 {(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

} +
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝑟𝑖𝑗
 (1) 

where i and j are the numbers of atoms and rij is the distance 

between the two atoms. The Lorenz–Berthelot mixing rule was 

used to obtain the LJ parameters of 𝜎𝑖𝑗  and 𝜀𝑖𝑗  between the 

different atoms. 𝑞𝑖 and 𝑞𝑗 are the partial charges of the atoms. 

The LJ parameters and charges for the silica walls were from 

previous studies60 and the consistency of the setting of the 

interaction were confirmed using the density profiles of the 

water molecules perpendicular to the silica surface61 and the 

thickness of the QLL at silica–ice interface42. The details of the 

parameters for water molecules and silica wall, and density 

profiles of water molecules are provided in the Electronic 

Supplementary Information. 

The RESPA method 63 was used to apply different time–step 

widths to the calculations for the water molecules and silica 

walls, i.e., 2 and 0.1 fs, respectively. The large–scale 

atomic/molecular massively parallel simulator (LAMMPS)64 was 

used in the calculations. 

 

Simulation procedure 

The simulation of the solidification processes of water 

molecules on the three types of silica walls was simulated using 

the following procedure. After increasing the temperature of 

the entire system from 1 K to the cooling temperature in 1 ns, 

the calculation was performed without temperature control for 

1 ns to relax the system. Subsequently, the temperature of the 

water molecules in the cooling area (the region above the ice 

phase: 7.0 nm < z < 8.0 nm), referred to as the cooling 

temperature in this study, was controlled using the velocity 

scaling method. During the entire calculation period, the wall 

temperature was maintained at the same temperature as that 

of the cooling area using the Langevin method. 

In the calculations for the “flat crystalline” and “flat 

amorphous”, the initial atomic configurations were modified 

from those described in Ref. 42, to facilitate comparison with 

the case of the “structured amorphous” surface.  

Snapshots of the solidification processes on the “structured 

amorphous” are shown in Fig. 2. 

 

 

Fig.1 Side view of the “structured amorphous” model and the 

region details. 

(a)  (b)  

 

 

 

t = 0 ns  t = 100 ns 

Fig. 2 Snapshots of the solidification process at t = 0 and 100 ns 

for the “structured amorphous”. 
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Result and discussion 

Solidification process 

First, the melting point of each calculation system was 

investigated to simulate the solidification process. In MD 

simulations of solidification processes, the potential energy of 

the water molecules decreases with crystallization.65,66 In this 

study, the melting point of the calculation system was 

determined from the change in the total energy (sum of 

potential and kinetic energies). The melting points of the 

simulation systems were determined to be 238, 241, and 242 K 

for the “flat crystalline”, “flat amorphous”, and “structured 

amorphous”, respectively. Details are provided in the Electronic 

Supplementary Information. A solidification interface grows 

when the target temperature of the calculation system is lower 

than the melting point. In this study, the difference between the 

melting point and cooling temperature was defined as the 

degree of supercooling, with Tdegree of supercooling = Tmelting point − 

Tcooling temperature. 

The degrees of supercooling of the “flat crystalline”, “flat 

amorphous”, and “structured amorphous” were 3, 3, and 9 K, 

respectively. Figure 3 shows the time evolution of the 

solidification interface on each surface. The position of the 

solidification interface was equivalent to the z–directional 

coordinates of the ice crystal closest to the wall surface. 

Because the surface of the walls was defined as the origin in the 

z–direction, d (Fig. 3) indicates the distance between the wall 

surface and solidification interface. The ice crystals were 

distinguished by the lifetimes of the hydrogen bonds 

betweencontained in water molecules, and the hydrogen bonds 

of each water molecule were determined from the associated 

coordinate positions using geometrical criteria; (a) a distance of 

less than 0.25 nm between donor H atom and acceptor O atom; 

(b) a distance of less than 0.35 nm between donor O atom and 

acceptor O atom; (c) an angle of less than 30° between the 

direction of the donor O–acceptor O vector and the OH–bond 

vector of the donor.67,68  

The growth behaviors of the solidification interfaces shown in 

Fig. 3 indicate that the growth rates of ice crystals on the “flat 

crystalline” and “flat amorphous” were equivalent at 10 cm/s 

from the slope of the dashed line, and that the solidification 

interface reached the wall at approximately t = 20 ns.  For the 

“structured amorphous”, the growth rate of the solidification 

interface immediately after the start of the calculation (0 < t < 

10 ns) was equivalent to that for the “flat crystalline” and “flat 

amorphous”. The ice–crystal growth rates obtained in this study 

are in good agreement with those obtained for bulk ice using 

the TIP4P/2005 water model.69 For the “structured amorphous”, 

the growth rate of the solidification interface decelerated after 

10 ns. This is because the growth at 0 < t < 10 ns occurred in the 

bulk liquid region above the structure, whereas in later periods, 

the growth occurred in the region near the structure and 

between the solidification interface and the structure. Although 

the degree of supercooling for the “structured amorphous” (9 

K) exceeded those for the “flat crystalline” and “flat amorphous” 

(3 K), similar growth rates of the solidification interface were 

obtained in the bulk liquid region. Thus, the solidification 

phenomena near the three types of silica walls could be 

calculated under approximately equivalent cooling conditions. 

After the solidification interface made contact with the wall 

surface, a liquid layer of approximately 1 nm thickness was 

maintained between the silica surface and solidification 

interface in the “flat crystalline” and “flat amorphous”. This 

liquid layer was the QLL discussed in the introduction, and the 

QLL thicknesses obtained in this study are consistent with the 

findings of previous experimental37,39 and analytical studies.42 

For the “structured amorphous”, the solidification interface 

fluctuated at approximately d = 2.5 nm, as shown in Fig.3 (c). 

Because d represents the distance from the bottom surface of 

the structure to the solidification interface, and as the height of 

the structure was approximately 2 nm, this result indicates that 

the water molecules in the region between the structures were 

in a liquid state, and that permanent ice crystallization such as 

that typically observed in a bulk region did not occur at the 

bottom region of the structures. We confirmed that the 

solidification interface fluctuated near the top area of the 

structure, and that the fluctuations in the solidification interface 

shown in Fig. 2 (b) continued during the calculation. 

 

Microscopic forces from solidification interface 

The force acting on a given wall can be divided into the force 

from the water molecules Fwater and the force from the atoms 

constituting the wall Fwall, and is expressed as Ftotal = Fwater + Fwall. 

Fwater was the sum of the forces exerted by the water molecules 

on all atoms constituting the silica wall and calculated by using 

the following equation. 

𝐹water = ∑ ∑ 𝐹𝑖𝑗

𝑛silica

𝑗

𝑛water

𝑖

 (2) 

In this study, the area size of the “flat crystalline” ,“flat 

amorphous”, and inspection area Walltop used in “structured 

amorphous” are set to be equivalent and converted to the units 

of pressure. On the other hand, previous studies70,71 have 

reported that the local pressure near a nanometer slit differs 

 

Fig. 3 Time evolutions of the ice-crystal minimum z position 

for (a) flat crystalline, (b) flat amorphous, and (c) structured 

amorphous surfaces. 
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from the pressure in a plane. In order to focus on the discussion 

of force, we define force in this study as the sum of forces acting 

between atoms in the calculation system. Figure 4 shows the  

time evolution of Fwater during the solidification process on each 

silica wall. The x, y, and z symbols in Fig. 4 represent the force 

components in each direction. The forces indicated by the gray 

and black lines are the time averaged values for 0.01 and 0.25 

ns, respectively. Note that time averaging for 0.25 ns removes 

the THz–order frequency forces generated by the water 

molecule rotation72. Details of the force spectrum information 

used to determine the averaging time are provided in the 

Electronic Supplementary Information. The forces shown in Figs. 

4 (a)–(c) represent the sums of the forces acting on the entire 

wall surface for the “flat crystalline”, “flat amorphous”, and 

“structured amorphous”, respectively, where the latter surface 

corresponds to the Walltop region shown in Fig. 1. The 0.25 ns 

averaged forces represented by the black lines in Fig. 4, were 

defined as the microscopic forces.  

As shown in Fig. 3, the solidification interface made contact 

with the wall at approximately t = 20 ns for each silica surface. 

However, it was difficult to confirm significant differences in the 

time evolutions of the microscopic forces after solidification 

shown in Fig. 4. 

To investigate the differences in the microscopic forces after 

solidification, the force time evolutions shown in Fig. 4 were 

divided into time regions of t = 0–20, 20–40, 40–60, 60–80, and 

80–100 ns, respectively. Figure 5 shows the probability 

distribution functions of the microscopic forces for t = 0–20 ns 

(liquid water) and 80–100 ns (ice). From Fig. 5, the distributions 

of the forces acting on the “flat crystalline” and “flat amorphous” 

were close to normal. However, in the “structured amorphous”, 

the probability distribution function was not normal and had 

multiple peaks, which implies that the forces from the water 

molecules acting on the wall surface were biased and that 

forces of a specific intensity were exerted on the structure.  

When the forces before and after the solidification interface 

made contact with the wall surface are compared for the “flat 

crystalline”, it is apparent that the probability distribution 

function did not change significantly. However, for the “flat 

amorphous” and “structured amorphous”, the force 

distribution ranges broadened after the solidification interface 

made contact with the wall, as is apparent from the x–axis of 

Fig. 5 (b) and the x– and z–directions of Fig.5 (c). These results 

indicate that a larger force acts on a wall surface when a 

solidification interface is nearby. However, we confirmed that 

such changes after solidification were not observed for the 

probability distributions of the 0.01 ns averaged forces. Details 

are provided in the Electronic Supplementary Information. The 

results of the probability distributions of the 0.25 ns averaged 

forces indicate that it is possible to qualitatively visualize the 

changes in microscopic forces appropriately averaged in time 

and space owing to the solidification phenomena. 

To clarify these force changes, we focused on the hydrogen 

bonds between the water molecules and silanol groups on the 

silica wall. 

 

 

 

 

 

Fig. 4 Time evolutions of forces from water molecules acting 

on silica walls for (a) flat crystalline, (b) flat amorphous and 

(c) structured amorphous surfaces. The gray and black lines 

show the time–averaged values at 0.01 and 0.25 ns, 

respectively. 

 

Fig. 5 Probability distributions of microscopic forces from 

water molecules acting on the silica surfaces shown in Fig. 4: 

(a) flat crystalline, (b) flat amorphous, and (c) structured 

amorphous surfaces. The forces used to calculate the 

distribution functions were averaged at 0.25 ns. 
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Hydrogen bonds between water molecules and silanol groups 

In this study, two types of hydrogen bonds between water 

molecules and silanol groups were assumed, i.e., cases in which 

the water molecule behaved as an acceptor of the hydrogen 

bond or a donor of the hydrogen bond to the silanol group. 

These conditions were labeled “a” and “d” respectively, as 

shown in Fig. 6 (a) and (b). The hydrogen bonds were identified 

based on the associated coordinate position using geometrical 

criteria.62 Figure 6 presents an example involving a geminal 

silanol group based on a calculation considering the hydrogen 

bonds between isolated silanol groups and water molecules. In 

the figure, the black dotted line between the water molecule 

and silanol group represents a hydrogen bond. A water  

molecule can form four hydrogen bonds, with two donors and 

two acceptors of hydrogen bonds. Thus, a water molecule that  

forms a hydrogen bond with a silanol group also has 1–3 

hydrogen bonds with other water molecules. In this study, we 

distinguished the hydrogen bonds using a0–a3 and d0–d3 labels, 

where the subscript numbers refer to the number of the 

hydrogen bonds between the water molecule having the 

hydrogen bond with the silanol group and another water 

molecule, as shown in Fig. 6 (c) – (h). Further, atotal and dtotal 

indicate all hydrogen bonds of types a0–a3 and d0–d3, 

respectively. The number of water molecules having hydrogen 

bonds as donors and acceptors for silanol groups was calculated 

and defined as n, and the average time for which the hydrogen 

bonds between the water molecules and silanol groups were 

maintained was defined as δt. 

The time evolutions of n and δt on each silica wall are shown 

in Fig. 7. The numbers of donors and acceptors were similar in 

the “flat amorphous” shown in Fig. 7 (b), whereas the number 

of acceptors exceeded the number of donors for the “flat 

crystalline” shown in Fig. 7 (a). This is because there was a 

greater number of silanol groups on the surface in the “flat 

crystalline” than “flat amorphous”. In contrast, for the 

“structured amorphous” shown in Fig. 7 (c), the number of 

donors was larger because this surface had a convex shape and 

the arrangement interval of silanol groups was wider. As shown 

in Fig. 7, the sum of the donors and acceptors on each wall 

surface was approximately 17, which was equivalent on each 

wall. The calculation systems were comparable in terms of size, 

and the number of the hydrogen bonds between the water 

molecules and silanol groups was expected to depend on the 

areas of the silica wall surfaces.  

The δt results are shown in the second row of Fig. 7. A smaller 

δt was obtained for the “flat crystalline” than for the “flat 

amorphous” shown in Figs. 7 (a) and (b). This outcome indicates 

that the hydrogen bond formation was repeated over a short 

period in the “flat crystalline”. For each silica wall, there was no 

significant difference between the δt values of the donors and 

acceptors. However, the fluctuations in δt increased after t = 20 

ns for the “flat amorphous” and “structured amorphous”. The 

fluctuations in n and δt for a2–, a3–, d2–, and d3–type hydrogen 

bonds were all larger after t = 20 ns, suggesting a trend similar 

to that shown in Fig. 7. Details of the n and δt values for each 

type of hydrogen bond are provided in the Electronic 

Supplementary Information.  

This finding on the time evolution of the hydrogen bonds is 

consistent with the microscopic force trend shown in Fig. 4 and 

attributed to the effect of the contact of the solidification 

interface with the silica wall surface. 

 

Fig. 6 Schemes showing hydrogen bonds formed between 

water molecules and silanol groups where a water molecule 

is a hydrogen–bond (a) acceptor or (b) donor. Schemes 

showing multiple hydrogen bonds between other water 

molecules and a water molecule with silanol groups: water 

molecules are hydrogen bond (c)–(e) acceptors and (f)–(h) 

donors. 

 

Fig. 7 Time evolutions of the numbers of water molecules 

forming hydrogen bonds with silanol groups (n, upper) and 

the durations for which the hydrogen bonds were 

maintained (δt, lower) for the (a) flat crystalline, (b) flat 

amorphous, and (c) structured amorphous surfaces. The blue 

and red lines indicate donor (dtotal) and acceptor (atotal) values 

for each variable. 
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Changes in forces and hydrogen bonds due to solidification 

In the following section, we discuss a method for quantitatively 

investigating the changes in the forces and hydrogen bonds 

owing to the contact of the solidification interface with the wall 

surface. To evaluate the changes due to solidification in the 

microscopic forces from the water molecules acting on the silica 

wall, F, the following equations were used. Note that values for 

the n and δt variables were calculated using a similar procedure. 

 

�̅�liquid =
1

𝑡liquid
∫ 𝐹(𝑡)𝑑𝑡

𝑡liquid

0

 (3) 

𝜎liquid = √
1

𝑡liquid
∫ (𝐹(𝑡) − �̅�liquid)

2
𝑑𝑡

𝑡liquid

0

 (4) 

𝐹ice(𝑡)

= {
𝐹(𝑡) − �̅�liquid, |𝐹(𝑡) − �̅�liquid| > 3𝜎liquid

0,                                 |𝐹(𝑡) − �̅�liquid| ≤ 3𝜎liquid

 
(5) 

The mean value (in this case, �̅�liquid) and deviation (𝜎liquid) of 

each variable were determined for the period when the water 

molecules in the vicinity of the wall were in the liquid state (0 ≤

𝑡 ≤ 𝑡liquid). The difference from the mean value in the liquid 

state (𝐹ice(𝑡) in this case) was calculated for each variable when 

the changes exceeded the values in the liquid state (±3𝜎liquid) 

for 𝑡liquid ≤ 𝑡 ≤ 100 ns. In this study, Fice was defined as the 

force calculated from F using Equations (3)–(5) to clearly 

visualize the changes due to solidification, and the same 

definition was applied to nice and δtice. The time at which the 

solidification interface made contact with the wall was 𝑡liquid =

20 ns . The time evolutions calculated for each variable are 

shown in Fig. 8. 

As is apparent from the time evolutions of each variable shown 

in Fig. 8, only minor changes occurred in response to the contact 

of the solidification interface with the “flat crystalline”. By 

contrast, significant changes due to solidification were apparent 

for the “flat amorphous” and “structured amorphous”.  

To evaluate the details of the results in Fig.8, the maximum 

values of 𝑛ice(𝑡), 𝛿𝑡ice(𝑡) and 𝐹ice(𝑡) during the solidification 

process are presented in Tables 1–3, respectively. The mean 

value and deviation of each variable in the liquid state (0 < t < 

20 ns) were calculated from the results of Figs. 4 and 7.  

Here, nice changed in the range of 1.08–2.41 after the 

solidification interface made contact with the wall; this is 

approximately 10 % of the sum of the donor and acceptor 

hydrogen bond counts of 17 for the simulation area, according 

to Fig. 7. Moreover, the δtliquid values on the “flat crystalline” 

were 0.025 and 0.028 ns for the hydrogen bond donor and 

acceptor water molecules, as detailed in Tables 1 and 2, 

respectively. Following contact of the solidification interface 

with the “flat crystalline”, δtice was 0.0058 ns, indicating an 

increase of approximately 20 % in δt owing to solidification. 

However, for the “flat amorphous” and “structured 

amorphous”, δtice increased by 50–100 % of the pre–

solidification value. 

Similar to the trend in the hydrogen bond changes for the “flat 

crystalline”, the changes in Fice were small. For the “flat 

amorphous” and “structured amorphous”, the intensities of the 

changes in Fice after solidification depended on the direction. 

For example, for the “structured amorphous”, the mean value 

of Fliquid in the x–direction was 0.052 nN, whereas the change in 

the force due to solidification, i.e., Fice was 0.098 nN. This result 

implies that the force from the solidification interface was 

approximately 0.15 nN, and that the maximum value of Fice 

increased by approximately three times following contact of the 

solidification interface with the wall surface. 

These results indicate that the changes in the forces and 

hydrogen bonds due to solidification were larger on amorphous 

surfaces than on crystalline surfaces. 

 

Correlations between forces and hydrogen bonds 

To investigate the correlations between the forces from the 

water molecules acting on the wall surface and the hydrogen 

bonds between the water molecules and silanol groups, we 

defined the following function I, which returns 1 if Fice, nice and 

δtice are non–zero values:  

𝐼(𝐹ice(𝑡)) = {
1,         𝐹ice(𝑡) ≠ 0
0,         𝐹ice(𝑡) = 0

 (6) 

𝐼(𝑛ice(𝑡)) = {
1,         𝑛ice(𝑡) ≠ 0
0,         𝑛ice(𝑡) = 0

 (7) 

𝐼(𝛿𝑡ice(𝑡)) = {
1,         𝛿𝑡ice(𝑡) ≠ 0
0,         𝛿𝑡ice(𝑡) = 0

 (8) 

 

The function G, which returns 1 when Fice, nice and δtice are 

simultaneously non–zero, is described by the following 

equations: 

𝐺(𝐹ice, 𝑛ice) = 𝐼(𝐹ice(𝑡))𝐼(𝑛ice(𝑡)) (9) 

𝐺(𝐹ice, 𝛿𝑡ice) = 𝐼(𝐹ice(𝑡))𝐼(𝛿𝑡ice(𝑡)) (10) 

 

 

Fig. 8 Time evolution of 𝑛𝑖 ice(𝑡), 𝑡𝑖 ice(𝑡) and 𝐹ice(𝑡); (a) flat 

crystalline, (b) flat amorphous and (c) structured amorphous 

surfaces. 
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 The following correlation coefficients were calculated to 

evaluate the correlation between the hydrogen bonds, nice, and 

δtice with respect to Fice: 

𝜎𝐼𝐺 =
1

𝑡
∫ (𝐼(𝑡) − 𝐼)̅(𝐺(𝑡) − �̅�)𝑑𝑡

𝑡

0

 (11) 

𝜎𝐼 = √
1

𝑡
∫ (𝐼(𝑡) − 𝐼)̅2𝑑𝑡

𝑡

0

 (12) 

𝜎𝐺 = √
1

𝑡
∫ (𝐺(𝑡) − �̅�)2𝑑𝑡

𝑡

0

 (13) 

𝑟(𝐼, 𝐺) =
𝜎𝐼𝐺

𝜎𝐼𝜎𝐺
 (14) 

 

The correlation coefficients between Fice and nice, and between 

Fice and tice, can be expressed as 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝑛ice))  and 

𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝛿𝑡ice)) , respectively. An 𝑟(𝐼, 𝐺)  value of 1 

indicates that the changes due to contact of the solidification 

interface with the wall surface occurred simultaneously for the 

two associated variables. Further, 𝐼 ̅and �̅� represent the mean 

values calculated using Equation (3). 

The 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝑛ice))  and 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝛿𝑡ice)) 

results for each silica wall type are shown in Fig. 9. For the 

“structured amorphous”, results are shown for each area 

defined in Fig. 1. In Fig. 9 (a), the 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝑛ice)) result 

for the “flat crystalline” is large because Fice remained almost 

unchanged in this simulation; thus, Equation (9) became zero, 

and consequently, Equation (14) became small. For the “flat 

amorphous” and “structured amorphous”, 

𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝑛ice)) exceeded 0.5 for the acceptor of water 

molecules, indicating a correlation. For the water molecules 

acting as donors of hydrogen bonds, the relationship between 

Fice and nice was less correlated than that for the water 

molecules acting as acceptors. However, in some regions, such 

as Area 3 in Fig. 1 for the “structured amorphous”, 

𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝑛ice))  exceeded 0.5, indicating a correlation 

between Fice and nice.  

In Fig. 9 (b), the 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝛿𝑡ice))  results indicate a 

stronger correlation than that between Fice and nice shown in Fig. 

9 (a). In particular, 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝛿𝑡ice))  exceeded 0.7 for 

the “flat amorphous” and for several areas of the “structured 

amorphous”, indicating a strong correlation between Fice and 

δtice. A comparison of the 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝛿𝑡ice))  results 

obtained for the donors and acceptors of hydrogen bonds 

confirmed that the acceptors tended to be more correlated with 

Fice than the donors. 

 

 

 

 

 

 

 

 

 

 

 
Table 1 Values of n and δt for water molecules forming hydrogen bonds with silanol groups as donors (dtotal). 

 n liquid σ liquid max(n ice (t)) δt liquid σ liquid max(δt ice (t)) 

Flat crystalline 6.65 0.85 1.08 0.025 0.002 0.0058 
Flat amorphous 8.57 0.63 1.07 0.036 0.009 0.026 

Structured amorphous 9.73 0.98 2.41 0.033 0.003 0.003 

Table 2. Values of n and δt for water molecules forming hydrogen bonds with silanol groups as acceptors (atotal). 

 n liquid σ liquid max(n ice (t)) δt liquid σ liquid max(δt ice (t)) 

Flat crystalline 10.0 0.70 1.11 0.028 0.003 0.0043 
Flat amorphous 8.84 0.73 1.96 0.039 0.004 0.020 

Structured amorphous 7.12 0.49 1.22 0.038 0.006 0.038 

Table 3. Forces from water molecules acting on walls. 

 Fx liquid σFx liquid max(|Fx ice (t)|) 

Flat crystalline -0.0033 0.014 0.018 
Flat amorphous 0.029 0.016 0.034 

Structured amorphous 0.052 0.061 0.098 

    

 Fy liquid σFy liquid max(|Fy ice (t)|) 

Flat crystalline -0.019 0.021 0 
Flat amorphous 0.13 0.024 0.040 

Structured amorphous 0.041 0.023 0.056 

    

 Fz liquid σFz liquid max(|Fz ice (t)|) 

Flat crystalline 0.21 0.022 0.025 
Flat amorphous -0.24 0.056 0.073 

Structured amorphous -0.33 0.051 0.13 
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Fig. 9 Correlations between forces from water molecules 

acting on silica walls and hydrogen bonds for correlation 

coefficients of (a) Fice and nice and (b) Fice and δtice. 

 

From Figs. 9 (a) and (b), the correlation coefficients were lower 

than approximately 0.3 for the Walltotal and Wallslit regions of the 

“structured amorphous”. This is because the water molecules in 

the inspection areas remained in a liquid state with no ice 

crystallization. However, in Areas 1, 3, and 5, where the water 

molecules form ice crystals in the vicinity of the silica surfaces, 

𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝑛ice))  and 𝑟(𝐼(𝐹ice), 𝐺(𝐹ice, 𝛿𝑡ice))  exceeded 

0.5. These results indicate that the changes in the forces from 

the water molecules acting on the wall surface due to the 

solidification phenomena were caused by the hydrogen bonds 

between the water molecules and silanol groups. 

Although the correlation between the force and thickness of 

the liquid layer at the silica–ice interface d shown in Fig. 3 was 

also investigated using a similar procedure as that used to 

obtain the results in Fig. 9, we could not confirm a clear 

correlation. Details are provided in the Electronic 

Supplementary Information. 

Finally, we investigated the point at which the water molecules 

forming hydrogen bonds with silanol groups as acceptors 

correlated more strongly with Fice than those acting as donors. 

Figure 10 show the configurations of the water molecules 

forming hydrogen bonds with silanol groups on the three types 

of silica wall considered in this study. Figures 10 (a) and (b) 

depict the results before (t = 0–15 ns) and after (t = 85–100 ns) 

the solidification interface made contact with the wall surfaces, 

respectively. In Fig. 10, the water molecules that formed 

hydrogen bonds with silanol groups as acceptors (red dots) are 

located closest to the silanol groups, whereas those that formed 

hydrogen bonds with silanol groups as donors (blue dots) are 

located outside of the acceptors. The orange dots depict the 

water molecules at the tip of the solidification interface. These 

water molecules were distributed farther from the wall surfaces 

than the acceptor and donor water molecules. From Fig. 10, the 

water molecules forming the hydrogen bonds with the silanol 

groups as acceptors were closest to the wall surface for all silica 

wall types. This result suggests strong correlation between the 

water molecules acting as acceptors and the forces acting on 

the wall surfaces from the water molecules.  

As depicted in Fig. 9, better correlations existed between the 

hydrogen bonds and the forces of the water molecules as 

donors for the “flat amorphous” and “structured amorphous” 

than that for the “flat crystalline”. For the latter, water 

molecules that behaved as acceptors of hydrogen bonds were 

located in the vicinity of the periodically configured silanol 

groups, whereas those that behaved as donors for hydrogen 

bonds were located farther from the wall surface. Therefore, 

the effect of the water molecules that behaved as donors on the 

wall surface was weak, and the correlation coefficients were, 

correspondingly, smaller.  

For the “flat amorphous” and “structured amorphous” with 

randomly configured silanol groups, it is thought that the 

correlations between the forces and the donor water molecules 

increased because the donor water molecules were closer to 

the wall surface at locations where the silanol groups were 

widely located. For the Walltop region of the “structured 

amorphous”, which had a convex surface shape, the silanol 

groups were more widely distributed than in the “flat 

amorphous” and water molecules as donors were existed closer 

to the wall surfaces. This result was substantiated by the 

correlation coefficients between the donor water molecules, 

and the forces at the “structured amorphous” were larger than 

those at the other walls, as shown in Fig. 9. This trend implies 

that the increased contribution of the donor water molecules is  

responsible for the larger force change due to solidification on 

the amorphous walls. 

These results clarify that the change in the force acting on the 

wall due to contact with the solidification interface was caused 

by the changes in the hydrogen bonds between silanol groups 

on the silica surface and water molecules. In particular, the 

contact of the solidification interface with the wall surface 

significantly changed the duration of the hydrogen bonds 

between the water molecules and silanol groups. These results 

also confirm that the changes in the forces acting on the wall 

due to solidification were more strongly influenced by the water 

molecules forming hydrogen bonds with the silanol groups as 

acceptors than those acting as donors. As acceptor water 

molecules were abundant closest to the wall surface, the 

changes due to solidification affected the forces acting on both 

crystalline and amorphous walls. In contrast, the effect of the 

changes in donor water molecules due to solidification was 

more significant on amorphous walls than on crystalline walls, 

which was due to the random configuration of the silanol 

groups. On amorphous surfaces, the changes due to 

solidification of the donor water molecules in addition to the 

acceptor water molecules affect the changes in forces. This 

induces larger changes in forces on an amorphous surface 

compared to those on a crystalline surface. 
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Conclusion 

MD simulations of solidification processes were conducted on 

“flat crystalline”, “flat amorphous”, and “structured amorphous” 

silica wall surfaces for an approaching solidification interface. In 

the calculation systems used in this study, the microscopic 

forces from water molecules acting on the wall surfaces were 

obtained by averaging appropriately in time and space. The 

time evolution of the microscopic force showed a qualitative 

tendency for the fluctuation to increase with the approach of 

the solidification interface to the wall surface. 

To investigate the force changes as the solidification interface 

made contact with each wall surface, we focused on the 

hydrogen bonds formed between water molecules and silanol 

groups. The changes in the number of hydrogen bonds and the 

duration over which the hydrogen bonds fluctuated more after 

the solidification interface made contact with the wall surface. 

We used the mean values and deviations in the liquid state to 

visualize the changes in the forces and hydrogen bonds due to 

the solidification phenomena. Consequently, we quantitatively 

evaluated the change in each variable due to solidification and 

found that the change in the number of hydrogen bonds after 

solidification was approximately 10 % of that before 

solidification, whereas the hydrogen bond maintenance 

duration after solidification was approximately twice that 

before solidification. In addition, the force acting on the wall 

surface from the water molecules was approximately thrice that 

before solidification. These changes in the forces and hydrogen 

bonds due to solidification were more significant when the silica 

walls had a rough surface, indicating a random configuration of 

silanol groups and structures on the surfaces. 

The change in the number of hydrogen bonds, the hydrogen 

bonds maintenance duration, and the forces acting on the wall 

surface from the water molecules owing to solidification were 

evaluated using correlation coefficients. The results indicate 

that the force change is strongly related to the change in the 

hydrogen bond maintenance duration. It was clarified that the 

force change due to solidification is influenced by the water 

molecules that form the hydrogen bonds with silanol groups as 

acceptors on a crystalline wall. On an amorphous wall, changes 

in the donor water molecules due to solidification affect the 

wall surface in addition to the effect of the acceptor water 

molecules, and this behaviour depend on the configurations of 

the silanol groups on the silica surfaces.  

In conclusion, this study clarified that the solidification 

phenomenon changes the microscopic forces acting on a wall 

surface and identified the cause of these force changes through 

hydrogen bonds. We believe that the results may improve 

understanding of solidification phenomena near wall surfaces 

on the nanoscale level. Although we have investigated the 

correlation between microscopic forces and hydrogen bonds, 

we did not directly determine the relationship between forces 

and the behaviour of ice interfaces. This relationship will be 

investigated in future studies. 
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