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Abstract

Scale errors are intriguing phenomena in which a child tries to perform an object-

specific action on a tiny object. Several viewpoints explaining the developmental

mechanisms underlying scale errors exist; however, there is no unified account of

how different factors interact and affect scale errors, and the statistical approaches

used in the previous research do not adequately capture the structure of the data.

By conducting a secondary analysis of aggregated datasets across nine different

studies (n = 528) and using more appropriate statistical methods, this study provides

a more accurate description of the development of scale errors. We implemented

the zero-inflated Poisson (ZIP) regression that could directly handle the count data

with a stack of zero observations and regarded developmental indices as continuous

variables. The results suggested that the developmental trend of scale errors was

well documented by an inverted U-shaped curve rather than a simple linear function,

although nonlinearity captured different aspects of the scale errors between the lab-

oratory and classroom data.We also found that repeated experiences with scale error

tasks reduced the number of scale errors, whereas girls made more scale errors than

boys. Furthermore, a model comparison approach revealed that predicate vocabulary

size (e.g., adjectives or verbs), predicted developmental changes in scale errors better

than noun vocabulary size, particularly in terms of the presence or absence of scale

errors. The application of the ZIP model enables researchers to discern how different

factors affect scale error production, thereby providing new insights into demystifying

the mechanisms underlying these phenomena. A video abstract of this article can be

viewed at https://youtu.be/1v1U6CjDZ1Q

KEYWORDS

Bayesian meta-analysis, count data, language development, scale error, toddlerhood, zero-
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Research Highlights

∙ We fit a large dataset by aggregating the existing scale error data to the zero–

inflated Poisson (ZIP) model.
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∙ Scale errors peaked along the different developmental indices, but the underlying

statistical structure differed between the in-lab and classroom datasets.

∙ Repeated experiences with scale error tasks and the children’s gender affected the

number of scale errors produced per session.

∙ Predicate vocabulary size (e.g., adjectives or verbs) better predicts developmental

changes in scale errors than noun vocabulary size.

1 INTRODUCTION

Scale errors are intriguing developmental phenomena which occur

when a child tries to perform an object-specific action on a tiny object

despite being impossible; for example, a child attempts to get into

a miniature car (DeLoache et al., 2004). Children start to produce

scale errors as early as approximately 12 months (Ware et al., 2010),

increase their frequency during toddlerhood with a peak at around

18−24 months of age, and then become less likely to produce errors

as they develop (DeLoache et al., 2004; Grzyb, Cangelosi, et al., 2019).

Scale errors are robustly observed in various settings, including the

classroom (Rosengren, Carmichael, et al., 2009; Rosengren et al., 2010)

and at home (Rosengren, Gutiérrez, et al., 2009;Ware et al., 2010).

The mechanisms underlying scale errors have been explored from

several viewpoints. Some scholars argue that scale errors are the result

of children’s immature inhibitory control, which cannot suppress inap-

propriate motor plans, such as getting inside a miniature-sized car

(DeLoache et al., 2013; Ishibashi & Moriguchi, 2021; Rivière et al.,

2020). Others attribute scale errors to children’s developing size per-

ception/comprehension of objects (Grzyb et al., 2017; Ishibashi &

Moriguchi, 2017; Ware et al., 2006) or their own bodies (Brownell

et al., 2007), or to the difficulty of integrating multiple visual features

of objects, for example, local/global properties (Ishibashi et al., 2021).

In particular, the relationship between children’s language devel-

opment and scale errors has received considerable attention (Grzyb

et al., 2014; Grzyb, Cangelosi, et al., 2019; Grzyb, Nagai, et al., 2019;

Hagihara et al., 2022b; Hunley & Hahn, 2016; Oláh et al., 2016).

Semantic conceptual systems that emerge through language develop-

ment influence how children perceive objects, which further affects

how they interact with objects. Increased attention to a particular

feature of object shape (Gershkoff-Stowe & Smith, 2004; Landau

et al., 1988; Smith et al., 2002) or object function (Kemler Nelson

et al., 2000; Kobayashi, 1997; Zuniga-Montanez et al., 2021) helps a

child learn word meanings. A strong bias for a certain type of object

features develops and leads to the execution of object-specific actions

regardless of other associated features, such as object size (Casler

et al., 2011; Grzyb, Cangelosi, et al., 2019). In fact, it has been reported

that children’s vocabulary size, which reflects their language devel-

opment as well as language-related attentional biases (e.g., Jones,

2003; Smith et al., 2002), is related to scale errors (Grzyb et al., 2014;

Grzyb, Cangelosi, et al., 2019; Hagihara et al., 2022b). This finding

suggests that children’s language development may be a key factor in

themechanisms underlying scale errors.

Although various studies have investigated scale errors since the

original study (DeLoache et al., 2004), at least three major concerns

remain, leading to difficulties in understanding the developmental

characteristics of scale errors: how and when they occur. First, there

is no unified account of how various developmental and/or contextual

factors influence scale error observations differently. As different cog-

nitive and language abilities have been considered as factors related to

scale errors, scale errors may result from a combination of different

mechanisms. For instance, children with immature inhibitory control

may repeatedly produce scale errors, whereas those with greater

inhibitory control may produce few scale errors because they quickly

switch their actions to a size-appropriate manner (Rosengren et al.,

2010). Rapid developmental changes in children’s semantic conceptual

systems may drive the occurrence of scale errors (Grzyb, Nagai, et al.,

2019;Hagihara et al., 2022b). Everyday contextswith a longerobserva-

tion time may increase opportunities to observe scale errors, whereas

laboratory settings may underestimate how often children produce

scale errors (Rosengren et al., 2009; Rosengren et al., 2010). Disen-

tangling which developmental/contextual factors affect scale errors

differently, suchas repeatedattemptsoncea scale error is produced, or

whether scale errors occur or not, will lead to a deeper understanding

of themechanisms of how scale errors occur.

Second, most studies on scale errors regarded children’s age as a

discrete variable by classifying participants into several age groups

(Hagihara et al., 2022b). Such arbitrary categorizations of continuous

variables can statistically distort the research findings (Naggara et al.,

2011; Royston et al., 2006; Rucker et al., 2015). Some studies have

stated that the developmental trend of scale errors can be drawn as

an inverted U-shaped curve with a peak at around 21−24months (e.g.,

DeLoache et al., 2004), whilst other studies showed that scale error

occurrence can be sufficiently documented just by a linear decrease

function during toddlerhoodwith a peak at around18−20months (e.g.,

Grzyb et al., 2019). Precise detection of when scale errors are most

likely to occur is important because it helps specify the relevant cog-

nitive/language ability. For instance, a strong attentional bias toward

object shape can emerge at 17−19 months (Smith et al., 2002), or this

shape bias noticeably develops when children’s productive vocabulary

size is between 51 and 100 words (Gershkoff-Stowe & Smith, 2004).

If the probability of scale error occurrence peaks after these reported
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shape bias milestones, one can assume that shape bias may cause scale

errors; however, if this relationship turns out to be a flipped order, then

scale errors are assumed to occur independently of shape bias.

Third, the statistical methods used in previous studies were inade-

quate, given the structure of the scale error data, which are generally

less frequent events. The original study observed that approximately

46.3% of children aged 18−30 months produced at least one scale

error (DeLoache et al., 2004). This indicates that the distribution of

the number of scale errors is considerably skewed toward zero, vio-

lating the normality assumption. Nevertheless, most empirical studies

make statistical inferences based on ordinary linear regression, which

supports this assumption. The distribution of scale errors that con-

tain many zeros raises a further problem: a count of zero sometimes

arises from more than one way (McElreath, 2020). When observing

a value of zero in a scale error task, a researcher cannot distinguish

whether the child does not produce scale errors at all, or whether the

child who produces scale errors does not execute them at the time of

observation.

To set the stage for future research directly investigating the rela-

tionships between scale errors and other cognitive/language abilities

and providing a unified account of the mechanisms underlying scale

errors, this study aimed to address the above-mentioned concerns by

conducting a secondary analysis of aggregated datasets across nine

different studies with an appropriate statistical approach. Integrating

different datasets, which are usually applied in meta-analyses, facil-

itates robust conclusions regarding developmental phenomena and

characterizes developmental changes (Bergmann et al., 2018; Lewis

et al., 2020). Merging a small number of datasets is still beneficial

for detecting effects with small sizes (Goh et al., 2016). Furthermore,

a large dataset allows us to perform complex statistical modeling

with many independent variables because accurate estimates gener-

ally require a larger sample size as the number of predictors increases

(Austin & Steyerberg, 2015; Bujang et al., 2018).

To adequately capture the structure of the scale error data and their

developmental trends, we adopted two statistical strategies. First, we

regarded children’s age in months and vocabulary size as a continuous

variable and constructed statistical models so that a nonlinear devel-

opmental trend in scale errors (e.g., inverted U-shaped curve) can be

expressed. Second, we utilized a statistical model called zero–inflated

Poisson (ZIP) regression (Lambert, 1992) that can directly cope with

the count data with a stack of zeros, allowing for a better understand-

ing and estimation of the occurrence of scale errors. The ZIPmodel has

been used in various fields of research, including psychology, medicine,

and ecology (e.g., Atkins & Gallop, 2007; Böhning et al., 1999; Hu et al.,

2011; Karazsia & van Dulmen, 2008; Loeys et al., 2012; Martin et al.,

2005; Wiesner & Kim, 2006). The ZIP model allows us to simultane-

ously and discernably estimate the probability of the occurrence of a

scale error at a given degree of development and the probability of how

many times scale errors areobserved if theyoccur. Thus, it is possible to

examine separately from this single model whether developmental lin-

earity or nonlinearity concerns the presence or absence of scale errors

(i.e., logistic part), the number of scale errors observed (i.e., count part),

or both.

Taking advantage of an aggregated large dataset and an adequate

statistical approach, this study examined how scale errors could be

described as a function of age in months using laboratory and class-

room data (Analysis 1). We also used partial data to investigate how

scale errors could be described as a function of another developmen-

tal index reflecting children’s language abilities and vocabulary size

(Analysis 2). We further compared the subvocabulary sizes of nouns,

verbs, and adjectives that would better predict scale errors to narrow

down the possible hypotheses about the mechanisms underlying scale

errors.

2 DESCRIPTION OF THE AGGREGATED
DATASETS

2.1 Data collection strategy

Because we needed the raw data to perform a secondary analysis, we

obtained them from three different sources: the existing datasets in

hands, the call for providing the raw data via mailing lists, and contacts

to scale error researchers who were assumed to have relatively large

data on children’s scale errors. We reached developmental scientists

internationally using two mailing lists from the International Congress

of Infant Studies (ICIS) and the Cognitive Development Society (CDS)

from April to May 2023. We explicitly mentioned that both published

and unpublished works are welcomed.

2.2 Participant characteristics

We obtained 766 data points from 528 children (gender: 228 girls, 38

unknown; age: 13−41 months, M = 22.6, SD = 4.3) from nine stud-

ies. Among the data points, 355 (47.0%) produced at least one scale

error. This proportion was similar to that in the original study in which

46.3% of children aged 18−30 months produced at least one scale

error (DeLoache et al., 2004). Thus, this merged dataset was con-

sidered a representative dataset of scale errors. This large dataset

included 439 data points from in-lab experimental settings1 (Table 1)

and317datapoints fromclassroomobservational settings (Table 2). All

the in-lab data were cross-sectional, whereas all classroom data were

longitudinal.

Rosengren et al. (2009) observed 68 children in six classrooms and

recorded their interactions with the target toys. The provided dataset

contained 38 children who were observed performing scale errors

(55.9%), indicating that the other 30 children did not play with the tar-

get toys during the observations2. Note that information about the

children’s gender was not included in this dataset, although it was

reported that there were equal numbers of boys and girls in each

classroom (Rosengren et al., 2009). Similarly, Rosengren et al. (2010)

observed 24 children divided into two classrooms; however, their

raw data included 21 children who were observed performing scale

errors (87.5%)3. The dataset of Rosengren (n.d.) was obtained from an

unpublished study.
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TABLE 1 Existing datasets with in-lab settings used in this study.

Age # Scale errors

Article n %Girls Range M (SD) Country #Objects %Scale errors Range M (SD)

Arterberry et al. (2020) 67 38.8 23−30 25.7 (2.3) US 3 44.8 0−7 1.0 (1.6)

Grzyb, Cangelosi et al.

(2019)

125 44.0 17−29 23.0 (3.0) UK 3 38.4 0−7 0.8 (1.4)

Hagihara et al. (2022b)a 72 59.7 18−31 23.4 (3.9) JP 5 38.9 0−5 0.8 (1.3)

Ishibashi andMoriguchi

(2017)

54 40.7 16−37 24.1 (5.4) JP 4 48.1 0−7 1.4 (1.9)

Ishibashi et al. (2021),

Japan sample

40 42.5 18−24 19.7 (1.6) JP 4 47.5 0−6 1.3 (1.7)

Ishibashi et al. (2021), UK

sample

40 52.5 18−23 19.8 (1.8) UK 3 37.5 0−7 0.9 (1.6)

Ishibashi and Uehara

(2020)b
41 43.9 15−35 23.5 (6.0) JP 4 56.1 0−6 1.3 (1.6)

Total 439 46.0 15−37 23.1 (4.1) 43.1 0−7 1.0 (1.5)

aData fromHagihara et al. (2022b) were published in Hagihara et al. (2022a).
bThe participants in Ishibashi and Uehara (2020) partially overlapped with those in Ishibashi et al. (2021). Participants’ information, excluding the overlap, is

provided here.

TABLE 2 Existing datasets with classroom settings used in this study.

#Data points per child Age # Scale errors

Article # Children %Girls

# Data

points Range M (SD) Range M (SD) Country #Objects

%Scale

errors Range M (SD)

Rosengren et al.

(2009)a
38 NA 60 1−4 1.6 (0.8) 13−41 24.5 (7.7) US 3 78.3 0−11 2.0 (2.1)

Rosengren et al.

(2010)

21 52.4 75 1−9 3.6 (2.2) 18−30 23.5 (2.8) US 4 88.0 0−12 1.8 (2.1)

Rosengren (n.d.)b 30 50.0 182 1−12 6.1 (3.4) 13−27 20.7 (3.4) US 3 29.1 0−6 0.6 (1.2)

Total 89 51.0c 327 1−12 3.7 (3.2) 13−41 22.0 (4.6) 51.1 0−12 1.1 (1.7)

aChildren’s gender was not included in the dataset provided fromRosengren et al. (2009).
bUnpublished data.
cCalculated fromRosengren et al. (2010) and Rosengren (n.d.).

2.3 Scale error task

The scale error tasks in each study were based on DeLoache et al.

(2004).Most of the in-lab tasks used a car, chair (oftenwith a table), and

slidewith twodifferent sizes: child-sized and correspondingminiature-

sized objects. Exceptions for experimental materials were described in

Supplementary Description 1. For scale error tasks in classroom set-

tings, Rosengren et al. (2009) used one of three sets of miniature-sized

toys consisting of three toys each: Set A included a car, a slide, and a

sofa; Set B included a rocking chair, a Hummer vehicle, and a bed; and

Set C included a bathtub, a car, and a wagon. Rosengren et al. (2010)

used four items: a couch, slide, bed, and car. Rosengren et al. (n.d.) used

a slide, bed, and car. None of the classroom studies used child-sized

(i.e., bigger-sized) objects; however, there could have possibly been

child-sizedobjects available outsideof the classroom (e.g., outdoor play

areas).

In most of the in-lab experiments, each participant freely played

with the child-sized objects for approximately 5–7min in the playroom.

If the participant showed little interest in the objects, the experimenter

drew attention to them and encouraged the children to interact with

them. Subsequently, the participant left the playroom temporarily and

the experimenter replaced the objects with miniature-sized objects.

The child then returned to the playroom and played with the replaced

objects for another 5−7 min. According to Arterberry et al. (2020),

children only experienced the latter interaction phase.

In Hagihara et al. (2022b), children performed a scale error task

twice with a mean interval of 13.1 days (SD = 6.0) in one session

where specific object labels were provided (the noun condition; e.g.,

“Look at the car!”) and the other session where only general pro-

nouns were provided (the pronoun condition; e.g., “Look at this!”). The

order of the labeling conditions was counterbalanced. Since the exper-

imenter’s verbal instructions are not restricted during a scale error

task in general, we included only the dataset of the noun condition

in the present study. Ishibashi and Uehara (2020) analyzed only the

first 3 min of the whole 5 min observation period; however, to align

the time of analysis with other studies, we recalculated the number
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of scale errors for all 5-min observation periods and used them in this

study.

For the classroom studies, observations were performed from

observationbooths adjacent to each classroomequippedwithone-way

mirrors and earphones. An experimenter placed the target toys in the

classroom clearly observable from the observation booth before each

observation and the children freely played with them in the classroom,

which was also filled with other classroom toys and materials. There

were 8−14 children in each classroom (Rosengren et al., 2009, 2010).

The target toys were removed after each observation session. Rosen-

gren et al. (2009) conducted an average of 70 min of observations

over a 3-month period, whereas Rosengren et al. (2010) generally per-

formed 20-min observation sessions, each over a 10-week period. The

observation period for Rosengren et al. (n.d.) was 2 months; however,

the duration of each observation session was not provided because of

unpublished work.

2.4 Coding scheme

In general, the participants’ actions on the miniature-sized objects

were coded as scale errors based on the coding scheme given by

DeLoache et al. (2004): (a) whether the participant tried to interact

with objects in the same way they performed on the child-sized

objects, (b) whether the participant’s body part(s) touched the objects’

adequate part(s), and (c) whether the participant’s attempt to wards

the objects was serious. For criterion (c), a 5-point Likert scale ranging

from1 (definitely serious) to 5 (definitely pretending)was used, and the

action was classified as a scale error when it was scored as 1 or 2. The

inter-rater reliability was confirmed in each study (see Supplementary

Description 1).

For the classroom dataset, we limited our focus to body-based scale

errors tomake the laboratory and classroomdata as equivalent as pos-

sible. For instance, if a child attempted to put a doll into a tiny toy car

despite being impossible (object-based scale errors), we did not count

it as a scale error. To count the number of scale errors in these studies,

we conservatively converted the original coding into an integer vari-

able, where the categorical coding of the number of attempts of 1, 2,

3−4, and >4 were converted into 1, 2, 3, and 5, respectively. The data

points for the same child and date were collapsed and merged. There-

fore, each data point in our final dataset representedwhether and how

many children produced scale errors per observation day.

3 ANALYSIS 1: AGE-RELATED CHANGE

3.1 Analysis approach

3.1.1 Developmental indices

We used children’s age in months as an independent variable. To allow

the models to express a nonlinear age-related change in scale errors,

two types of regressionwere implemented: simple linear and quadratic

functions (Figure S1).

3.1.2 Zero-inflated Poisson model

The ZIP regression is a model used to fit the count data with a high

incidence of zeros (Lambert, 1992). This model assumes that the zero

observations derive from two different processes: “structural” and

“sampling” (Hu et al., 2011). Let us say you tried to catch a particular

species of fish in a river, and you failed, which means zero observa-

tion. In this case, you might have failed because the river was not a

habitat for that species of fish in the first place, which is called struc-

tural zeros. Meanwhile, it may have been the case that the fish species

were present in the river, but you failed to catch themby chance, which

scores sampling zeros. TheZIPmodel explicitly discerns and thenmixes

these two sources of zeros by assuming a Bernoulli distribution model

for the structural zero observations and a Poisson distribution for the

count part, including the sampling zeros (Figure 1). Statistical analyses

using the ZIP model are seen in a variety of research fields, including

psychology, medicine, and ecology (e.g., Atkins & Gallop, 2007; Böhn-

ing et al., 1999; Hu et al., 2011; Karazsia & van Dulmen, 2008; Loeys

et al., 2012;Martin et al., 2005;Wiesner & Kim, 2006).

In our case, the number of scale errors observed y can be formulated

as

ZIP (y|𝜃, 𝜆) =

⎧
⎪
⎨
⎪
⎩

(1 − 𝜃) + 𝜃 × Poisson (0|𝜆) , if y = 0

𝜃 × Poisson (y|𝜆) , if y ≥ 1,

where θ from a Bernoulli distribution is the probability of producing

scale errors, whereas λ from a Poisson distribution is the probability of

the number of scale errors produced in a session if they are observed

at least once.

3.1.3 Model implementation and model
comparison

We fit the scale error data using the ZIP regression with a logit link

function for the structural zero part (θ) and a log link function for the

sampling zero part (λ). We used Bayesian generalized linear models

using CmdStanR 0.5.3 (Gabry & Češnovar, 2020), an interface to Stan

(StanDevelopment Team, 2021), formodel fitting. The number of scale

errors observed was regarded as the dependent variable and age in

months was regarded as the independent variable. To avoid construct-

ing complex models that are difficult to converge, we did not include

random effects. Instead, we included possible covariates (i.e., country,

session, number of target objects, task duration, and gender) for both

the structural and sampling zero parts (see SupplementaryDescription

2 for details).

The model candidates are listed in Table 3. For instance, Model 1

included quadratic functions of age for both the Bernoulli and Poisson

regressions, whereas Model 2 included the term of age for Bernoulli

regression (i.e., simple linear function) and age and squared age for

Poisson regression (i.e., quadratic function). For reference, we con-

structed Models 5 and 6, that performed a simple Poisson regression

using linear and quadratic functions.
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6 of 17 HAGIHARA ET AL.

F IGURE 1 A schematic view of the zero-inflated Poissonmodel. (a) Calculation flow of the zero-inflatedmodel in the case of scale error
production. (b) Histogram of zero-inflated observations generated from the simulation data (θ = 0.7, λ = 0.9). The “structural zeros” derived from
the Bernoulli distribution increase zero observations in total; however, in real data, a researcher cannot discern, which zeros come fromwhich
process (McElreath, 2020).

TABLE 3 Model candidates andwidely applicable information criterion (WAIC) values in Analysis 1.

WAIC (SE)

Model number Distribution Functions of age for regression In-lab Classroom

Model 1 ZIP θ, λ: Quadratic 1206.50 (46.54) 1006.05 (57.13)

Model 2 ZIP θ: Linear; λ: Quadratic 1206.68 (46.52) 1002.78 (56.89)

Model 3 ZIP θ: Quadratic; λ: Linear 1204.26 (46.29) 1006.69 (58.90)

Model 4 ZIP θ, λ: Linear 1204.69 (46.25) 1003.91 (58.57)

Model 5 Poisson θ: NA; λ: Quadratic 1384.99 (58.51) 1039.53 (67.88)

Model 6 Poisson θ: NA; λ: Linear 1389.96 (57.84) 1038.00 (68.89)

Note: For both θ and λ regression equations, covariates were also included (see themain text and Supplementary Description 2 for details). TheWAIC values

for the best models among themodel candidates are shown in boldface.

For each fixed effect, we used weakly informative Student’s t pri-

ors (v = 3, μ = 0, σ = 1), whose parameters were determined

based on a previous study (Hagihara et al., 2022b), to stabilize the

parameter estimates. We set four chains and iterations of 15,000 with

warm-up samples of 2000. We confirmed whether the R-hat values

were below 1.1 (Gelman et al., 2013) to verify the convergence of

parameter estimates. For interpretation, we used the posteriormedian

(MED) and 95% Bayesian credible intervals (CIs) for the parameter

estimates or expected values. We used a model comparison approach

using the widely applicable information criterion (WAIC) (Watanabe,

2010a, 2010b) to examine which model best predicted scale errors.

The smaller theWAIC, the better themodel.

3.2 Results

3.2.1 In-lab data

Based on a model comparison approach using the WAIC values, the

best model included age and squared age for the Bernoulli regression,

but did not include the squared age for the Poisson regression of the

ZIP model (i.e., Model 3, WAIC = 1204.26, SE = 46.29; Table 3). This

suggests that scale errors are a curved function of age in terms of

whether a child produces them or not, whereas they can be drawn as

a simple linear function of age when it comes to howmany scale errors

are produced. The models using a mere Poisson regression (Models 5

and 6) were much inferior to the models using the ZIP regression, sug-

gesting that the stacked zero should be considered for scale errors. To

further assess the adequacy of themodel fit for the bestmodel, we per-

formed a posterior predictive check. This revealed that 98.2% of the

data points fell within the predicted 95% CI of [0, 5], demonstrating

adequatemodel fit.

Although the best model included the term Age2 for the Bernoulli

regression, this parameter estimate straddled zero (MED = −0.16

[−0.39, 0.05]; Table 4), whereas the term Age had a negative effect

(MED = −0.40, CI[−0.70, −0.13]). Thus, it was evident that the prob-

ability of producing scale errors decreased as a function of age within

thewindowof 15−37months.We also detected the effects of sessions

(MED = −1.06, CI[−1.77, −0.36]) and gender (MED = 0.32, CI[0.10,

0.55]) on the count part of scale errors. Repeated engagement in a

scale error task led to adecreasednumberof errors,whereas girlswere

more likely to produce scale errors repeatedly than boys.

The developmental trend of the expected values of θ, λ, and y is

shown in Figure 2. We calculated the expected values while coun-

try and gender were averaged, and the session, number of objects,

and task duration were specified as the 1, 3, and 5 min, respectively.
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HAGIHARA ET AL. 7 of 17

F IGURE 2 Developmental changes in scale errors drawn from the best model in Analysis 1 (in-lab data, Model 3). Developmental trend for the
proportion part (a), count part (b), and overall zero-inflated Poisson (c). The thick lines and shaded areas indicate the posterior median and 95%
Bayesian credible intervals of the expected values from the selected best model. The covariates of country and gender were averaged for all
graphs, and those of the session, the number of objects, and task duration were specified as the 1, 3, and 5min, respectively. For (a), the dashed
horizontal line indicates chance level. In (c), the size of the data points represents the number of children in the same coordinates.

When looking at the expected value of θ, the probability of produc-

ing scale errors peaked at 18 months of age (MED = 0.59, CI[0.43,

0.75]) and then decreased with age (MED = 0.04, CI [0.00, 0.26] at 37

months). However, the difference in the expected value of θ between
18 and 15 months still straddled zero (MED18−15 = 0.02, CI[−0.11,

0.17]), although a difference between 18 and 37 months was detected

(MED18−37 = 0.53, CI[0.33, 0.68]). For the expected value of λ, the
mean number of scale errors produced in the first session did not show

a clear developmental trend from 15 months (MED = 2.12, CI [1.44,

3.18]) to 37 months (MED = 3.13, CI [1.77, 5.38]). When mixing both

proportion and count parts, themean number of scale errors observed,

peaked at 20 months of age (MED = 1.36, CI [0.93, 1.93]). The MEDs

for 15 and 37 months were 1.21 (CI [0.66, 1.94]) and 0.13 (CI [0.01,

0.85]), respectively. As in the expected value of θ, the difference in the
expected number of scale errors between 20 and 15 months included

zero (MED20−15months = 0.14, CI[−0.34, 0.64]) whereas that between

20 and 37 months exceeded zero (MED20−37months = 1.18, CI[0.46,

1.79]), suggesting a clear decrease of scale errors as a function of age.

We finally examined the correlation coefficient between θ and λ to
determine whether the higher the probability of scale errors was at

least once, the more times they were observed. Spearman’s rank cor-

relation coefficient did not show any specific direction (MED = −0.22,

CI[−0.66, 0.32]), suggesting that there were no associations between

whether the scale errors were produced and how many scale errors

were producedwhen observed.

3.2.2 Classroom data

A model comparison approach revealed that the best model included

age but not squared age for the Bernoulli regression, whereas it

included both age and squared age terms for the Poisson regres-

sion (Model 2, WAIC = 1002.78, SE = 56.89; Table 2). This suggests

that, in contrast to the in-lab data, scale errors observed in class-

room settings are drawn as a simple linear function of age in terms

of the proportion part, although they are a curved function of age

for the count part. The ZIP regression was superior to the Poisson

regression models (Models 5 and 6). A posterior predictive check

demonstrated that 95.0% of the observations were within the 95% CI

of the posterior predictive distribution, [0, 4], suggesting model fitting

adequacy.

Despite the selection of the best model, its parameter estimates

for Age and Age2 straddled zero for both the Bernoulli and Pois-

son regressions (Table 5). All the covariates included zero in the

parameter estimates. The developmental change of the expected val-

ues of θ, λ, and y was calculated while the session and the number

of target objects were specified as the first and three, respectively

(Figure 3). In the 13−41-month age window, these expected val-

ues peaked at 41 months for θ (MED = 0.83, CI[0.51, 0.97]), 26

months for λ (MED = 2.06, CI[1.56, 2.69]), and 27 months for

y (MED = 1.54, CI[1.19, 1.97]). However, no clear developmen-

tal change was detected, as the differences in the expected value

between these peaks and youngest/oldest age included zero for θ
(MED41−13months = 0.18, CI[−0.29, 0.51]), λ (MED26−13months = 0.82,

CI[−0.17, 1.71]; MED26−41months = 1.01, CI[−0.60, 1.98]), and y

(MED27−41months = 0.71, CI[−0.52, 1.42]), except for the difference

between 27 and 13 months for y (MED27−13months = 0.75, CI[0.10,

1.35]). This suggests that although each component of the ZIP model

might not have a clear developmental change owing to high disper-

sion, the observable events resulting from their combination appear to

have a slightly clearer age-related change, which is an increase in scale

errors from infancy to toddlerhood.
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8 of 17 HAGIHARA ET AL.

F IGURE 3 Developmental changes in scale errors drawn from the best model in Analysis 1 (classroom data, Model 2). Developmental trend
for the proportion part (a), count part (b), and overall zero-inflated Poisson (c). The covariates of the session and the number of target objects were
specified as the first and three. Other legends are the same as those in Figure 2.

TABLE 4 Posterior median and 95%Bayesian credible intervals
(CIs) of parameter estimates for the best model of the in-lab data in
Analysis 1 (Model 3).

Parameter Posteriormedian [95%CI]

Logistic part of the model (θ)

Intercept 0.39 [−0.48, 1.32]

Age −0.40 [−0.70,−0.13]

Age2 −0.16 [−0.39, 0.05]

Country (UK) −0.73 [−1.74, 0.19]

Country (US) −0.07 [−1.17, 1.02]

Session 0.57 [−0.73, 3.25]

#Objects −0.02 [−0.68, 0.67]

Task duration 0.23 [−0.54, 1.01]

Gender (girl) 0.02 [−0.46, 0.49]

Count part of the model (λ)

Intercept 0.90 [0.46, 1.36]

Age 0.07 [−0.06, 0.19]

Country (UK) −0.24 [−0.80, 0.29]

Country (US) −0.24 [−0.87, 0.38]

Session −1.06 [−1.77,−0.36]

#Objects −0.18 [−0.57, 0.17]

Task duration −0.20 [−0.61, 0.24]

Gender (girl) 0.32 [0.10, 0.55]

Note: Children’s age in months was standardized. The detected effects

are indicated in bold. See Supplementary Description 2 for details about

covariates.

As in the laboratory data analysis, therewas no association between

θ and λ based on their correlation coefficient (Spearman’s rank correla-

tion, MED= 0.60, CI[−0.54, 0.93]).

TABLE 5 Posterior median and 95%Bayesian credible intervals
(CIs) of parameter estimates for the best model of the classroom data
in Analysis 1 (Model 2).

Parameter Posteriormedian [95%CI]

Logistic part of the model (θ)

Intercept 0.95 [0.50, 1.51]

Age 0.16 [−0.23, 0.60]

Session −0.50 [−1.07, 0.20]

Count part of the model (λ)

Intercept 0.68 [0.43, 0.91]

Age 0.11 [−0.05, 0.28]

Age2 −0.07 [−0.15, 0.01]

Session −0.25 [−0.53, 0.02]

#Objects 0.09 [−0.18, 0.36]

Note: Children’s age inmonths and sessions were standardized. See Supple-

mentary Description 2 for details about covariates.

3.3 Discussion

The model comparison approach demonstrated that compared with

the models that simply used Poisson regression, the ZIP-model-based

regression showed better predictability for both the laboratory and

classroom datasets. Since scale errors are distributed with a stack of

zero observations, it is important to analyze the scale error data using

a statistical model that can cope with the characteristics of the data.

Usage of the ZIP model is also useful for understanding the mecha-

nisms underlying scale errors because it can discern two sources of

zeros: the probability of producing scale errors (i.e., “structural zeros”)

and the number of scale errors (i.e., “sampling zeros”). For the in-lab

data, the age effect was detected in the former part, whereas the num-

ber of sessions and children’s gender contributed to the latter part.
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HAGIHARA ET AL. 9 of 17

Wewould speculate thatwhat changesdevelopmentally iswhether the

child produces scale errors and that other factors not directly related

to development determine how many times the child produces them.

The negative effect of repeated exposure to miniature objects was

compatible with the results of an in-lab study (Hagihara et al., 2022b)

and a classroom study (Rosengren et al., 2010). Previous memories

of failing to execute object-specific actions may suppress subsequent

scale errors, or children may simply lose interest in miniature-sized

objects (Hagihara et al., 2022b). A prospective parental diary study

reported that girls produced more scale errors than boys (Rosengren,

Gutiérrez et al., 2009) was supported by the large laboratory dataset

used in this study.Our results suggested that the difference in the num-

ber of scale errors between girls and boys was 0.35 on average. This

gender difference could be attributed to girls finding small toys more

engaging and interesting (Rosengren, Gutiérrez et al., 2009), or other

developmental factors reported todiffer bygender, suchas lexical skills

(Eriksson et al., 2012).

Age-related changes in scale errors were well documented by an

inverted U-shaped curve rather than a simple linear function for both

the laboratory and classroom data, although nonlinearity belonged to

different sources of the two distributions and peaked at different ages.

The developmental trend of scale errors collected in labs was elicited

by an inverted U-shaped curve with a peak age at 18 months for the

proportion part, whereas in terms of the count part, children’s age in

months was less relevant to the developmental change in scale errors.

It is evident that the scale errors decrease as a function of age in

toddlerhood, ranging from 15 to 37 months. In contrast, the model

comparison for the classroom data showed that the proportion part

was less related to age, but the count part could be described with a

quadratic function of age, with a peak at 26months.

What brought the differences between the in-lab experimental and

naturalistic observational data? For the proportion part, different task

settings in the classroomdatamay have resulted in a higher probability

of detecting at least one scale error than in the laboratory data, making

the nonlinear age effect less detectable. A longer observation duration

in classroom settings than in-lab settings may have increased the pos-

sibility of observing scale errors. Because children were observed in

environments familiar to them in the classroom data, they may have

been relaxed and thus easily executed any actions that came to mind,

leading to many scale errors. Given that the children could observe

other children producing scale errors in classroom settings, exposure

to other children’s actions may have primed the participants to pro-

duce similar actions. For the count part, although the observed actions

were the same, the developmentalmechanisms underlying scale errors

could differ between laboratory and classroom settings. Given that

classroom data peak at 26−27 months, which is much later than in-

lab data at 18−20 months, scale errors observed in classrooms may

reflect the development of higher cognitive functions, such as the

decontextualization of object concepts (Bigham & Bourchier-Sutton,

2007; Elder & Pederson, 1978). The combined use of a scale-error

task and other developmental tasks related to candidate abilities will

contribute to disentangling how scale errors differ between the two

settings.

Although we selected relatively better models describing how scale

errors can be depicted as a function of age, age itself might not be

a good developmental predictor of scale errors, given that most 95%

CIs were still wide and straddled zero. In Analysis 2, using the partial

dataset of in-lab scale errors, we investigated how scale errors can be

described as a function of vocabulary size, which reflects children’s lan-

guage abilities and is considered a relevant developmental predictor in

scale error research (e.g., Grzyb, Cangelosi, et al., 2019; Hagihara et al.,

2022b).

4 ANALYSIS 2: VOCABULARY-RELATED
CHANGE

4.1 Datasets

From the datasets we used in Analysis 1, we extracted partial in-lab

data that included children’s productive vocabulary size, comprising

271 toddlers aged 15−35 months (131 girls; Mage = 22.8, SD = 3.9;

Table 6)4. Children’s productive vocabulary sizewas assessed using the

Words andGrammar form of the JapaneseMacArthur–Bates Commu-

nicative Development Inventory (J-MCDI; Ogura & Watamaki, 2004)

for the Japanese sample and the Oxford Communicative Develop-

ment Inventory (O-CDI; Hamilton et al., 2000) for the UK sample. The

J-MCDI includes 711 vocabulary items and is used with Japanese-

speaking children aged 16 and 36months, whereas theO-CDI includes

418 items and is typically used with British English-speaking children

aged from approximately 11–26months.

Among the existing data, Grzyb, Cangelosi, et al. (2019) and Hagi-

hara et al. (2022b) provided raw inventorydata, enablingus to calculate

the subvocabulary size of each part of speech separately: the vocab-

ulary size of nouns, verbs, and adjectives. Based on the classification

criteria used in previous studies (Caselli et al., 1999;Ogura et al., 2016),

we calculated the children’s subvocabulary size5.

4.2 Analysis approach

First, we used children’s total productive vocabulary size as the devel-

opmental index using all data, including this measure (n = 271). For

each developmental index, simple linear and quadratic functions were

used as in Analysis 1. The ZIP model was used for the regression

analysis, given the results obtained in Analysis 1. As a reference, we

also constructed a ZIP model predicting scale errors from children’s

ages with the selected combination of age terms as best in Analysis

1. We included the covariates of country, session, number of target

objects, task duration, and gender. Consequently, we constructed five

model candidates (Table 7)6. Other settings were identical to those in

Analysis 1.

Thereafter, we applied the same statistical modeling to the data

containing the subvocabulary sizes of nouns, verbs, and adjectives

(n = 197). We compared the models while changing the indepen-

dent variables to detect the developmental index most sensitive to
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10 of 17 HAGIHARA ET AL.

TABLE 6 Existing datasets used in Analysis 2.

Total vocabulary size Nouns Verbs Adjectives

Article n Range M (SD) Range M (SD) Range M (SD) Range M (SD)

Grzyb, Cangelosi

et al. (2019)

125 5−417 190.0 (132.0) 0−183 91.8 (60.0) 0−70 26.6 (25.5) 0−39 14.4 (13.3)

Hagihara et al.

(2022b)

72 11−654 201.0 (162.0) 1−258 84.3 (71.7) 0−102 22.5 (28.5) 0−62 17.3 (16.8)

Ishibashi et al. (2021),

Japan sample

40 2−238 85.0 (68.3)

Ishibashi and Uehara

(2020)a
34 0−700 262.0 (231.0)

Total 271 0−700 186.5 (156.2) 0−258 89.1 (64.4) 0−102 25.1 (26.7) 0−62 15.5 (14.7)

aThe sample size from Ishibashi and Uehara (2020) was smaller than that in Study 1 because, for some children, vocabulary size was not assessed (n= 4), or a

different version of the inventory was performed (n= 3).

TABLE 7 Model candidates andwidely applicable information criterion (WAIC) values in Analysis 2 (total vocabulary size).

Model number Developmental index

Functions of developmental

index for regression WAIC (SE)

Model 1 Vocabulary size θ, λ: Quadratic 711.00 (36.50)

Model 2 Vocabulary size θ: Linear; λ: Quadratic 713.88 (36.16)

Model 3 Vocabulary size θ: Quadratic; λ: Linear 708.79 (36.18)

Model 4 Vocabulary size θ, λ: Linear 710.95 (35.71)

Model 5 Age (For reference) θ: Quadratic; λ: Linear 708.83 (36.07)

Note: For both θ and λ regression equations, covariates were also included. TheWAIC values for the best models among the model candidates are shown in

boldface.

TABLE 8 Model candidates andwidely applicable information criterion (WAIC) values in Analysis 2.

WAIC (SE)

Model number

Functions of developmental

index for regression Nouns Verbs Adjectives

Total vocabulary size

(For reference)

Model 1 θ, λ: Quadratic 499.15 (31.31) 493.33 (31.47) 492.86 (31.36)

Model 2 θ: Linear; λ: Quadratic 497.20 (31.24) 495.02 (31.34) 492.55 (31.35)

Model 3 θ: Quadratic; λ: Linear 496.58 (30.94) 491.94 (31.26) 490.82 (31.11) 492.28 (31.05)

Model 4 θ, λ: Linear 494.86 (30.88) 493.01 (31.06) 492.17 (31.05)

Note: For both θ and λ regression equations, covariates were also included. TheWAIC values for the best models among the model candidates are shown in

boldface.

scale errors (Table 8). In addition to each subvocabulary size, the best

model using the total vocabulary size as an independent variable was

constructed again as a reference.

4.3 Results

4.3.1 Total vocabulary size as the developmental
index

Among the candidate models regarding total vocabulary size as

a developmental measure, the best model was Model 3, in which

a quadratic function of total vocabulary size was included in the

Bernoulli regression, while its simple linear function was included

in the Poisson regression (WAIC = 708.79, SE = 36.18; Table 7).

The WAIC value for the best model was similar to that of the ref-

erence model, treating children’s age as the developmental index

(WAIC= 708.83, SE= 36.07), suggesting that the total vocabulary size

was an equivalent predictor of age for describing the developmental

trend of scale errors. A major difference in the best model from the

findings in Analysis 1 was that we detected a clear inverted U-shaped

curve of the developmental trend for the proportion part (Vocabulary

size2: MED = −0.36, CI[−0.76, −0.02]; Table 9). For the other fixed

effects, we did not detect the effect of gender for the count part
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HAGIHARA ET AL. 11 of 17

F IGURE 4 Developmental changes in scale errors drawn from the best model in Analysis 2 (total vocabulary size, Model 3). Developmental
trend for the proportion part (a), count part (b), and overall zero-inflated Poisson (c). All legends are the same as those in Figure 2.

TABLE 9 Posterior median and 95%Bayesian credible intervals
(CIs) of parameter estimates for the best model in Analysis 2 (total
vocabulary size, Model 3).

Parameter Posteriormedian [95%CI]

Logistic part of the model (θ)

Intercept 0.44 [−0.63, 1.63]

Vocabulary size −0.20 [−0.61, 0.20]

Vocabulary size2 −0.36 [−0.76,−0.02]

Country (UK) −0.19 [−1.95, 1.47]

Session 0.68 [−0.59, 2.98]

#Objects −0.07 [−0.81, 0.69]

Task duration −0.20 [−1.95, 1.49]

Gender (girl) 0.23 [−0.41, 0.86]

Count part of the model (λ)

Intercept 0.80 [0.22, 1.37]

Age 0.07 [−0.12, 0.24]

Country (UK) −0.17 [−1.80, 1.40]

Session −1.02 [−1.73,−0.33]

#Objects −0.12 [−0.54, 0.27]

Task duration −0.18 [−1.78, 1.42]

Gender (girl) 0.28 [−0.03, 0.60]

Note: Children’s vocabulary size was standardized. The detected effects are
indicated in bold.

(MED = 0.28, CI[−0.03, 0.60]), which differed from that in Analysis 1,

but detected theeffect of the session (MED=−1.02,CI[−1.73,−0.33]).

The expected values of θ, λ, and y were calculated as in Analysis 1

(Figure 4). The probability of producing scale errors (i.e., θ) peaked at

a vocabulary size of approximately 140 (MED = 0.62, CI[0.35, 0.85]),

differing from when the vocabulary size reached the largest value (the

difference in the expected value between vocabulary sizes of 140 and

700,MED700−140 = 0.58, CI[0.26, 0.81]), although the difference in the

expected value straddled zero between vocabulary sizes of 140 and 0

(MED140−0 = 0.07, CI[−0.09, 0.25]). Meanwhile, the mean number of

scale errors produced in the first session (i.e., λ) did not show a clear

developmental trend froma vocabulary size of 0 (MED=2.16, CI [0.88,

5.39]) to that of 700 (MED = 2.90, CI [0.98, 8.52]). For the expected

value of y in which both proportion and count parts were mixed in

the ZIP model, the mean number of scale errors observed peaked

at a vocabulary size of approximately 180 (MED = 1.39, CI[0.51,

3.60]). The differences in the expected value between this peak and

the smallest/largest vocabulary size were compatible with those in θ
(MED180−0 =0.23, CI[−0.23, 1.02];MED180−700=1.27, CI[0.35, 3.35]).

A posterior predictive check confirmed that 98.9% of the obser-

vations were included in the 95% CI of the posterior predictive

distribution, [0, 5], and the Spearman’s rank correlation coefficient

between θ and λ did not show any specific direction (MED = −0.14, CI

[−0.67, 0.44]).

4.3.2 Subvocabulary size of nouns, verbs, and
adjectives as the developmental indices

Amodel comparison approach demonstrated that among the different

categories of subvocabulary size, the subvocabulary size of adjectives

was the best predictor (Model 3, WAIC = 490.82, SE= 31.11; Table 8),

followed by that of verbs (Model 3, WAIC = 491.94, SE = 31.26).

For both developmental indices, the selected model included their

squared term for the proportion part θ and only their linear term for

the count part λ. These models were superior in terms of predictability

to the model with the same structure using total vocabulary size as

the developmental index (WAIC = 492.28, SE = 31.05). The subvocab-

ulary size of nouns showed the worst performance, suggesting that
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TABLE 10 Posterior median and 95%Bayesian credible intervals (CIs) of parameter estimates for the best model in Analysis 2 (subvocabulary
size, Model 3).

Posteriormedian [95%CI]

Parameter Verbs Adjectives

Logistic part of the model (θ)

Intercept 0.12 [−1.51, 1.86] 0.13 [−1.53, 1.87]

Vocabulary size −0.14 [−0.71, 0.42] −0.24 [−0.78, 0.27]

Vocabulary size2 −0.40 [−0.92, 0.06] −0.41 [−0.92, 0.05]

Country (UK) 0.07 [−1.78, 1.94] 0.03 [−1.79, 1.88]

Session 0.77 [−0.55, 3.15] 0.83 [−0.55, 3.53]

#Objects 0.09 [−0.82, 1.02] 0.17 [−0.74, 1.11]

Task duration 0.06 [−1.78, 1.96] 0.03 [−1.83, 1.88]

Gender (girl) 0.01 [−0.78, 0.77] 0.03 [−0.75, 0.80]

Count part of the model (λ)

Intercept 0.21 [−1.39, 1.90] 0.21 [−1.40, 1.91]

Age 0.12 [−0.13, 0.35] 0.13 [−0.11, 0.35]

Country (UK) 0.11 [−1.71, 1.99] 0.13 [−1.70, 2.00]

Session −0.98 [−1.71,−0.28] −1.00 [−1.71,−0.32]

#Objects 0.19 [−0.67, 1.02] 0.17 [−0.69, 1.00]

Task duration 0.10 [−1.68, 1.96] 0.11 [−1.69, 2.00]

Gender (girl) 0.21 [−0.17, 0.61] 0.21 [−0.18, 0.61]

Note: Children’s vocabulary size was standardized. The detected effects are indicated in bold.

developmental changes in scale errors accompany the development

of children’s lexical abilities related to predicates rather than concrete

nouns.

Although the proportion part of the selected model included the

squared term of vocabulary size, its 95% CI straddled zero (adjectives,

MED = −0.41, CI[−0.92, 0.05]; verbs, MED; Table 10). For the covari-

ates, repeated exposure to the same toy sets negatively influenced the

count part of scale errors (adjectives, MED = −1.00, CI[−1.71, −0.32]

verbs, MED = −0.98, CI[−1.71, −0.28]). We did not detect any other

clear fixed effects.

The expected values of θ, λ, and y were calculated as in the anal-

ysis of total vocabulary size. For the best model treating adjective

vocabulary size as the developmental index, the peaks of θ and y

appeared at a vocabulary size of 12 (MED = 0.55, CI[0.21, 0.85]) and

15 (MED = 0.76, CI[0.13, 3.79]), respectively (see Figure S2). Because

the quadratic term was not included, there was no peak for λ. A clear

decrease from the peak to the largest vocabulary size in the probability

and the observed number of scale errors was detected (the difference

in expected θ, MED12−62 = 0.51, CI[0.15, 0.82]; y, MED15−62 = 0.67,

CI[0.04, 3.45]), but not a clear increase from the vocabulary size

of zero to the peak point (θ, MED12−0 = 0.05, CI[−0.13, 0.82]; y,

MED15−0 = 0.14, CI[−0.18, 1.00]). Compatible results were obtained

for the best model, which treated verb vocabulary size as a develop-

mental index. The expected values of θ and ypeaked at vocabulary sizes
of 20 (MED= 0.55, CI[0.21, 0.85]) and 30 (MED= 0.77, CI[0.14, 3.80]),

respectively (Figure S3). These expected values apparently decreased

after the peak toward the maximum range of verb vocabulary size (θ,

MED20−102 = 0.48, CI[0.11, 0.79]; y, MED30−102 = 0.63, CI[0.01, 3.26]),

but no increase toward the peak was detected (θ, MED20−0 = 0.05,

CI[−0.11, 0.23]; y, MED39−0 = 0.13, CI[−0.21, 1.01]). As in the previous

analysis, 97.5% of the actual data were within the 95% CI of poste-

rior predictive distribution of [0, 4], and no correlation was detected

between θ and λ.

4.4 Discussion

For the in-lab data, we confirmed that the process during which scale

errors were generated would be consistent, regardless of which age or

vocabulary sizewas used as a developmental index. That is, an inverted

U-shaped curve fits the proportion part but not the count part. In the

analysis using total vocabulary size, the quadratic term was detected

as negative, suggesting a clear developmental peak in the probability

of scale errors. This peak appeared at a total vocabulary size of approx-

imately 140, which was much later than the vocabulary size at which

shape bias noticeably developed (Gershkoff-Stowe & Smith, 2004).

Hence, if scale errors are developmentally related to the acquisition

of shape bias, the causal direction is that shape bias influences the

probability of scale error occurrence, creating a sensitive period of

scale errors. However, the finding that the peaks between scale errors

and shape bias were not accompanied makes it difficult to assume

direct developmental relationships between these two because these

relationships have been assumed to occur during the emergent phase

of object-action association (Grzyb, Nagai, et al., 2019) or when the
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lexical system rapidly changes (Grzyb, Cangelosi et al., 2019). This is

also supported by the finding that the subvocabulary size of nouns had

the lowest predictability compared to other parts of speech.

Instead, ourmodel comparison approach elicited the possibility that

the lexical development of predicates such as adjectives or verbs,

rather than nouns, was more related to scale error occurrence. This

is compatible with the findings of Hagihara et al. (2022b), who sug-

gested the potency of verb vocabulary size as a developmental marker

for scale errors. However, the quadratic terms of subvocabulary size

for the proportion part straddled zero for both the best models, using

adjectives or verbs as developmental indices. This failure to detect a

clear developmental peak in scale errors could be because the sam-

ple size was reduced for this particular analysis from that used for the

total vocabulary size from 271 to 197. In addition, data collection from

children with smaller vocabulary sizes may allow for more sensitive

detection of peaks.

We explored whether the vocabulary size of specific sets of words

(e.g., size-related words, big and little) was related to scale errors

(Supplementary Analysis 1). However, none of the specific word sets

referring to the target objects, object-specific actions, or sizes was

associated with scale errors. Thus, it is more likely that some gen-

eral cognitive and/or linguisticmechanisms reflected in vocabulary size

influence scale errors rather than specific lexical knowledge directly

related to scale error tasks.

5 GENERAL DISCUSSION

This is the first meta-analytic study using various existing datasets

exploring scale errors, aiming to describe the developmental change

in scale errors. Our approach revealed that the overall develop-

mental trend of scale errors was well documented by an inverted

U-shaped curve rather than a simple linear function, although nonlin-

earity belonged to different aspects of the scale errors between the

laboratory and classroom data. At least in the in-lab data, the selected

modelswere always the same, regardless of the developmental indices.

The results of this study suggest that the nonlinear developmental

change cannotbeattributed to thenumberof scale errors itself. Rather,

the probability of producing scale errors changes nonlinearly with

development, and as a result, the number of observed scale errors

appears to show a nonlinear trend aswell. The ZIPmodel improved the

explainability of developmental mechanisms underlying scale errors.

Another key finding of this study is that language development

related to predicate vocabulary (i.e., adjectives or verbs), rather than

noun vocabulary, is an important clue to understanding the develop-

mental mechanisms of scale errors. Children’s lexical development has

been considered to crucially affect scale errors (Grzyb et al., 2014;

Grzyb, Cangelosi, et al., 2019; Grzyb, Nagai, et al., 2019;Hagihara et al.,

2022b; Hunley & Hahn, 2016; Oláh et al., 2016). Although the rapid

increase in noun vocabulary size is a key marker reflecting changes in

children’s language abilities andmost studies focused on basic abilities

contributing to learning nouns efficiently (Gershkoff-Stowe & Smith,

2004; Landau et al., 1988; Smith et al., 2002), we expect that scale

errors are driven by a later change in those abilities.Weposit that scale

errors are more likely to be produced when children develop the abil-

ity to conceptually or linguistically dissociate object-related features

from objects themselves, such as semantic differentiation or abstrac-

tion (Hagihara & Sakagami, 2020; Hagihara, Yamamoto, et al., 2022;

Werner & Kaplan, 1963). Acquiring language abilities, such as forming

abstract concepts of object properties or actions, regardless of what

objects are given may increase the probability of scale errors, as prop-

erty or action concepts are sometimes activated exceedingly or too

little, leading to the discarding of different aspects of objects.

Among the covariates, experiencing scale error tasks repeatedly and

consistently showed a negative effect on the number of scale errors,

and the gender effect was often detected for the same part of the

ZIP model. Regarding the gender effect, we exploratorily assessed its

robustness by treating another possible measurement of scale errors,

the duration forwhich children engaged in producing scale errors (Sup-

plementary Analysis 2). The results indicated that girls engaged for

longer in performing scale errors than boys per session for the in-lab

data,whichwas compatiblewith the results ofAnalysis 1; however, this

effect was not observed for the classroom data.

TheZIPmodel is particularly helpful for investigating low-frequency

data, containing a lot of zeroes. By leveraging the ZIP model, a devel-

opmental scientist can discern the factors related to the process of

scale errors. Some factors may affect only the logistic or count part of

the ZIP model, whereas others may be related to both parts (Atkins

& Gallop, 2007). At least for the in-lab experiments, we hypothesized

that developmental changes in children’s cognitive/language abilities

lead to a change in the probability of whether the child produces

scale errors itself (i.e., the logistic part), while individual differences in

children’s abilities and/or task settings/procedures affect the number

of scale errors (i.e., the count part). During infancy and toddlerhood,

cognitive and linguistic abilities vary greatly across individuals, even

among children of the same age (e.g., Frank et al., 2021). There-

fore, when performing a scale error task, it is desirable to collect

and analyze other indicators of children’s cognitive and/or linguistic

development that are thought to be relevant to this phenomenon. A

possible but not fully investigated factor affecting the count part of

scale errorswould be children’s inhibitory control. Childrenwith imma-

ture inhibitory control are assumed to repeatedly produce scale errors,

as they cannot quickly switch how to interact with miniature objects

(Rosengren et al., 2010). Although parental reports are often used to

assess this ability, Hagihara et al. (2022b) did not detect its effect on

scale errors. Our other exploratory analysis predicting the duration of

scale errors fromparental reports on children’s inhibitory controlmea-

sures also yielded negative results (Supplementary Analysis 3). Such

parent-report measures might not have sufficient sensitivity to cap-

ture individual differences in inhibitory control, and more fine-grained

behavioralmeasuresmight contribute to assessing this hypothesis.We

did not find any relationship between the logistic and count parts of

scale errors, suggesting that these twomeasurements reflect different

processes of scale errors. These findings emphasize the importance of

scale error research in collecting several different aspects of children’s

abilities and analyzing them using the ZIPmodel.
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Althoughwe performed analyses using the ZIPmodel, methodologi-

cal improvements areworth considering in future studies. For instance,

random effects can be implemented in the ZIP model (Min & Agresti,

2005;UCLA: StatisticalConsultingGroup, n.d.). Although thequadratic

function of the developmental indices was selected as the best model,

we do not claim that this function best describes scale errors because

there are various nonlinear functions and the quadratic function has

many constraints, such as symmetricity. However, we believe that our

approach is helpful in understanding thedevelopmental change in scale

errors because the results suggest how scale errors developmentally

change can be depicted with a relatively simple nonlinear function,

given the superiority of quadratic functions to more flexible functions

such asB-splines (SupplementaryAnalysis 4), andbecause thenegative

value of the quadratic term indicates which developmental axis scale

errors peak. Peak detection using quadratic functions has been used in

developmental studies (e.g., Yamamoto et al., 2019).

Future research using a model comparison approach with the ZIP

model would be beneficial for providing a unified account of the mech-

anismsunderlying scale errors. Since scale errorshavebeenconsidered

to be related to several different developmental domains, such as

inhibitory control (DeLoache et al., 2013; Ishibashi &Moriguchi, 2021;

Rivière et al., 2020), size perception/comprehension (Brownell et al.,

2007; Grzyb et al., 2017; Ishibashi & Moriguchi, 2017; Ware et al.,

2006), and lexical development (Grzyb et al., 2014; Grzyb, Cangelosi,

et al., 2019; Grzyb, Nagai, et al., 2019; Hagihara et al., 2022b; Hunley

& Hahn, 2016; Oláh et al., 2016), a model comparison approach with

the ZIP model will disentangle which developmental aspect relates to

which part of the scale errors. To clearly detect a nonlinear develop-

mental trend in scale errors, it is necessary to include younger children

or those with smaller vocabulary sizes. Notably, considering the labo-

ratory scale errors peaked at the age of 18−20 months in this study

and children began producing scale errors around the age of 12months

(Ware et al., 2010), we suggest considering the inclusion of the 12−18

months age range. This would likely enhance the detectability of a

clear increase in the probability of scale errors leading to a peak, and

thus be helpful for obtaining conclusive evidence on whether scale

errors developmentally change nonlinearly. Another recommendation

would be to collect scale error data using different methods, such

as a combination of laboratory experiments and prospective parental

questionnaires from the same children. This would not only avoid

underestimating the low-frequent events (Rosengren, Gutiérrez, et al.,

2009; Rosengren et al., 2010) but lead to obtaining clues to explain

differences in scale errors between laboratory and everyday contexts.

This meta-analytic study provides more detailed and comprehen-

sive findings, contributing to a deeper understanding of the devel-

opmental trends of scale errors. We believe that our achievements

set a fruitful stage for future research that directly investigates the

relationships between scale errors and other cognitive/language abil-

ities, leading to a unified account of the mechanisms underlying scale

errors. We also speculate that the approach introduced in this study

would have greater versatility for use beyond scale error research and

should be encouraged in the field of developmental science. In partic-

ular, the ZIP model is expected to be a powerful analytical tool when

dealing with relatively rare events that few children show, or events

that are developmentally prone to zero observations. For instance,

other types of action errors (Jiang & Rosengren, 2018) can be well-

documented using the ZIP model. The count data of infants’ word

utterances in a natural settingwould be another good example that can

be addressedwell by themodel because zero observations can happen

either because a child still does not speak or because a child does not

talk despite already speaking.We believe that this study will be a good

foundation for such studies.
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ENDNOTES
1The participants in Ishibashi and Uehara (2020) partially overlapped with

those in the Japanese sample in Ishibashi et al. (2021). In the present

study, duplicate participants were excluded. One participant was coded
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to produce scale errors in Ishibashi et al. (2021), but not in Ishibashi and

Uehara (2020), due to different coding schemes and raters. We used the

conservative coding in this study, that is, we treated the child as the one

who did not produce any scale errors.
2Two additional data points inwhich the children’s ages inmonthswere not

recordedwere excluded from the final dataset.
3 Strictly speaking, Rosengren et al. (2010) explained that the observers

recorded children’s actions when they possibly were scale errors. Hence,

other interactions with the target objects might have been dropped from

the raw data, leading to overestimating the proportion of scale error

occurrences.
4Total vocabulary size for childrenwhoparticipated in Ishibashi et al. (2021)

and Ishibashi and Uehara (2020) were presented at the conferences

(Ishibashi & Uehara, 2017, 2019), primarily focusing on the relationships

between their lexical development and pretending behavior.
5The J-MCDI included 281 items for concrete nouns, 103 items for verbs,

and 63 items for adjectives. The O-CDI included 184 items for concrete

nouns, 70 items for verbs, and 39 items for adjectives.
6We preliminarily confirmed if the peak at which scale errors were most

likely to occur largely varied between Japan and the UK samples as the

total number of items contained in the J-MCDI and O-CDI was different.

As there were no large differences, we merged the two-country data to

maximize the sample size while including the covariate of country, which

could also reflect the different questionnaires.
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