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Abstract 1 
[Background] Health-related patient-reported outcomes (HR-PROs) are crucial for assessing the 2 
quality of life among individuals experiencing low back pain. However, manual data entry from paper 3 
forms, while convenient for patients, imposes a considerable tallying burden on collectors. In this 4 
study, we developed a deep learning (DL) model capable of automatically reading these paper forms. 5 
[Methods] We employed the Japanese Orthopaedic Association Back Pain Evaluation Questionnaire, 6 
a globally recognized assessment tool for low back pain. The questionnaire comprised 25 low back 7 
pain-related multiple-choice questions and three pain-related visual analog scales (VASs). We 8 
collected 1305 forms from an academic medical center as the training set, and 483 forms from a 9 
community medical center as the test set. The performance of our DL model for multiple-choice 10 
questions was evaluated using accuracy as a categorical classification task. The performance for VASs 11 
was evaluated using the correlation coefficient and absolute error as regression tasks. [Result] In 12 
external validation, the mean accuracy of the categorical questions was 0.997. When outputs for 13 
categorical questions with low probability (threshold: 0.9996) were excluded, the accuracy reached 14 
1.000 for the remaining 65 % of questions. Regarding the VASs, the average of the correlation 15 
coefficients was 0.989, with the mean absolute error being 0.25. [Conclusion] Our DL model 16 
demonstrated remarkable accuracy and correlation coefficients when automatic reading paper-based 17 
HR-PROs during external validation. 18 
 19 
Key Words 20 
HR-PRO, back pain, JOABPEQ, deep learning, questionnaire, convolutional neural network, artificial 21 
intelligence 22 
 23 
Introduction 24 

Low back pain is a prevalent musculoskeletal disorder that significantly affects global health. 25 
According to the World Health Organization, around 570 million individuals worldwide suffer from 26 
this condition, accounting for approximately 7.4 % of years lived with disability [1]. 27 

Unlike conditions such as cancer and cardiovascular diseases, which have distinct endpoints related 28 
to mortality or death, low back pain does not directly impact life expectancy. Consequently, the use 29 
of health-related patient-reported outcomes (HR-PROs) becomes crucial for assessing the quality of 30 
life for individuals affected by low back pain. Moreover, the significance of HR-PROs has become 31 
increasingly recognized for evaluating outcomes of new drugs and medical devices seeking approval 32 
[2].  33 

While some HR-PROs are now accessible on electronic devices like tablet terminals, the elderly 34 
population might face challenges with electronic data entry. Consequently, numerous healthcare 35 
facilities continue to rely on paper-based data collection methods. Furthermore, paper-based HR-PROs 36 
offer advantages such as not requiring tablets or Wi-Fi connectivity and are convenient for both 37 
patients and healthcare providers due to their ease of use and handling. 38 
Nevertheless, paper-based HR-PRO can be cumbersome for data collectors. Since HR-PRO data is 39 

gathered both before and after interventions, this often leads to processing a substantial volume of HR-40 
PRO forms, sometimes exceeding 1000 cases per year for data collectors. Hence, there is an urgent 41 
need for a system capable of automating the information collection process from paper-based HR-42 
PRO. 43 

Existing approaches for collecting data from paper forms typically rely on optical character 44 
recognition (OCR) technology. In the healthcare sector, previous studies employing OCR to 45 
automatically retrieve data from paper forms utilized software like Teleform [3]–[5]. Notably, 46 
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Teleform demonstrated high accuracy in collecting data from paper forms originally designed within 1 
its framework (Figure 1A). However, Wahi et al. (2008) highlighted its inefficiency when applied to 2 
other existing forms not designed using the Teleform program [3]–[5] (Figure 1B). This poses a 3 
significant challenge for OCR technology in retrieving data from HR-PRO, which is also an existing 4 
form not designed utilizing the Teleform program.  5 

 6 
Figure 1. Example forms of questions investigated in previous studies related to optical character 7 
recognition (OCR). (A) A form designed using the Teleform designer program, which is a software 8 
that employs OCR. Teleform was able to collect data with high accuracy for paper forms structures 9 
within the Teleform program. (B) An existing form not designed utilizing the Teleform program. 10 
Teleform was not able to collect data from the existing form, which was not designed within the 11 
Teleform program. 12 
 13 

Deep learning (DL) has emerged as a dominant technique in computer vision, notably featuring the 14 
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widespread application of convolutional neural networks (CNNs) across various domains [6]–[12]. 1 
Nevertheless, the extent to which DL models can effectively overcome the difficulties in collecting 2 
data from paper-based HR-PRO while ensuring accuracy and reliability remains relatively unexplored. 3 
Understanding the impact of employing DL-based models to collect HR-PRO data on healthcare 4 
decision-making, patient outcomes, and resource utilization requires rigorous evaluation. By 5 
leveraging CNN, there exists potential to design a system capable of automating data collection from 6 
paper-based HR-PRO. In this study, we aimed to develop a DL model tailored for extracting data from 7 
paper-based HR-PRO. 8 

The remainder of this paper is organized as follows. The Methods section delineates the collected 9 
datasets and offers comprehensive information about our model. In the Results section, we present the 10 
performance metrics of the proposed model and showcase representative cases. Subsequently, the 11 
Discussion section outlines the advantages of our model as compared to humans or previous 12 
technologies.  13 

 14 
Methods 15 
Questionnaire Dataset 16 
This study received approval from the institutional review board of a blinded institution, and consent 17 

requirements were waived due to the retrospective nature of the study. Our study focused on the 18 
Japanese Orthopaedic Association Back Pain Evaluation Questionnaire (JOABPEQ). Widely 19 
recognized as a common HR-PRO for evaluating back pain [13]–[15] (Figure 2), JOABPEQ has been 20 
validated in various languages and is used worldwide [14], [16]–[19]. Notably, versions of JOABPEQ 21 
are available in English (Figure 2), Chinese, Thai, Arabic, and Turkish.  22 
 JOABPEQ comprises three pages, and Figure 2A presents examples of typical Japanese patient 23 
responses. There are 25 categorical questions spread across pages 1 and 2, with three visual analog 24 
scales (VASs) on page 3. Patients are required to select the most appropriate response from a series of 25 
choices provided for the categorical questions. Though the questionnaire does not specify the method 26 
of marking, individuals in Japan and Korea typically use a circled mark to indicate their choice (Figure 27 
2A).  28 
For the VASs, the patients were prompted to rate their pain levels by marking a straight line spanning 29 

from 0 to 10 cm, with 10 cm representing the most intense pain and 0 cm indicating the least pain 30 
(Figure 2A). Subsequently, evaluators determine the patient’s level of pain by measuring the length 31 
of the marked line.  32 
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 1 
Figure 2. Images illustrating the Japanese Orthopaedic Association Back Pain Evaluation 2 
Questionnaire (JOABPEQ) in Japanese and English. The JOABPEQ comprises three pages: (A) 3 
Typical responses to the Japanese version of the JOABPEQ (The form was answered by a patient). 4 
(B) English version of the JOABPEQ. These images aim to facilitate comprehension of JOABPEQ 5 
content for non-Japanese readers.  6 
 7 
Eligible Facilities 8 
We retrospectively reviewed the medical lists of patients who completed the JOABPEQs at both the 9 

Academic Medical Center and Community Medical Center from April 1, 2016, and April 1, 2021. We 10 
recorded 1698 and 537 patients at the academic and community center, respectively. In cases where a 11 
patient filled out multiple JOABPEQ forms, such as preoperatively and postoperatively, we randomly 12 
selected one form to prevent data duplication or leakage in our DL model. The JOABPEQ forms were 13 
scanned and saved in portable document format (PDF) for analysis. 14 
 15 
Ground Truth 16 
Data entry (labeling) was outsourced to a specialized company, involving two professional data-entry 17 

workers working independently on all JOABPEQ forms. For the categorical questions on pages 1 and 18 
2, a correct value was defined when there was agreement between the professional workers on the 19 



6 
 

independently entered answer. In case of a discrepancy, the answer was reviewed by another 1 
supervisor, and a final decision was made by consensus. Regarding the VASs on page 3, two data 2 
entry workers independently measured the line lengths. The correct values were determined by 3 
averaging the measurements of the two evaluators. We excluded cases with missing answers, which 4 
prevented us from determining the final label. In total, we obtained 1305 JOABPEQ forms from the 5 
academic center and 483 from the community center. 6 
Accordingly, a correct label was assigned to each question. Questions Q1-1 to Q2-5, Q3-1 to Q3-3, 7 

Q4-1, and Q5-1 offered two choices, labeled as 1 or 2; Q2-6, Q3-4, and Q3-5 provided three choices, 8 
labeled as 1, 2, or 3. The remaining questions (Q4-2, Q4-3, Q5-2 to Q5-7) offered five choices, with 9 
labels 1, 2, 3, 4, or 5. 10 
 11 
Preprocessing 12 

The PDFs of the JOABPEQ forms were converted into JPEG format for each page. All images were 13 
resized to 640 × 880 pixels (width × height) and normalized, with all pixel values rescaled to a range 14 
of 0–1 per image.  15 
 16 
Model Construction 17 
A fully connected (FC) layer was established for each categorical question and VASs. We began by 18 

extracting a 1000-dimensional feature from each page using a pre-trained CNN with ImageNet 19 
(Figure 3). The extracted feature was then passed through either each FC in the categorical questions 20 
or the FC in the VASs. Each FC associated with the categorical questions generated probabilities for 21 
each choice in every question, with the input dimension matching the extracted feature, and the output 22 
dimension corresponding to the number of choices in each question. However, the FC linked with the 23 
VASs produced prediction values for each VAS question, with the input dimension mirroring the 24 
extracted feature. Furthermore, the output dimension was three, corresponding to the number of VAS 25 
questions. Notably, each case was processed page by page throughout this procedure. 26 

We trained the CNN and FC using five-fold cross-validation on the training set, thereby obtaining 27 
five models (Fold:1–Fold:5). The proposed DL model, which comprised five models, generated 28 
prediction probabilities by averaging the outputs of these five models. 29 

We employed cross-entropy as the loss function for categorical questions and mean squared error for 30 
the numerical values associated with the VASs. Utilizing the Adam optimizer, we set the learning rate 31 
to 3.0 × 10–3 and the maximum number of training epochs to 200. Our DL model was constructed 32 
using the Python programming language (version 3.9.7) and Pytorch (version 1.11.0). For the CNN, 33 
we utilized EfficientNetB0 [20], which was pretrained with ImageNet. Our workstation was equipped 34 
with a Core i7-10710U 1.10-1.61 GHz (Intel) and a GeForce GTX 3090 (NVIDIA). 35 
 36 
 37 
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 1 
Figure 3. The architecture of our deep learning (DL) model. Our model utilizes EfficientnetB0, which 2 
is a convolutional neural network (CNN) pre-trained with ImageNet, to extract features from each 3 
page. The extracted feature is passed to the fully connected layers (FC) for each categorical question 4 
on pages 1 and 2, or to an FC on page 3 to output each visual analog scale (VAS). FCs for categorical 5 
questions output numerical values with the same number of dimensions as the choices for each 6 
question, indicating the predicted probabilities for each choice. The FC for VAS generates three 7 
numerical values corresponding to the number of questions in the VAS. 8 
 9 
Visualization of the Judgement of the DL Model  10 

We employed gradient-weighted class activation mapping (Grad-CAM) [21] to visualize the 11 
decision-making process of the DL models (Figure 4). Grad-CAM visualizes the important pixels by 12 
weighting the gradient against the predicted value. We visualized the decision sites of the five models 13 
(Fold:1–Fold:5) using Grad-CAM, and integrated them by employing the maximum per-pixel values 14 
of the five models.  15 
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 1 
Figure 4. Heatmaps depicting the focus areas of DL models. The images are generated using Grad-2 
CAM based on the trained DL models for one of the test set. Our DL model comprises five models 3 
(Fold:1~Fold:5), with the heatmaps on the left representing the focus areas of these models. The 4 
heatmap on the right is an integration of the five heatmaps on the left, calculated by employing the 5 
maximum per-pixel value of the five heatmaps. Colors signify the degree of activation, ranging from 6 
very high (red) and high (yellow) to low (green) and very low (blue). 7 
 8 
Performance Evaluation 9 
We assessed the performance of our DL model on the test set, which consisted of 483 JOABPEQ 10 

forms collected from a community center, distinct from the academic center where the training set was 11 
gathered. Our proposed DL model generated the prediction probability by averaging the outputs of the 12 
five models derived from the five-fold cross-validation. The prediction label with the maximum 13 
probability was adopted as the final answer to the categorical questions. For example, for Q1-1 in 14 
Figure 2A, our DL model predicted that Label 1 had a probability of 0.002, with 0.998 for Label 2; 15 
consequently, Label 2 was adopted. The performance of our DL model was evaluated based on the 16 
accuracy of the categorical questions. Accuracy was defined as the number of correct predictions 17 
divided by the total number of predictions. Accordingly, we calculated the accuracy for each question, 18 
as well as for all the questions (overall accuracy). 19 
For the VASs, the Pearson correlation coefficient (R-value) was calculated between the correct value 20 

(ground truth) and the predicted value. Additionally, the absolute error was computed by subtracting 21 
the correct value (ground truth) from the predicted value and taking the absolute value. To conduct 22 
this analysis, we utilized Scikit-Learn (version 0.24.2) and Scipy (version 1.10.1). Furthermore, we 23 
measured the processing speed of our model per page. 24 
 25 
Automatic Exclusion System to Increase Accuracy 26 
To improve the accuracy of the categorical questions, we devised an algorithm that automatically 27 

excluded cases containing questions having prediction probabilities below a certain cutoff value 28 
(Figure 5). We examined the relationship between the cut threshold and accuracy.  29 
 30 
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 1 
Figure 5. The algorithm to improve the overall accuracy. We set a cut-off, removing cases where at 2 
least one question’s prediction probability is lower than the cut-off value. The overall accuracy from 3 
Patients A to D is calculated. However, Patients E and F are excluded because they contain questions 4 
with a prediction probability below the cut-off, 0.55. 5 
 6 
Results 7 
Construction of Our Proposed DL model 8 

We established our model with a five-fold cross-validation, indicating that we obtained five models 9 
(Fold:1–Fold:5). In the test dataset, the overall accuracy of the categorical questions was 0.994 for 10 
Fold:1, 0.993 for Fold:2, 0.996 for Fold:3, 0.986 for Fold:4, and 0.992 for Fold:5. By integrating these 11 
models (averaging the five-fold model prediction probabilities), our DL model achieved an impressive 12 
overall accuracy of 0.997 on the test dataset. This equates to three incorrect predictions out of 1000 13 
questions. 14 
 15 
Visualization of the Judgement of the DL Model  16 
The Grad-CAM displayed the heatmaps of these five-fold models and our DL model (integrated) for 17 

the JOABPEQ form of a patient in the test set (Figure 4). These images illustrate that our proposed 18 
model made decisions based on the marks made by the patient on the choices.  19 
 20 
Accuracy for Each type of Categorical Questions (Page 1 and 2 on the JOABPEQ form) 21 

The overall accuracy of our DL model for all the categorical questions was 0.997. In contrast, the 22 
accuracy of the model for each type of categorical question ranged from 0.981 to 1.000 (Table 1). 23 
Specifically, questions featuring two choices exhibited a high accuracy of 0.999 (Table 2). However, 24 
questions offering five choices had a lower accuracy rate (0.992) than those with two choices.  25 
 26 

Table 1. Accuracy of our proposed model for each categorical question 
(pages 1 and 2) 

Question item number Number of choices Accuracy 

Q 1-1 2 1.00 

Q 1-2 2 1.00 

Q 1-3 2 0.998 

Q 1-4 2 0.998 

Q 2-1 2 1.00 



10 
 

Q 2-2 2 1.00 

Q 2-3 2 1.00 

Q 2-4 2 0.998 

Q 2-5 2 1.00 

Q 2-6 3 0.994 

Q 3-1 2 1.00 

Q 3-2 2 1.00 

Q 3-3 2 0.998 

Q 3-4 3 1.00 

Q 3-5 3 0.996 

Q 4-1 2 1.00 

Q 4-2 5 0.994 

Q 4-3 5 0.981 

Q 5-1 2 0.998 

Q 5-2 5 0.990 

Q 5-3 5 0.994 

Q 5-4 5 0.994 

Q 5-5 5 0.992 

Q 5-6 5 0.994 

Q 5-7 5 0.996 

Overall (pages 1 and 2) - 0.997 
 1 
 2 

Table 2. Accuracy of our proposed model for each number of 
choices. 

Number of choices Accuracy 

2 0.999 

3 0.997 

5 0.992 

Overall (2, 3, and 5) 0.997 
 3 
 4 
Automatic Exclusion System to Increase Accuracy 5 

When the probability threshold was set to 0.695, 1 % of the JOABPEQ form was excluded, and the 6 
overall accuracy reached 0.9995 (Figure 6). In other words, the model got five out of 10,000 questions 7 
incorrectly. Additionally, when the probability threshold was set to 0.9996, 35 % of the JOABPEQ 8 
forms were excluded, and the overall accuracy was 1.000. 9 
 10 
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 1 
Figure 6. Relationship between the percentage of excluded questions and overall accuracy when the 2 
cut-off values of the prediction probability are changed. Increasing the value improves the accuracy, 3 
resulting in a higher the number of excluded questions.  4 
 5 
VAS (Page 3 on the JOABPEQ form) 6 
The Pearson correlation coefficients between the ground truth (corrected VAS) and DL prediction 7 

(Predicted VAS) for the three VASs were 0.985 (VAS_1), 0.991 (VAS_2), and 0.991 (VAS_3) 8 
(Figure 7A). The average of the three correlation coefficients was 0.989. The absolute errors for the 9 
VASs were 0.34, 0.25, 4.18, and 0 for the mean, median, maximum, and minimum values, respectively 10 
(Figure 7B). 11 
 12 
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 1 
Figure 7. Predictive performance of our DL model in the VASs. The model predictions (Predicted 2 
VAS) were compared with the ground truth (Correct VAS). (A) Pearson correlation coefficient 3 
measured for VAS questions (Page 3-1, 3-2, and 3-3). (B) Histogram showing the overall count per 4 
error value including VAS_1, VAS_2, and VAS_3 count. The red zone represents a 95 % confidence 5 
interval, which ranged from – 0.76 to 1.06. 6 
 7 
Processing Speed 8 
The processing time for our DL model to handle 483 JOABPEQ forms was 787 s. In terms of time 9 

per page, the processing time was 0.88 s to read page 1, 0.69 s for page 2, and 0.06 s for page 3. 10 
 11 
Case Presentation 12 

Some patients marked their answers in unconventional ways. This posed challenges for our DL model, 13 
which struggled with these varying responses. Specifically, instances where a patient marked two 14 
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choices (Figure 8A), marked multiple choices (Figure 8B), or used check marks (Figure 8C) 1 
presented difficulties for the model. Although the prediction probabilities of the model for these 2 
challenging responses were relatively low, it was able to output correct predictions even for certain 3 
challenging responses. Additionally, we improved the accuracy by setting a threshold (Figure 6). 4 
For the VASs, our model was able to predict with an absolute error of less than 1, even if the style of 5 

marking was not according to the instructions, such as using a circle (Figure 8D) or a cross (Figure 6 
8E). In contrast, the prediction of the model deviated from the correct VAS by an absolute error of 7 
two or more in cases where a patient used a number (Figure 8F) or made multiple marks (Figure 8G). 8 

 9 
Figure 8. Illustration of challenging responses to the categorical questions and the VASs. Our DL 10 
model struggled with responses where a patient marked with (A) two choices, (B) a circle overlapping 11 
on two choices, and (C) check marks, in the categorical questions. Some of the model’s predictions 12 
were correct, while others were incorrect. The model also struggled with responses in VASs marked 13 
with (D) circles, (E) crosses, (F) numbers, and (G) multiple marks. Notably, some of these responses 14 
were difficult to answer even for humans. 15 
 16 
Discussion  17 

This study aimed to develop a DL model for extracting data from paper-based HR-PRO forms. To 18 
the best of our knowledge, this is the first study to employ DL for automated data collection using an 19 
HR-PRO. Notably, our model achieved impressive results, with a high accuracy rate of 0.997 for the 20 
categorical questions. Moreover, a strong Pearson correlation coefficient of 0.989 was observed for 21 
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the VASs. The performance of the model was evaluated through external validation, demonstrating its 1 
suitability for real-world clinical practice.  2 

We manually collected data from the paper-based HR-PRO; however, this work was labor-intensive. 3 
The OCR is one traditional method for automatically retrieving data from paper-based HR-PRO. 4 
Teleform, a software that leverages OCR technology, has been widely used to collect data from paper 5 
forms in the healthcare sector [3]–[5]. It has demonstrated remarkable accuracy, ranging from 99.9 – 6 
100 % when detecting circle marks in paper forms originally designed employing the Teleform 7 
designer program [3], [4]. However, when Teleform collects data from existing paper forms not 8 
generated by the Teleform program, the accuracy is low, ranging from 46.1 to 84.5 % [5]. For OCR 9 
to collect data from a form, it is necessary to recognize the positions of the responses. However, for 10 
forms not created by the Teleform program, the OCR struggles in identifying the positions. This leads 11 
to reduced accuracy, where the software often misinterprets populated fields as blank and incorrectly 12 
reads values from the forms [5]. In our study, we encountered difficulties with forms featuring multiple 13 
circle checks (Figure 8A) or circle checks spanning across several choices (Figure 8B). These 14 
complexities within the JOABPEQ forms, designed without specific considerations for OCR 15 
recognition, made it difficult for OCR to accurately identify response locations. In contrast, our model 16 
recognized not only a variety of marks but also the location of responses, which improved its accuracy. 17 
Initially, we attempted to establish an object detection model, such as YOLO [22], capable of detecting 18 
the responses to each question. However, this procedure requires an additional dataset to train the 19 
detection model, which is labor intensive. As a result, we developed an alternate strategy where the 20 
model reads an entire page, rather than focusing on each question, and extracts a feature from the page. 21 
By leveraging CNN to extract features from entire pages, we enabled the FC corresponding to each 22 
question to output a prediction probability (Figure 3), allowing the model to process an entire page in 23 
one step. Furthermore, it is difficult for OCR to accurately read the VAS, which is widely used to 24 
measure patient pain [23]. Multiple patients indicated their pain levels by drawing vertical lines on the 25 
form (Figure 2A, Page 3), and a rater measured the length of the line using the VAS. While the OCR 26 
could detect the lines, it could not measure the length accurately, a task that our DL model could 27 
effectively process. Thus, our model is superior to OCR in that it can accommodate atypical markings 28 
and distance measurements. Although not attempted in this study, the OCR output from an entire page 29 
could potentially be processed by a language model, such as bidirectional encoder representations 30 
from transformers [24], which is a topic for future work. 31 

Our model demonstrates an impressive accuracy of 0.997 for overall categorical questions, 32 
surpassing the reported accuracies of previous studies involving manual data collection from paper 33 
forms, which ranged from 0.990 to 0.972 [25]–[27]. Instances where our model’s prediction was 34 
wrong mostly corresponded to atypical responses, characterized by lower prediction probabilities 35 
compared to typical responses. This suggests that the model was unsure about its decision (Figure 8). 36 
These atypical cases can be difficult to identify even for humans. In such cases, a human can withhold 37 
input and check it directly with colleagues, supervisors, or patients. In contrast, our model cannot 38 
withhold the output, so it outputs a prediction regardless of its confidence level. To address this, it is 39 
necessary for the model to minimize wrong predictions stemming from low confidence levels as much 40 
as possible. In this study, we propose a method to prevent such unfounded confidence in the model by 41 
setting a threshold for the prediction probability (Figure 5). By adopting only outputs with a high 42 
prediction probability, it was possible to exclude incorrect predictions when the model was not 43 
confident, resulting in 100 % accuracy (Figure 6). For responses with a low prediction probability, 44 
human intervention is necessary to make the final decision. 45 

Notably, while humans excelled in their ability to handle atypical cases, our model outperformed in 46 
terms of processing speed and reproducibility. The human processing speed averaged approximately 47 
10 s per page for pages 1 and 2, and approximately 3 s per page for page 3. In contrast, our model 48 
processed pages 1 and 2 within 1 s each, and page 3 within 0.1 s. In addition, the model is superior in 49 
terms of reproducibility since it does not fatigue like humans. 50 

We have published the program on GitHub (https://github.com/kosukekita/JOABPEQ-AI/tree/main) 51 
so that it can be widely used.   52 
  53 

https://github/
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Limitation 1 
This study had some limitations. First, the JOABPEQ forms used in this study were written in 2 

Japanese. Although an English version of the JOABPEQ is available online, our model was evaluated 3 
using only Japanese data. However, it is possible to create a model that can handle the English version 4 
by fine-tuning the model if an English dataset is available. Second, when our model made errors, the 5 
exact reasons for them were not always clear, which is a common challenge in DL approaches. 6 
However, we managed to visualize the basis for our model’s decision using GradCAM (Figure 4). 7 

 8 
Conclusion  9 

We developed the DL model as a potential alternative to conventional OCR. The DL model 10 
demonstrated the capability to retrieve data from HR-PRO without a fixed answer field position, as 11 
seen in the JOABPEQ. The DL model is particularly effective for VAS. This system holds promise 12 
for future clinical studies. 13 

 14 
 15 
 16 
 17 
 18 
 19 
 20 
 21 
 22 
 23 
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