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Abstract 

Metal-free carbon nitride materials (CNx) have exhibited impressive catalytic activity for 

various energy conversion reactions, such as carbon dioxide reduction reaction (CO2RR), 

nitrogen reaction reaction/nitrogen fixation (N2RR), and oxygen reduction reaction (ORR). 

Their unique surface chemistry and abundant functional groups facilitate the interaction with 

reactants, leading to improved reaction kinetics and selectivity. In this thesis, to investigate the 

specific active site in CNx for different catalytic reactions (CO2RR, N2RR, and ORR), I used 

density functional theory (DFT) to calculate the catalytic mechanism and activity of CO2RR, 

N2RR, and ORR on C3N5, B-doped g-C9N10 and N-doped graphdiyne (NGDY), respectively. 

Firstly, N=N linkage has Lewis base sites, which can be hybridized with Lewis acid 

molecule CO2, and may improve CO2RR activity. To prove this, a new-type nitrogen-rich 

carbon nitride material, C3N5 with azo (–N=N–) linkage, was investigated as a photocatalyst 

for CO2 reduction. The DFT results showed the C3N5 has a longer visible-light region in the 

absorption spectrum with 2.0 eV of band gap. Compared with g-C3N4, which has a band gap 

of 2.7 eV, the C3N5 has much higher photocatalytic efficiency than g-C3N4. The Gibbs free 

energies for possible CO2 reaction paths on C3N5 showed that CO2 can be efficiently reduced 

to CH4 and CH3CH2OH.  

Secondly, the B atom is an electron-deficient atom with Lewis acid characteristics that 

can drive the “s donation-p backdonation” with Lewis base N2. To prove this, I systemically 

investigated the mechanism of N2 adsorption and fixation on B-doped g-C9N10, a new carbon 

nitride material, with three different doping configurations, namely substitutions of B at C (BC1), 

N (BN1) sites, and B anchored g-C9N10 (BA). I found that N2RR can only proceed on BN1 and 

BA due to N2 chemisorption ability. BN1 has a good N2RR catalytic activity and selectivity 

while doping BA is blocked by H poisoning due to stronger binging with H.  
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Finally, unlike graphene, GDY has a large pore with high mass transfer efficiency and is 

composed of sp- and sp2-hybridized carbon atoms with a nonuniform electronic distribution. 

N-doping was found to favor sp-hybridized carbon atoms as the most preferable sites, and these 

sp-N were identified as highly attractive centers for capturing O2 molecules. To prove this, I 

systematically studied the ORR mechanism on sp-N1GDY and pyridinic (Pyri)-NGDY support 

by graphene (G) with solvation effect. I found that the dissociative mechanism is preferred on 

sp-N1GDY/G and the surface is easily terminated by the OH* intermediate, while the OH* 

pre-adsorbed surface (sp-N1GDY(OH)/G) prefers the associative mechanism. Pyri-NGDY/G 

also prefers the associative mechanism without any termination. Then, the solvation effect 

stabilizes all ORR intermediates in both cases. From the calculated free energy diagram, a 

model with water solvent gives a more appropriate estimation of the overpotential than the one 

without water solvent, and sp-N1GDY/G with OH* pre-adsorbed has a lower overpotential 

(0.46 V) which is close to the experiment value (0.36 V), compared with Pyri-NGDY/G (0.75 

V). 

From my works, I would like to emphasize that depending on target reactions, it is possible 

to introduce specific active sites to design new catalysts based on theoretical simulations. 
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Chapter 1  

General Introduction 

The growing global population and the rapid increase in reliance on advanced electronic 

devices have resulted in a significant rise in global energy consumption. The development of 

clean and sustainable energy conversion systems has become of paramount importance. These 

energy conversions rely on several important reactions including oxygen reduction reaction 

(ORR), oxygen evolution reaction (OER), hydrogen evolution reaction (HER), carbon dioxide 

reduction reaction (CO2RR), and nitrogen reduction reaction (N2RR). All of these reactions 

require photocatalysts or electrocatalysts, making it a good strategy to address environmental 

problems [1-3]. Currently, metal-based catalysts are widely employed but suffer from several 

inherent disadvantages, including low selectivity, poor durability, and negative environmental 

impacts [4]. Therefore, there is a pressing need to develop alternative catalysts that are readily 

available, cost-effective, and exhibit comparable or even superior catalytic performance to 

metal-based catalysts. 

In 2009, Dai et al. reported that nitrogen‐doped carbon nanotubes (N‐CNTs) were 

discovered as the first metal-free carbon-based electrocatalysts for the oxygen reduction 

reaction [5]. This finding triggers the interesting field of carbon-based metal-free catalysts, 

especially carbon nitride materials (CNx), for growing exponentially to include ORR, OER, 

HER, NRR, CO2RR, and many other reactions. CNx can be divided into nitrogen-poor (CNx, x 

< 1) nitrogen-doped (N-doped) carbon materials, and nitrogen-rich carbon nitride materials 

(CNx, x > 1) [6]. Figure 1.1 shows the typically metal-free CNx-based materials as catalysts for 

energy applications in the last ten years [7-13]. Chen et al. reported that N-doped holey 

graphene sheets show remarkable electrocatalytic activity for both hydrazine oxidation and 

oxygen reduction [8]. Zhao et al. reported that carbon nitride (g-C3N4) based multi-functional 
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nanocomposite (PCCN) for light-driven water splitting, exhibited great activity [10]. Dai group 

synthesized the silicon (Si) and nitrogen (N) co-doped porous carbon, which increased CO2 

reduction and O2 evolution activity, as a result, they achieved photovoltaic-driven neutral CO2 

overall splitting using a metal-free bifunctional electrocatalyst [11]. Liu et al. reported that 

defective carbon-doped boron nitride nanosheets (C-BN) exhibit exceptional electrocatalytic 

activity and long-term durability [12]. While Figure 1.1 may not capture every detail, it serves 

as a valuable framework and overview for examining the progress in the development of 

multifunctional carbon-based metal-free catalysts. This includes aspects such as structure 

design, synthesis methods, the mechanism of multifunctional electrocatalysis, and potential 

applications, as well as the existing challenges and prospects in this dynamic field. 
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Figure 1.1: Important developments in multifunctional metal-free CNx-based materials 

catalysts: a timeline. (a) Reprinted with permission from [7]. Copyright 2011 American 

Chemical Society, (b) Reprinted with permission from [8]. Copyright 2013 Royal Society of 

Chemistry. (c) Reprinted with permission from [9]. Copyright 2014 Wiley-VCH. (d) Reprinted 

with permission from [10]. Copyright 2016 American Chemistry Society. (e) Reprinted with 

permission from [11]. Copyright 2018 Wiley-VCH. (f) Reprinted with permission from [12]. 

Copyright 2020 American Chemical Society. (g) Reprinted with permission from [13]. 

Copyright 2022 Wiley-VCH. 

1.1 CO2 Reduction Reaction (CO2RR) 

1.1.1 Fundamentals of CO2RR 

The continuous increase in CO2 concentration in the atmosphere has resulted in global 

warming and various experimental challenges. Effectively reducing CO2 concentration in the 

air has become a crucial worldwide research topic. Carbon capture and storage (CCS) [14], 

which involves storing atmospheric CO2 underground in a supercritical state, was once 

considered one of the most feasible methods for reducing airborne CO2 concentration. However, 

this technology is inherently energy-intensive, prone to leaks, and non-renewable. In contrast 

to carbon capture and storage, CO2 conversion strategies offer a more direct approach to 

reducing CO2 levels by transforming them into high-value-added chemicals or fuels, thus 

achieving carbon recycling. CO2 conversion strategies primarily encompass photocatalytic and 

electrocatalytic methods [15-17]. 

Motivated by the process of photosynthesis in plants, the photocatalytic reduction of CO2 

has gained growing interest and is recognized as one of the most promising approaches for 

generating renewable fuels through photoexcitation [18-23]. In 1979, the Honda research group 
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first used semiconductors (TiO2) for photocatalytic reduction of CO2 to organic compounds 

such as HCOOH, HCHO, CH3OH, and CH4 [24]. Based on this finding, more and more 

semiconductor materials are being applied to the photocatalytic conversion of CO2. 

Conceptually, photocatalysis involves three steps [25-26], as illustrated in Figure 1.2. In 

the first step, under light illumination of nanoparticles of semiconductors, electrons are excited 

to generate in the conduction band (CB), and holes are generated in the valence band (VB). 

These electron-hole pairs can either recombine within the bulk or diffuse toward the surface, 

leading to the second step, which entails charge separation and surface diffusion. Due to the 

presence of numerous defects and dangling bonds in nanoparticles, these imperfections can 

capture electrons and holes, preventing their recombination [25]. In the third step, the 

photogenerated electrons and holes respectively participate in reducing CO2 and oxidizing H2O.  

Electrocatalytic CO2RR involves using catalysts to facilitate the conversion of CO2 at the 

cathode of an electrochemical cell. The catalyst promotes the reduction of CO2 molecules, 

enabling the formation of fuels like carbon monoxide (CO), methane (CH4), and ethylene 

(C2H4). The applied potential provides the necessary energy to drive the reaction, and the 

choice of catalyst material and structure significantly influences the reaction selectivity and 

efficiency [16, 27-28].  
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Figure 1.2: The three-step process of photocatalysis: (1) photoexcitation, (2) charge separation 

or recombination, and (3) charge transfer along with the corresponding oxidation and reduction 

reactions. 

1.1.2 CO2RR Mechanism 

Investigating the reaction mechanism provides a deeper understanding of the CO2RR, 

offering theoretical insights and guidance for designing novel and efficient CO2RR catalysts. 

Experimentally, detecting intermediates involved in CO2RR in aqueous electrochemical 

environments or photochemical environments poses significant challenges. The abundance of 

intermediates and the complexity of reaction pathways make it difficult to determine the 

effectiveness of a specific pathway. By employing DFT calculations, researchers can explore 

various reaction pathways, identify intermediate species, and determine the transition states 

and reaction barriers. This comprehensive analysis provides valuable insights into the intricate 

steps and mechanisms governing the catalytic reaction. The computational hydrogen electrode 

(CHE) model, as proposed by the Nørskov group [29], is one of the most used methods for 
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thermodynamically analyzing catalytic reactions (such as CO2 reduction, N2RR, and ORR) 

among the numerous existing calculation models [30-32]. CO2RR is a multi-electron transfer 

mechanism that leads to a complex reaction pathway. Common CO2RR reduction single-

carbon (C1) products include carbon monoxide (CO, 2-electron transfer), formic acid/formate 

(HCOOH/HCOO, 2-electron transfer), formaldehyde (HCHO, 4-electron transfer), methanol 

(CH3OH, 6-electron transfer), and methane (CH4, 8-electron transfer) as shown in Figure 1.3. 

Multi-carbon compounds such as C2 and C3 can also be created by the C-C coupling process. 

Ethylene (C2H4), ethane (C2H6), and ethanol (C2H5OH) are the most common C2 and C3 

products, respectively. In most multi-carbon compounds, the creation of the C–C bond is the 

most important step. The two chemical routes for C–C bond formation, according to earlier 

theoretical study, are (1) dimerization of two CO molecules; and (2) CO attaches to unsaturated 

coordination intermediates (e.g., CHO*, CH*, and CH2*). The chemical process to produce the 

C2 product is depicted in Figure 1.4.  

 

Figure 1.3: The mechanism pathways for CO2RR producing C1 products. 
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Figure 1.4: The mechanism pathways for CO2RR producing C2 products. 

1.1.3 CNx Catalysts for CO2RR  

In recent years, CNx materials have attracted attention as a catalyst for CO2RR. 

Specifically, nitrogen-rich carbon nitrides with –NH and –NH2 groups have Lewis-base sites, 

which enhance CO2 adsorption capacity [6, 33]. Zhang et al. [34] applied porous structured g-

C3N4 in CO2 photocatalytic reduction to CO, and the introduction of porosity enhanced the 

photooxidation capability of graphitic carbon nitride by providing more photogenerated holes 

and active sites compared to bulk structures [34]. Peng and the co-author reported the direct 

heating of urea or melamine to produce two types of g-C3N4 photocatalysts capable of reducing 

CO2 to organic fuels under visible light. These photocatalysts exhibited varying photoactivity 

and selectivity in the formation of CH3OH and C2H5OH [35]. Enriched C vacancies in graphitic 

carbon nitride increased CO2 to CO conversion rates by more than twofold, thanks to enhanced 

CO2 adsorption/activation, an elevated conduction band, and improved charge carrier 

concentration and lifetime [36]. Vinu and colleagues documented that mesoporous carbon 

nitrides possessing a well-organized 3D structure and a substantial nitrogen content exhibit a 

distinctive CN framework characterized by a C and N stoichiometry of C3N5. These materials 

displayed an impressive CO2 capture capacity of up to 5.63 mmol g−1 at 273 K and 30 bar [33]. 
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1.2 N2 Reduction Reaction/N2 Fixation (N2RR) 

1.2.1 Fundamentals of N2RR 

In industrial processes, ammonia (NH3) plays a vital role as both an essential agricultural 

fertilizer and a key industrial chemical. Traditionally, its synthesis occurs at elevated 

temperatures (350-550 °C) and high pressures (150-350 atm) through the energy- and capital-

intensive Haber-Bosch process. This process, however, not only consumes a lot of energy but 

also produces a lot of greenhouse gases. Researchers discovered that photocatalytic or 

electrocatalytic N2 reduction is an efficient way to achieve long-term NH3 production [37-41]. 

Similar to photocatalytic and electrocatalytic processes on CO2RR, the photocatalytic N2RR 

process also can be separated into three stages. The photoelectrons are excited to jump from 

VB to CB of photocatalysts while holes are generated in the VB of photocatalysts. Then, charge 

separation and diffusion to the photocatalysts surface, occurs when these electron-hole pairs 

either recombine or diffuse toward the photocatalysts surface. Finally, the photogenerated 

electrons and holes can reduce N2 and oxidized H2O on photocatalyst surfaces, respectively 

[42]. In electrocatalytic N2RR, a cathode is employed within an electrochemical cell, and a 

catalyst is applied to facilitate the N2 to NH3 conversion. The reaction involves the reduction 

of N2 molecules through the addition of protons (H+) and electrons (e-), leading to the 

formation of ammonia [42]. Efficient catalysts play a pivotal role in enabling this process by 

lowering the activation energy required for the reaction and enhancing its overall efficiency. 

1.2.2 N2RR Mechanism 

The N2 molecule is made up of two N atoms that have been linearly combined (Figure 1.5 

(a)). Each N atom contains two electrons in the 2s orbital, with opposite spin directions, and 

three lone-pair electrons in the 2p orbital, all sharing the same spin direction. (Figure 1.5 (a)). 
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Following atomic orbital hybridization, new bonding orbitals (s and p orbitals) and 

antibonding orbitals (s* and p* orbitals) emerge. The shared electrons in these orbitals 

contribute to the formation of a highly intense triple bond (N≡N). The single electron transfer 

reaction is significantly complicated due to a substantial gap of 10.82 eV between the highest 

occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), 

coupled with a high ionization energy of 15.58 eV. These factors indeed hinder the electron 

transfer [43-44]. One effective approach for weakening the N≡N triple bond involves the 

utilization of active centers. The processes involved in N2RR encompass N2 adsorption, 

activation, cleavage of the N≡N bond, hydrogenation of adsorbed N2 molecules or N atoms, 

and NH3 desorption. Various mechanisms have been proposed for the conversion of N2 into 

NH3, with the most prevalent ones being the dissociative and associative pathways. The 

associative pathways can be further categorized into alternating, distal, and enzymatic 

pathways (Figure 1.5 (b)) [45-48]. 
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Figure 1.5: (a) Orbitals of N atoms and their linear combination to create N2 molecular orbitals. 

(b) Illustration of reaction pathways involved in the conversion of N2 to NH3, encompassing 

both dissociative and associative pathways (distal, alternating, and enzymatic pathways). 

1.2.3 CNx Catalysts for N2RR 

Photocatalytic and electrocatalytic N2 fixation are captivating and demanding approaches 

for achieving artificial nitrogen fixation under mild conditions. These approaches leverage 
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abundant and renewable solar energy as the driving force, and the electricity needed for N2RR 

can be generated from sustainable sources such as solar and wind energy [49-50]. The 

pioneering investigation into photocatalytic N2 fixation can be attributed to Schrauzer and 

Guth, who reported their findings in 1977, their study demonstrated that iron-doped TiO2 

exhibited photocatalytic activity in reducing molecular nitrogen (N2) to ammonia under UV 

light irradiation [51]. During the last 5-6 years, CNx materials have also been studied as 

catalysts for N2RR/N2 fixation [50-56]. Dong et al. discovered that nitrogen vacancies (NVs) 

can endow g-C3N4 with photocatalytic N2 fixation capability [50]. Zhao et al. reported that N-

doped porous carbon (NPC) was effective for fixating N2 to ammonia and produced a high rate 

of ammonia [52]. Aside from N doping, due to its lower electronegativity and positive charge 

upon incorporation in the CNx, boron (B) serves as an ideal Lewis acid site for binding N2, 

which is a weak Lewis base. This interaction provides opportunities for N2 activation and 

catalytic transformations, offering potential advancements in the field of nitrogen fixation [53-

55]. Recently, Wang et al. simulated N2RR on B-doped g-C3N4 photocatalyst by DFT. The 

findings show that B-doped g-C3N4 can effectively reduce N2 to NH3 and effectively expand 

the visible light absorption range, making it an ideal material for photocatalytic N2 reduction 

[56]. Hao et al. reported that boron-enriched carbonitride (BCN) materials exhibited 

outstanding NRR performance, together with excellent stability [57]. The DFT results indicate 

that the boron sites within BCN facilitate low-energy barriers for the rate-determining steps of 

N2RR and promote the spontaneous adsorption of nitrogen. 
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1.3 Oxygen Reduction Reaction (ORR) 

1.3.1 Fundamentals of ORR 

The identification and adoption of a sustainable energy resource to replace fossil fuels is 

a critical and pressing task for addressing global environmental concerns. Fossil fuels, which 

are finite and non-renewable, release significant amounts of greenhouse gases when burned, 

leading to the acceleration of climate change and other environmental problems. In recent years, 

fuel cell (FC) technology has emerged as a promising alternative to traditional combustion-

based energy sources [58-59]. FC generates electricity from clean and renewable fuels, such as 

hydrogen or methanol, without the release of harmful pollutants or greenhouse gases, except 

for water vapor. As a result, FC technology has gained significant attention from policymakers, 

industry leaders, and scientists as a potential solution to meet the world's growing energy 

demand while mitigating the adverse effects of greenhouse gas emissions on the environment 

[60-65]. FC is an electrochemical cell that employs a set of redox processes to convert the 

chemical energy of a fuel, typically hydrogen, and an oxidizing agent, commonly oxygen, into 

electricity. (Figure 1.6). ORR is a crucial reaction in the cathode [66, 67]. The dynamic process 

of ORR is slow due to the multi-step electron transfer process, which has a significant impact 

on the energy conversion efficiency of fuel cells and limits their use on a broad scale [68-70]. 

As a result, much effort is put into developing ORR electrocatalysts with high efficiency, cheap 

cost, and long durability. 
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Figure 1.6: Schematic diagram of the fuel cells.  

1.3.2 ORR Mechanism 

The kinetics of the ORR is a complex process involving multiple steps of electron transfer, 

specifically the transfer of four electrons. However, the complexity of ORR kinetics extends 

beyond electron transfer and encompasses significant influences from factors such as the pH 

value, solvation effects, and polarity of water. Extensive literature confirms that metal-free 

carbon electrocatalysts exhibit remarkable activity for ORR in alkaline solutions. However, in 

acidic electrolytes, the catalytic performance of these carbon-based catalysts is significantly 

inferior to that of metal-based catalysts (especially Pt) [71-73]. In electrocatalytic reactions 

following the inner-sphere Helmholtz plane electron transfer (ET-IHP) mechanism, it is 

commonly postulated that the initial step involves either the adsorption of reactant species 

(either through dissociative or non-dissociative pathways) or an electron transfer process [74]. 

However, within the numerous elementary reaction steps involved in the oxygen reduction 

reaction (ORR), there may exist a surface-independent outer-sphere Helmholtz plane electron 

transfer (ET-OHP) [75, 76] component that contributes to the overall electrocatalytic process 

of the four-electron ET-IHP. As shown in Figure 1.7, utilizing the pH-relevant RHE as the 
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reference electrodes, Ramaswamy and Mukerjee demonstrated that the overpotential for the 

initial electron-transfer step (O2/O2•−) decrease from 1.53 V (vs. SHE) at pH = 0 to 0.7 V (vs. 

SHE) at pH = 14 [77]. Because of the substantial overpotential needed for the O2/O2•− redox 

reaction in acidic environments, only particular catalyst surfaces, like platinum, which possess 

significant adsorption energy for O2, can facilitate the ORR process in acidic conditions [77]. 

Nonetheless, within alkaline solutions, the reduction in overpotential for O2/O2•− allows almost 

all electronically conducting electrode materials to demonstrate ORR activity in alkaline pH 

environments, indicating ORR will be following the ET-OHP mechanism. Due to the lack of 

reactivity in O2 chemisorption, achieving high ORR activity at low pH is challenging for carbon 

materials [78]. Choi et al. [79] reported that in N-doped graphene, the ET-OHP mechanism 

still can react in acidic conditions, due to DFT results, it has been observed that there are 

scarcely any thermodynamically favorable sites for O2 binding in proximity to the N-doped 

graphene sites, except the graphitic-N sites, while in the experiment the ORR activity on N-

doped graphene is very good in acidic condition. Therefore, the ET-OHP mechanism offers a 

potential solution to the challenge of identifying thermodynamically unstable O2 binding sites 

in carbon materials. 

The overall reaction equation of ORR in fuel cells in acidic is as shown in the following: 

O2 + 4e- + 4H+ → 2H2O (1-1) 

The ET-IHP mechanism also can be divided into dissociative pathway and associative 

mechanism, dissociative pathway is generally considered to go through the following steps: 

O2 + * → O2*→ 2O* (1-2) 

2O* + H+ + e- → O*+OH* (1-3) 

O* + OH* + H++ e- → O* + H2O (1-4)  

O* + H+ + e- → OH* (1-5) 
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OH* + H+ + e-→ H2O (1-6) 

The associative mechanism goes through the following elementary steps: 

O2 + * → O2* (1-7) 

O2* + H+ + e- → OOH* (1-8) 

OOH*+ H+ + e- → O*+H2O (1-9)  

O* + H+ + e- → OH* (1-5) 

OH* + H+ + e-→ H2O (1-6) 

For alkaline conditions, the proton donor will be H2O rather than H3O+, so the overall reaction 

equation will change to: 

O2 + 4e- + 2H2O → 4OH- (1-10) 

For the dissociative pathway, it will be the following steps:  

O2 + * → O2*→ 2O* (1-2) 

2O* + H2O + e- → O* + OH* + OH- (1-11) 

O* + OH* + e- → O* +OH- (1-12)  

O*+ H2O + e- → OH* + OH- (1-13) 

OH* + e- → OH- + * (1-14) 

and associative mechanism proceeds as follows: 

O2 + * → O2* (1-7) 

O2* + H2O + e- → OOH*+OH- (1-15) 

OOH* + e- → O* + OH- (1-16)  

O*+ H2O + e- → OH* + OH- (1-13) 

OH* + e- → OH- + * (1-14) 

ET-OHP mechanism refers to the process of long-range electron transfer to non-adsorbed O2 

occurring on the outer Helmholtz plane. In acidic conditions, the mechanism will be as follows: 
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O2 + H+ + e- + *→ •OOH (aq) → OOH* (1-17) 

OOH*+ H+ + e- → O*+H2O (1-9)  

O* + H+ + e- → OH* (1-5) 

OH* + H+ + e-→ H2O (1-6) 

In alkaline conditions, the mechanism will be as follows: 

O2 + H2O + e- + *→ •OOH (aq) → OOH* + OH- (1-18) 

OOH* + e- → O* + OH- (1-16)  

O*+ H2O + e- → OH* + OH- (1-13) 

OH* + e- → OH- + * (1-14) 

 

Figure 1.7: Diagram depicting the double-layer structure during ORR in acidic (left) and 

alkaline (right) conditions. Insets (a) and (b) demonstrate the processes of inner- and outer-

sphere electron transfer. Reprinted with permission [77]. Copyright 2011 American Chemical 

Society. 
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1.3.3 CNx Catalysts for ORR 

Carbon materials, in their pristine form, are generally inert towards the adsorption and 

activation of O2 and its intermediates in the ORR. However, several strategies have been 

proposed to transform carbon into active electrocatalysts for ORR. These strategies include 

chemical doping, physical intermolecular charge transfer, and the introduction of structural 

defects. N-doping is a particularly advantageous method for modifying carbon materials for 

the ORR. N possesses one additional electron compared to C, making it favorable for electron-

transfer reactions like the ORR [80]. N-doped carbon nanotubes (CNTs) with a core of pristine 

CNTs and N-doped carbon layers as the shell have been successfully synthesized. These N-

doped CNTs exhibit a high electrical conductivity of 3.3 S∙cm−1 in alkaline conditions [81]. 

The surface's nitrogen atom enrichment, in conjunction with the presence of undamaged inner 

carbon walls, contributes to significantly enhanced oxygen reduction reaction (ORR) activity 

compared to regular N-doped CNTs [82-84]. Rao and Ishikawa conducted a study where they 

prepared metal-free nitrogen-doped carbon nanotubes (N-CNTs) with a nitrogen content of 8 % 

using a template-assisted pyrolysis method. The synthesized N-CNTs demonstrated 

comparable ORR activity to Pt/C catalysts, following a 4-electron pathway, and exhibited 

higher tolerance towards ethanol in alkaline solutions [85]. Lately, a freshly prepared N-doped 

graphdiyne (GDY) catalyst has demonstrated commendable ORR performance, encompassing 

favorable peak potential, half-wave potential, and current density. In alkaline conditions, it 

exhibited performance on par with commercial Pt/C, showcasing accelerated kinetics [86]. 

While its performance in acidic conditions falls slightly short of Pt/C, it outperforms other 

metal-free materials. Consequently, the pursuit of efficient metal-free carbon-based catalysts 

for acidic electrolytes remains crucial, albeit a challenging endeavor. [87-94]. 
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1.4 Outline of Dissertation 

Based on the above-mentioned previous studies, more and more metal-free CNx-based 

materials have been synthesized and applied to become catalysts in the energy conversion field 

(CO2RR, N2RR, ORR, and so on). Efficient catalyst design still requires in-depth theoretical 

research. Theoretical calculations can not only explore the electronic properties and electron 

transfer mechanisms within materials but also explain the reaction pathways of properties that 

cannot be explored experimentally, such as HER, CO2RR, N2RR, etc. In addition, when 

experiments cannot determine whether a catalyst can be used for photocatalysis, its properties 

can be predicted through theoretical calculations. Therefore, theoretical calculations in material 

design and chemical reaction simulation are becoming increasingly important. 

In this thesis, I chose three potential CNx materials, namely C3N5, B-doped g-C9N10, and 

N-doped graphdiyne (GDY) to apply for CO2RR, N2RR, and ORR, respectively. The research 

content is divided into three parts in chapters 3-5: 

Chapter 3: DFT calculation of CO2RR on N-rich C3N5 was investigated, and the optimal 

reaction paths were selected based on the thermodynamic energy barrier of the reaction process, 

providing a new design strategy for designing new and efficient CO2RR catalysts. 

Chapter 4: DFT calculation of N2RR on different B doping sites on g-C9N10 was investigated. 

Electronic structures and optical properties of these structures were also performed, and the 

optimal reaction paths and suitable catalysts were selected based on the thermodynamic energy 

of the reaction process. 

Chapter 5: I systematically studied the ORR mechanism on sp-N1GDY and Pyri-NGDY 

support by graphene (G) with solvation effect which is performed by using density functional 

theory (DFT) as well as ab initio molecular dynamics (AIMD) simulations.   
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Chapter 2 

Methods 

The development of quantum mechanics allowed for the exploration of the micro world 

(Figure 2.1). The established quantum chemistry calculation model, on this basis, improves the 

combination of computational science and experiment. Computational simulation is now being 

used in a growing number of experiments to explain experimental phenomena and reaction 

mechanisms. Furthermore, the calculation and simulation can predict the reaction and provide 

theoretical guidance for new material design.  

Figure 2.1: The development of quantum mechanics. 

2.1 Schrödinger Equation 

The core principle in quantum mechanics, known as the Born hypothesis, states that the 

state of a microparticle can consistently be described by an associated wave function 𝜓(𝑟, 𝑡). 

To understand the behavior of the particle, Schrödinger proposed the Schrödinger wave 

dynamics equation (i.e. Schrödinger equation) to solve this problem. the time-independent 

Schrödinger equation is [1]: 

							Ĥ𝜓(𝑟, 𝑡) = 𝑖ℏ
𝜕
𝜕𝑡 𝜓

(𝑟, 𝑡) = −
ℏ!

2𝑚
𝜕!𝜓(𝑟, 𝑡)
𝜕𝑟! + 𝑉(𝑟, 𝑡)𝜓(𝑟, 𝑡) 

(2-1) 
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where Ĥ is a Hamiltonian operator that represents the system's total energy. The Hamiltonian 

operator is denoted as:Ĥ = − ℏ!

!#
∇! + 𝑉(𝑟), ∇!	is called the Laplace operator; ℏ = $

!%
, ℎ is 

Planck constant. 𝑉(𝑟, 𝑡)	the wave function can be written as:  

𝜓(𝑟, 𝑡) = 𝑓(𝑡)𝜓(𝑟) (2-2) 

Substituting Eq. (2-2) into Eq. (2-1): 

𝑖ℏ
𝜕𝑓(𝑡)
𝜕𝑡 𝜓(𝑟) = −

ℏ!

2𝑚𝑓(𝑡)
𝜕!𝜓(𝑟)
𝜕𝑟! + 𝑉(𝑟)𝜓(𝑟)𝑓(𝑡) 

(2-3) 

Shift, variable separation and final get: 

Ĥ𝜓 = 𝐸𝜓 (2-4) 

E is the eigenvalue of the energy operator. 

2.2 Density Function Theory 

Density functional theory (DFT) is a theory that expresses energy using electron density 

[2]. Instead of solving the complex many-electron Schrödinger equation directly, DFT aims to 

find the ground-state electronic density of a system that minimizes the total energy. This 

approach simplifies the calculations while still providing accurate predictions of properties. 

DFT is widely used in physics and chemistry, particularly in the study of molecule and 

condensed matter properties. It is a widely used method in condensed matter physics and 

computational chemistry. 

2.2.1 Hohenberg-Kohn Theorems 

In 1964, P. Hohenberg and W. Kohn [3] showed that the density of particles in the ground 

state of a quantum many-body system carries particular significance. This density can be 

regarded as a fundamental parameter, meaning that all system properties can be expressed as 

specific functionals of the ground state density. DFT was formulated by Hohenberg and Kohn 
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as a comprehensive theory for many-body systems comprising interacting particles subject to 

an external potential, denoted as 𝑉&'((𝑟). 

Theorem 1: In the case of any system of interacting particles subject to an external 

potentia𝑉&'((𝑟⃑) , the ground state particle density 𝜌)(𝑟)	uniquely determines the potential 

𝑉&'((𝑟)	, except for an additive constant.  

Theorem 2: A universal energy functional, denoted as 𝐸[𝑛] and dependent on the density 𝜌(𝑟), 

can be formulated to apply to any external potential 𝑉&'((𝑟⃑). The exact ground state energy of 

the system corresponds to the minimum value of this functional for any given 𝑉&'((𝑟⃑). The 

density 𝜌(𝑟)	that minimizes the functional represents the precise ground state density 𝜌)(𝑟). 

2.2.2 Kohn-Sham Equation 

Although the Hohenberg-Kohn theorem provides the theoretical foundation for DFT, it 

does not specify the type of functional or propose a practical method for calculating the 

properties of ground states using electron density [4]. Kohn and Sham then proposed the Kohn-

Sham approach. The Kohn-Sham equation is shown as: 

<−
1
2∇

! + 𝑉*++(𝑟)>Ψ,(𝑟) = 𝜀,Ψ,(𝑟) 
(2-5) 

where V*++	is effective potential, 𝑉*++ = 𝑉- + 𝑉.* + 𝑉/- ; V-  is called Coulomb potential;	V.*	

represents the attractive potential of electrons in atomic nuclei.	𝑉/- 	is	 exchange-correlation 

potential,	𝑉/- =
01"#
02

.	 It is noted that all ground state properties of multiparticle systems are 

density functional, the total energy of the system can be expressed as: 

𝐸[𝜌] = 𝑇[𝜌] + 𝑈[𝜌] + 𝐸/-[𝜌] (2-6) 

where 𝑇[𝜌] is the kinetic energy of particles without interaction, 𝑈[𝜌]	is the general Coulomb 

force, which is the knowable term that can be accurately obtained, and 𝐸/-[𝜌]	is the exchange-

correlation energy. So, getting the exchange-correlation energy can know the exchange-
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correlation potential. The self-consistent field iterative method is used to solve this process, 

and the solution flow chart as shown in Figure 2.2. 

 

Figure 2.2: Flow chart of a general self-consistent field cycle for the solution of the Kohn-

Sham equation. 
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2.2.3 Exchange-Correlation Functional 

Although the Kohn-sham equation solves the problems of particle density 𝜌(𝑟)  and 

kinetic energy functional 𝑇[𝜌], to apply the Kohn-sham method to the actual calculation, the 

exchange-correlation energy 𝐸'3[𝜌]	must be determined. As a result, whether the calculation 

result of a multi-system problem is accurate is determined by a reasonable approximate 

expression of the exchange-correlation functional. Although no exact solution has been 

discovered, many approximation methods have been proposed. Currently, the most commonly 

used exchange-correlation functionals are the local density approximation (LDA) [4] and the 

generalized gradient density approximation (GGA) [5-7]. 

2.2.3.1 Local Density Approximation 

Kohn and Sham proposed the LDA approximate density functional in 1965. It is the 

earliest, most basic, and simplest approximate exchange-correlation function. If the electron 

density varies little with distance, the uniform electron gas exchange-correlation density can 

be used instead of the non-uniform electron gas exchange-correlation density. Although LDA 

has had great success, it has many drawbacks, such as the system's binding energy being easily 

overestimated, the reaction activation energy being underestimated, the lattice bond length, the 

band gap, and so on. 

2.2.3.2 Generalized Gradient Approximation 

To reduce the error caused by the uneven distribution of electron density, it is considered 

that the exchange-correlation energy 𝐸/-[𝜌]	is not only related to electron density but also 

related to electron density gradient. Therefore, based on LDA, the correlation of electron 

density gradient is introduced, and the GGA functional is proposed, the equation is: 

𝐸45667 = F𝑓G𝜌8 , 𝜌9,∇𝜌8 , ∇𝜌9H 𝑑𝑟 (2-7) 

where 𝜌8 , 𝜌9 expresses as spin density, ∇𝜌8 , ∇𝜌9 	represents the spin density gradient. 



 31 

GGA has the advantage of more precise atomic and molecular energy and reaction 

activation energy when compared to LDA. It is primarily employed in solid calculations. 

Because the findings computed with the GGA functional are compatible with the experimental 

data, many theoretical computations now use the GGA functional. Many approximation forms 

based on GGA have been developed as computing technology has progressed, including 

Perdew Wang 91 (PW91), suggested by Perdew and Wang in 1991 [8]; Perdew Burke 

ernzerhof (PBE) [7], which is also one of the most often used functional.  

Revised Perdew-Burke-Ernzerhof (RPBE) [9] is an extension of the PBE functional 

designed to address the shortcomings related to dispersion forces. RPBE includes a dispersion 

correction that improves its treatment of van der Waals interactions. This correction accounts 

for the attractive forces between atoms and molecules that arise from temporary fluctuations in 

electron distribution.  

2.2.3.3 Heyd-Scuseria-Ernzerhof (HSE) Exchange-Correlation Functional 

Hybrid functionals, in the context of density functional theory (DFT), merge a portion of 

the exact exchange from Hartree-Fock theory with the remaining exchange-correlation derived 

from other references. A common approach involves blending the Hartree-Fock exact 

exchange functional with a hybrid exchange-correlation functional through a linear 

combination: 

𝐸4;< = −
1
2JK𝜓,∗(𝑟>)𝜓?∗(𝑟!)

1
𝑟>!

𝜓?(A$)𝜓,(A!)𝑑𝑟>𝑑𝑟!
,,?

 (2-8) 

The HSE exchange-correlation functional [10-11] employs an error-function-screened 

Coulomb potential to compute the exchange component of the energy, enhancing 

computational efficiency, the equation is: 

𝐸/-
CDEFGHIJKL = 𝑎𝐸/

;<,MN(𝜔) + (1 − 𝑎)𝐸/
DEF,MN(𝜔) + 𝐸/

DEF,ON(𝜔) + 𝐸-DEF(𝜔) (2-9) 
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where, 𝑎 represents the mixing parameter, and ω is a tunable parameter that governs the short-

range nature of the interaction. When the values of 𝑎 = 0.25 and 𝜔 = 0.2 are applied, it is 

referred to as the HES06 functional, which is always used to calculate the band structure of 

semiconductors and give good results with experiment values.	𝐸/;<,MN(𝜔)	is the short-range 

Hartree-Fock exact exchange functional,	 𝐸/DEF,MN(𝜔)	 and	𝐸/DEF,ON(𝜔) 	represent the short-

range and long-range components of the PBE exchange functional and	𝐸-DEF(𝜔) is the PBE 

correlation functional. 

2.3 Ab Initio Molecular Dynamics (AIMD) 

In the previous section, we focused on the ground-state electrical characteristics of the 

static external potential produced by the nuclei, assuming that they are fixed. More complex 

techniques are required if nuclear movements need to be considered, such as when examining 

the effects of finite temperatures. A successful strategy involves combining DFT electronic 

structure computations with molecular dynamics simulations, often known as ab initio 

molecular dynamics (AIMD) or first principles molecular dynamics. In 1985, AIMD 

simulations were pioneered by Car and Parrinello [12]. These simulations are based on the 

fundamental premise that the forces acting on the nuclei may be calculated from electronic 

structure calculations carried out "on the fly" as the molecular dynamics trajectory is being 

formed. AIMD enables the objective and accurate study of chemical processes in condensed 

phases, ushering in new paradigms for understanding microscopic mechanisms, validating 

experimental findings, and generating testable predictions for novel phenomena. In comparison 

to classical molecular dynamics (MD), AIMD offers several advantages: 1) It directly 

calculates the potential energy surface from the Schrödinger equation; 2) AIMD can describe 

bond breaking and making during simulations; 3) it also can calculate the electronic properties. 

The Car-Parrinello molecular dynamics (CPMD) method [13], which uses a single algorithm 
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to handle both electrons and ions, became prominent in the era of AIMD. A few years later, 

the conceptually simpler Born-Oppenheimer molecular dynamics (BOMD) method [14] also 

gained popularity. 

2.3.1 Born-Oppenheimer MD Method (BOMD) 

The Hamiltonian for both the fixed nuclei {𝑅P} and electrons {𝑟,}	can also be formulated 

as follows: [14]: 

Ĥ = −
ℏ!

2𝑀P
J∇P!
P

+ Ĥ&({𝑟,}; {𝑅P}) 
(2-10) 

where, Ĥ& 	is expected to represent the Hamiltonian of the electronic system. Subsequently, the 

precise solution to the corresponding time-independent electronic Schrödinger equation is 

given as follows: 

Ĥ&({𝑟,}; {𝑅P})ΨQ = 𝐸Q({𝑅P})ΨQ({𝑟,}; {𝑅P}) (2-11) 

Next, the total wave function for the time-dependent Schrödinger equation can be expanded as 

follows: 

Φ({𝑟,}; {𝑅P}; 𝑡) = JΨR({𝑟,}; {𝑅P})
S

RT)

𝑥R({𝑅P}; 𝑡) 
(2-12) 

here is using a normalized nuclear and electrical wave function.	ΨR 	is the eigenfunctions for 

Ĥ& , 𝑥R 	is the time-dependent expansion coefficients. After being introduced into the time-

dependent Schrödinger equation, ΨQ({𝑟,}; {𝑅P})	must be multiplied from the left and integrated 

across electronic coordinates to produce a set of coupled differential equations: 

X−J
ℏ!

2𝑀P
∇P! + 𝐸Q({𝑅P})

P

Y 𝑥Q +J𝐶QR𝑥QR
R

= 𝑖ℏ
𝜕
𝜕𝑡 𝑥Q 

(2-13) 

where 𝐶QR represents coupling operators, which are dependent on the nuclei's kinetic energy 

and momenta. In Born-Oppenheimer approximation, it is further assumed that 	𝐶QR ≈ 0 . 

Therefore, the equation will be change to:  
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X−J
ℏ!

2𝑀P
∇P! + 𝐸Q({𝑅P})

P

Y 𝑥Q = 𝑖ℏ
𝜕
𝜕𝑡 𝑥Q 

(2-14) 

The nuclei are also regarded as classical objects in accordance with Newton's equations. First, 

it should be rewriting the wave function using amplitude factor 𝐴Q  and a phase 𝑆Q: 

𝑥Q({𝑅P}; 𝑡) = 𝐴Q({𝑅P}; 𝑡)𝑒
,U%({W&};()

ℏ  (2-15) 

Then, applying the following transformation to change the nuclei's momenta: 

𝐏P = ∇P𝑆Q (2-16) 

Finally, the Newtonian equations of motion	𝐏̇P = −∇P𝑈Q({𝑅P}) can be written as: 

𝑑𝑃P
𝑑𝑡 = 	−∇P𝐸Q (2-17) 

or																																																				𝑀P𝐑̈P(𝑡) = 	−∇P𝑈QZ[({𝑅P(𝑡)})                                        (2-18) 

It is true independently for any electrical state k, that is decoupled. The nuclei move according 

to classical mechanics in an effective potential 𝑈QZ[ ,	which is determined by the Born-

Oppenheimer potential energy surface 𝐸Q. Therefore, this method is called as BOMD. 

2.3.2 Car-Parrinello MD Method (CPMD) 

The CPMD method's core concept can be grasped as a classical-mechanical division 

between the rapid electronic movements and the sluggish nuclear motions, relying on the 

distinctions in adiabatic energy scales The following class of Lagrangians was proposed by Car 

and Parrinello [13]: 

ℒ\] =J
1
2𝑀P𝑅̇P!

P

+J𝜇i𝜓̇,j𝜓̇,k
,

− iΨ)jĤ&jΨ)k + 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (2-19) 

where iΨ)jĤ&jΨ)k is the energy of the electronic subsystem, which is certainly a function of 

{𝑅P} and can be treated as a functional of the wave function Ψ) and thus of a set of orbitals 

{𝜓,}. The first term plus the second term represent the kinetic energy, the third term is potential 
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energy, and final term is the orthonormality term. Next, the accompanying Euler-Lagrange 

equations are used to derive the appropriate Newtonian equations of motion. 

𝑑
𝑑𝑡

𝜕ℒ
𝜕𝑅̇!

=
𝜕ℒ
𝜕𝑅!

 
(2-20) 

 

Finally, it gets following equations of motion: 

𝑀P𝐑̈P(𝑡) = −
𝜕
𝜕𝑅P

iΨ)jĤ&jΨ)k +
𝜕
𝜕𝑅P

{𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠} (2-21) 

𝜇,𝜓̈,(𝑡) = −
𝛿
𝛿𝜓,∗

iΨ)jĤ&jΨ)k +
𝛿
𝛿𝜓,∗

{𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠} (2-22) 

 

where, 𝜇, refers to the fictitious masses or inertia parameters that are assigned to the degrees 

of freedom associated with orbitals. 
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Chapter 3  

Density Functional Theory Study on a Nitrogen-Rich 

Carbon Nitride Material C3N5 as a Photocatalyst for 

CO2 Reduction to C1 and C2 Products  

3.1 Introduction 

The emission of carbon dioxide (CO2), a greenhouse gas, from the excessive use of fossil 

fuels can cause severe global warming and environmental pollution. Photocatalytic CO2 

reduction into hydrocarbon fuels is a promising strategy that not only lowers the atmospheric 

CO2 level but also provides clean fuels, such as carbon monoxide (CO), formic acid (HCOOH), 

methane (CH4), and methanol (CH3OH), ethanol (CH3CH2OH) and ethylene (C2H4) to replace 

the conventional fossil resources. Various metal-based materials (such as Cu [1] Pd [2], Ag [3] 

Sn [4], and Au [5]) as catalysts for CO2 reduction reaction (CO2RR) have been intensively 

studied. Although these catalysts can convert CO2 into various chemicals, they still have some 

challenges as follows [6-7]: (1) their catalytic efficiencies are low due to high overpotential, 

low stability, and poor selectivity; (2) some catalysts are expensive, thereby increasing the cost. 

Therefore, searching for highly efficient and low-cost metal-free photocatalysts is extremely 

demanding. 

Carbon nitride materials (CNx), metal-free catalysts, have attracted more attention because 

of their unique properties e.g., semi-conductivity, high stability, simplicity of synthesis, etc. 

Developing nitrogen-rich CN materials becomes an effective strategy for multifunctional 

properties. Graphitic carbon nitride (g-C3N4) with 3:4 C:N stoichiometry is the one of 
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representative nitrogen-rich CNx materials, which has been intensively investigated as a 

promising photocatalyst [8]. Except for the band gap (2.70 eV) [9], the presence of numerous 

nitrogen-rich sites and ordered defects provide active centers for substrate interaction, which 

increases catalytic ability [10]. However, like other semiconductors, pure g-C3N4 has some 

internal disadvantages such as carrier recombination. Doping with metal (Co, Cu, Fe) [11-13] 

or non-metal (S, P, B, O) [14-17] atoms and constructing heterojunctions (g-C3N4/SnS2, [18] 

g-C3N4/AgPO4 [19]) have been utilized to improve photocatalytic ability effectively. After all, 

there is a limit to improving the photocatalytic properties of g-C3N4 by structural modification. 

In my previous work, I designed (C6N7)n, [C6N7(C2)1.5]n, [C6N7(C4)1.5]n and [C6N7(C3N3)]n via 

C6N7 unit of g-C3N4 connected with C–C, C–C≡C–C, C–C≡C–C≡C–C and C3N3 ring. Density 

functional theory (DFT) calculations indicated that the band gaps of designed structures 

decrease, and absorption spectrum edges all red-shift compared with g-C3N4 [20]. In 2013, 

Kroke et al. speculated that −N=N− linkage replacing the connecting bridge carbon atoms 

based on the C6N7 motif is an efficient way to increase N atoms content, which the C:N ratio 

is increased from 3:4 in g-C3N4 to 3:5, named as C3N5 [21]. Due to the combination of azo 

chromophores (−N=N−) with aromatic compounds, azo-bridged aromatic compounds are well 

known for visible light absorption [22]. Recently, Shankar et al. have successfully synthesized 

the C3N5-modified carbon nitride framework by thermal deammoniation of 2,5,8-trihydrazino-

s-heptazine and proved that C3N5 exhibits remarkably photocatalytic activity [23]. The 

catalytic activity of C3N5 for CO2RR, however, needs to be clarified. 

And recently, many studies proposed that the CO2RR not only can generate the C1 

products (such as CO, HCOOH, CH4, and CH3OH) but also can generate the multi-carbon 

products, especially C2 products (such as CH3CH2OH and C2H4) [24-27]. Yeo et al. showed 

that CuAg composite catalysts enhanced CO2 reduction selectivity toward C2H5OH [24]. Zhao 

et al. reported that boron-doped graphdiyne exhibits high-electrocatalytic activity for the 
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conversion of CO2 to C2H4 by DFT [25], while a single iron atom supported on graphdiyne. 

can provide an active site for further coupling with CO to generate C2H5OH [26]. Xu et al. 

simulated that FeFe-grafiN6 and FeCu-grafiN6 could reduce CO2 to C1 and C2 products [27]. 

Based on these studies, I also investigated the possibility of C2 products being generated. 

In this work, the CO2RR mechanism on C3N5 is investigated by DFT calculations. It is 

found that C3N5 is a locally stable structure and has a more suitable band gap (2.0 eV) than g-

C3N4. C3N5 can efficiently catalyze CO2 to CH4 with a rather low limiting potential of −0.54 

V and to CH3CH2OH with a rather low limiting potential of −0.61 V driven by solar energy. 

3.2 Computational Details 

All the geometric optimizations and single-point energy calculations were performed 

using the DMol3 code [28,29]. The generalized gradient approximation (GGA) with the 

Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [30] was used to describe 

exchange and correlation effects. To accurately describe weak interactions between species 

involved in the CO2RR and catalysts, the PBE + D2 method with the Grimme van der Waals 

(vdW) correction was employed [31]. The criteria for convergence in energy, force, and 

displacement are 1.0×10-5 Ha, 0.002 Ha/Å, and 0.005Å, respectively. A conductor-like 

screening model (COSMO) was used to simulate the water solvent environment in the whole 

process [32]. The vacuum space in the Z direction was set to 15 Å, which is large enough to 

avoid the interlayer interaction. 4 × 4 × 1 k-points were selected for efficient geometry 

optimizations. The band structure, projected density of states (PDOS) onto the (pseudo-)atomic 

orbitals, and absorption spectra were simulated using the plane-wave ultrasoft (PWUS) 

pseudopotential method with kinetic cut-off energies of 500 eV and Heyd-Scuseria-Ernzerhof 

(HSE06) [33] hybrid functional in the Cambridge Sequential Total Energy Package (CASTEP) 

[34,35] code. The activation energy barrier was performed by using the climbing image nudged 
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elastic band (CI-NEB) method [36]. The activation energy (Ea) can be evaluated by the 

following equation: 

Ea = ETS − EIS 

 

(3-1) 

where EIS and ETS stand for the DFT calculated total energy of initial and transition state, 

respectively. The adsorption energies (Eads) were calculated by the following equation [37]: 

Eads	= Etot(A-S) − [Etot(S) + Etot(A)] (3-2) 

where Etot(A-S), Etot(S), Etot(A) are the total energies of adsorbate-substrate (A-S) complex, 

clean substrate (S), and gas-phase adsorbate (A), respectively. I decompose Eads into interaction 

energy (Eint) and deformation energies (Edef), as calculated by following the equation [38]: 

Eint(A-S) = Etot(A-S) − [Etot(S-ads) + Etot(A-ads)] (3-3) 

Edef(A) = Etot(A-ads) − Etot(A) (3-4) 

Edef(S) = Etot(S-ads) − Etot(S) (3-5) 

where Eint(A-S) is the interaction energy between adsorbate and substrate. Etot(S-ads) and 

Etot(A-ads) are the total energies of substrate and adsorbate at their adsorption geometry in the 

A-S complex, respectively. Deformation energy (Edef) is defined as the energy necessary to 

deform the adsorbate and substrate upon adsorption. 

The Gibbs free energy change (ΔG) [39,40] was defined as: 

ΔG = ΔE + ΔEZPE −	TΔS + ΔGpH + ΔGU (3-6) 

where ΔE, ΔEZPE and ΔS are the total energy difference, the zero-point energy difference and 

the entropy change between the products and reactants obtained from DFT calculations, 

respectively. The zero-point energies and total entropies of the gas phase were computed from 

the vibrational frequencies, and the vibrational frequencies of adsorbed species also were 

computed to obtain ZPE contribution in the free energy expression. Only vibrational modes of 

the adsorbates were computed explicitly, while the catalyst sheet was fixed (assuming that 

vibration contribution to the free energy from the substrate is negligible) [41-43]. T is the 
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temperature (298.15K). ΔGU = −neU, where ne is the number of electrons transferred and U 

is the electrode potential applied. ΔGpH is the free energy correction due to the concentration 

of H+. ΔGpH = kBT × ln10 × pH, where kB is the Boltzmann constant, and the value of pH was 

assumed to be zero for acidic condition. The limiting potential (UL) of the whole reduction 

process is determined by the potential-limiting step which has the most positive ∆G (∆Gmax) as 

computed by:  

UL = −∆Gmax/e (3-7) 

3.3 Results and Discussions 

3.3.1 Geometric Structures and Ab Initio Molecular Dynamics 

Azofra et al. [44] suggested corrugated g-C3N4 is more stable than planar configuration. 

In my case, I find the optimized corrugated C3N5 (a = b = 14.97 Å, Figure 3.1 (a)) is also more 

stable than planar configuration (a = b = 15.12 Å, Figure 3.1 (a)). The total energy difference 

(ΔE) between planar and corrugated reaches 0.24 eV in unit cell. According to the different 

chemical environment, N atoms are categorized into three N types, namely N1, N2 and N3. N1 

and N2 represent 2-fold and 3-fold coordinated with two C atoms in C6N7-unit, respectively, 

and N3 represents N atoms in azo bridges. As shown in Figure 3.1 (b), due to the introduction 

of −N=N− linkage, the pore size of corrugated C3N5 is larger (14.86 Å) than that of corrugated 

g-C3N4 (5.09 Å). The effect of pore size will be discussed in following.  

To evaluate the stability of C3N5, ab initio molecular dynamics (AIMD) simulations for 

10 ps were performed. As shown in Figure 3.2, the structure well remains even though the 
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temperature increases to 500 K. Therefore, it proves that C3N5 is at least a locally stable 

structure.  

Figure 3.1: (a) Optimized unit cell geometric structures of planar and corrugated C3N5, (b) 

supercell configurations of corrugated g-C3N4 and C3N5. 

 

Figure 3.2: Variations of temperature and energy against time for MD simulations of C3N5, 

and the insets show top and side views of the snapshot of atomic configuration. The 

simulation is performed at 500 K for 10 ps with a time step of 1 fs. 
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3.3.2 Electronic and Optical Properties 

The electronic and optical properties of C3N5 were subsequently explored. The band 

structure and PDOS calculated by using HSE06 are shown in Figure 3.3 (a)-(b). The computed 

band gap is 2.0 eV, which is close to the experimental one (1.76 eV) [23] and smaller than that 

of the computed value by HSE06 for g-C3N4 (2.81 eV, Figure 3.4 (a)). The PDOS analysis 

shows that the valence band (VB) and conduction band (CB) are mainly contributed by N1 and 

N3 atoms. The highest occupied crystal orbital (HOCO) and the lowest unoccupied crystal 

orbital (LUMO) of C3N5 plotted in Figure 3.3 (c) mainly distribute on N atoms, especially on 

−N=N− linkage. Compared with the HOCO and LUCO of g-C3N4 (Figure 3.4 (b)), they are 

spatially separated in C3N5, namely, HOCO is mostly located at the heptazine ring, while 

LUCO is mostly located at −N=N− linkage, thus I expect that C3N5 has a better ability to 

separate the photogenerated e–/h+ pairs and higher photocatalytic efficiency than g-C3N4. As 

shown in Figure 3.3 (d), C3N5 has a strong absorption peak near 440 nm and the wavelength of 

the optical absorption edge (λedge) is 660 nm, which is in good agreement with the experimental 

result [23]. Compared to g-C3N4 (Figure 3.4 (c)), the strong absorption peak and λedge of C3N5 

red-shifts by 90 nm and 110 nm, respectively. Moreover, C3N5 has a bigger overlap area with 

visible light (about 400-780 nm) than that of g-C3N4. Therefore, the introduction of −N=N− 

linkage extends π conjugated network, which can decrease the band gap and improve the light 

response range [23].  
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Figure 3.3: (a) Band structure, (b) Projected density of states (PDOS) onto the (pseudo-)atomic 

orbitals, (c) HOCO and LUCO distributions, and (d) absorption spectra of C3N5. The red and 

yellow isosurfaces represent positive and negative values of the wave function, respectively. 
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Figure 3.4: (a) Band structure, (b) HOCO and LUCO, and (c) absorption spectra of g-C3N4. 

The red and yellow isosurfaces in HOCO and LUCO represent positive and negative values of 

the wave function, respectively. 

3.3.3 The Mechanism of C1 Product Reduction Path 

Based on the above results, the important question is whether C3N5 can efficiently catalyze 

CO2, like other CNx materials [45,46]. In the following, the mechanism of CO2 reduction to C1 

product catalyzed by C3N5 is explored by DFT calculations, and the free energy diagrams and 

optimized structures for CO2 reduction to CH4 are shown in Figure 3.5 (a)-(c). The overall 

reaction of CO2 reduction to CH4 on C3N5 in the presence of hydrogen is expressed as follows: 

CO2 + 8H+ + 8e- → CH4 + 2H2O (3-8) 
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All possible adsorption sites of each intermediate were considered and confirmed that the active 

site for CO2RR is N3 atom in −N=N− linkage (see Figure 3.1(a)). The reaction paths in free 

energy (ΔG) diagram on C3N5 and g-C3N4 are shown in Figure 3.5 (b). It has been already 

proved [45] that the optimal reaction path of CO2 reduction on g-C3N4 is CO2 → COOH* → 

CO* → HCO* → HCHO* → CH3O* → CH3OH (see Figure 3.5 (b)). The ΔG for CO2 → 

COOH* and CO2 → HCOO* on C3N5 is 0.54 eV and 2.42 eV (Table A.1), respectively, so the 

formation of HCOO* is not considered due to large ΔG. In addition, the ΔG of CO2 → COOH* 

is far less than that on g-C3N4 (1.41 eV [16], Figure 3.5 (b), Table A.1). The adsorption energy 

of CO* on C3N5 is −1.80 eV (Table A.2), and the optimized structure of CO* shows that C 

atom of CO links to N3 atom in −N=N− linkage and N1 atom in C6N7 unit to form five-

membered ring (Figure 3.5 (c)). Compared with g-C3N4, CO adsorption on C3N5 is much 

stronger than that on g-C3N4 (−0.23 eV, Table A.2). Therefore, CO is easier to be further 

hydrogenated rather than desorbed. In the following step, the H+ + e- pair attacks the O atom 

of CO* to generate COH* (ΔG = −0.17 eV), while the ΔG of HCO formation is 0.79 eV. The 

formed COH* species can be further reduced by another H+ + e- pair to C* or CHOH* species. 

The formed CHOH* is energetically much more stable than that of C*. The CHOH* can be 

further hydrogenated to CH* or CH2OH*, the formation of CH*(ΔG = -0.30 eV) is easier than 

that of CH2OH* (ΔG = 0.41 eV). In the subsequent step, CH* will be hydrogenated to CH4 by 

reacting with three H+ + e- pairs. The values of ΔG for CH2*, CH3, and CH4 formation are 

−0.30 eV, 0.12 eV, and −0.14 eV, respectively, so CH4 is the final C1 product. The C1 product 

optimal pathway on C3N5 is CO2 → COOH* → CO* → COH* → CHOH* → CH* → CH2 

*→ CH3* → CH4 and the first step (CO2 → COOH*) is the rate-determining step with a ΔGmax 

of 0.54 eV, it can be seen that the UL on C3N5 and g-C3N4 are −0.54 V and −1.43 V, 

respectively.  
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Figure 3.5: (a) Calculated free energy diagram corresponding to the reaction path followed by 

the CO2 reduction to CH4 on C3N5. (b) Calculated free energy diagram corresponding to the 

optimal path followed by the CO2 conversion on the C3N5 and g-C3N4. (c) Calculated structures 

corresponding to the optimal reaction path for the CO2RR on C3N5. 
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To provide insights into the different adsorption strengths of COOH on C3N5 and g-C3N4, 

I first decomposed Eads of COOH into interaction (Eint) and deformation energies (Edef) (Table 

3.1). The calculations and electronic structure analysis (will be discussed in the following) are 

performed using STATE code [47] without the solvent model using the PBE+D2 functional 

and the lattice parameters of C3N5 and g-C3N4 from the DMol3 code results. I confirmed the 

relative stability of the COOH adsorptions on C3N5 and on g-C3N4 does not alter when the 

solvent model is not included. From Table 3.1, Eint is the key contributor to causing the binding 

strength difference of COOH adsorbed on C3N5 and g-C3N4, thus the difference in Eads is 

mainly due to the differences in chemical bonding characters of COOH with C3N5 and g-C3N4. 

Moreover, I found that C3N5 is more flexible upon COOH adsorption, as indicated by the less 

positive deformation energy of C3N5 (Table 3.1). It is due to the pore size of C3N5 (14.86 Å, 

Figure 3.1(b)), which is significantly larger than that of g-C3N4 (5.09 Å, Figure 3.1(b)), thus 

less Pauli repulsive interactions between COOH and neighboring atoms of substrates appear. 

Table 3.1: The calculated adsorption energies (Eads) and their contribution [interaction energies 

(Eint) and deformation energies (Edef)] of COOH on C3N5 and g-C3N4 using STATE codea [48-

50] without solvation model. The energy difference (DE) between COOH/C3N5 and COOH/g-

C3N4 is included. The results using DMol3 code with solvation model are given in parentheses. 

a The ionic cores are replaced by ultrasoft pseudopotentials, whereas the valance electrons are 

expanded using plane basis sets with kinetic cutoff energies of 36 and 400 Ry for wave 

functions and augmented charge densities, respectively. 

  Eads(COOH/S) Eint (COOH/S) 

eV 

Edef (COOH) 

eV 

Edef (S) 

eV substrate  eV 

C3N5  −2.21 (−2.48) −3.27 0.45 0.61 

g-C3N4  −1.28 (−1.61) −2.51 0.51 0.72 

 DE −0.93 (−0.87) −0.76 −0.06 −0.11 
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To further investigate the bonding contribution, we calculated the PDOS [48-50] onto the 

crystal orbitals (CO) of the isolated COOH and crystal orbital overlap population (COOP) [48-

50] (Figure 3.6 (a) and (b)). Positive and negative values of COOP imply bonding and 

antibonding characteristics between the adsorbate and the substrate, respectively. The HOCO, 

singly occupied crystal orbital (SOMO), and LUCO of the isolated COOH at their adsorption 

configurations on substrates are shown in Figure 3.6 (c), respectively. Gross Population (GPOP) 

for those COs of isolated COOH, COOH/C3N5, and COOH/g-C3N4 are listed in Table 3.2.  

As shown in Figure 3.6 (a), there is a significant hybridization between SOCO of COOH 

and wave functions of C3N5 as indicated by several bonding peaks at ~ EF − 14 eV, EF − 10 

eV, EF − 5 eV, and EF − 2 eV. Moreover, LUCO of COOH almost has no interaction with 

wave functions of C3N5 due to only weak bonding peaks at ~EF − 3 eV and EF − 1 eV. 

Similarly, in the case of COOH/g-C3N4 (Figure 3.6 (b)), SOCO of COOH also has a strong 

bonding character with the wave functions of g-C3N4. Nevertheless, I found an antibonding 

peak of SOCO appeared at the Fermi level, indicating the repulsive interaction between this 

CO and g-C3N4. Notably, LUCO of COOH has a small hybridization with g-C3N4, which is 

totally different from the case of COOH on C3N5, where the LUCO of COOH interacts very 

weakly with C3N5. At the Fermi level, there is a partially bonding PDOS peak of LUCO of 

COOH, originating from an s-bonding between p orbital of N atom in g-C3N4 and that of C 

atom in COOH (Figure 3.6 (d)). As listed in Table 3.2, total charge transfer from g-C3N4 (C3N5) 

to LUCO of COOH is 0.20 (0.06) e-, indicating there is more charge transfer from g-C3N4 to 

LUCO of COOH compared with that from C3N5. The work functions of clean g-C3N4 and C3N5 

are 5.8 eV and 6.9 eV, respectively, clearly reflecting the ability of charge transfer of those 

materials. From above analysis, the destabilization of COOH/g-C3N4 is attributed to the 

appearances of the partially occupied antibonding peak of SOCO and bonding peak of LUCO 

at the Fermi level.  
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Figure 3.6: Projected density of states (PDOS) (upper) onto crystal orbitals (CO) and crystal 

orbital overlap population (COOP) (bottom) of COOH adsorbed on C3N5 (a), g-C3N4 (b). COs 

of isolated COOH at their adsorption configurations (c). The wave functions of COOH 

adsorbed on g-C3N4 at the Fermi level (d). The red and yellow isosurfaces represent positive 

and negative values of wave function, respectively.  
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Table 3.2: Gross Population (GPOP) for crystal orbitals of isolated COOH, COOH/C3N5 and 

COOH/g-C3N4.  

GPOP HOCO SOCO LUCO 

isolated COOH 2.00 1.00 0.00 

COOH/C3N5 1.98 0.76 0.06 

COOH/g-C3N4 1.98 0.78 0.20 

 

3.3.4 The Mechanism of C2 Product Reduction Path 

Based on the previous studies [24-27], the possible of C2 products also are considered. 

All possible adsorption sites of each intermediate were considered and the optimal reaction 

paths in free energy diagram and optimized structures are shown in Figure 3.7 (a)-(b) and the 

ΔG of all intermediates are shown Table A.3. C-C bond coupling is key step to generate the 

C2 products. According to the reaction pathways (Scheme 3.1), CO may be coupled with CO*, 

COH*, CH*, CH2* to get C-C bond coupling. In my case, CO* is much easier hydrogenated 

to COH*(ΔG = −0.17 eV) than that is coupled with CO (ΔG = −0.02 eV) and the following 

step (COHCO* → CCO*) has a quite high uphill (ΔG = 1.51 eV), so the formation of COCO* 

is not considered. The second possibility is that the CO may be coupled with COH*, the results 

on ΔG show that even though the ΔG of COH* → COHCO* (ΔG = −0.48 eV) is smaller than 

that of COH→ CHOH* (ΔG = −0.10 eV), the next step (COHCO* → CCO*) has a large 

positive ΔG (1.51 eV), so the COCOH cannot be further hydrogenated to CCO*. In the other 

path, COHCO* also can be hydrogenated to HOCCOH* due to the H+ + e- pair attacks the left 

side O atom of COHCO*, while HOCCOH* hydrogenation to CCOH* is not feasible due to 

the large ΔG (1.60 eV). Therefore, the CO coupled with COH* to COHCO* is not considered. 

Similarly, CH* is much easier hydrogenated to CH2* than that is coupled with CO (Table A.3). 
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In the following step, CH2 also can be considered to couple with CO to CH2CO* or 

hydrogenated to CH3*. The simulated results indicate that coupling to CH2CO* is much more 

favourable, because the process of CH2* → CH2CO*(ΔG = −0.64 eV) is exothermic, whereas 

the ΔG of CH2* → CH3* is 0.30 eV.  

 

Scheme 3.1: Proposed reaction paths for CO2 reduction on C3N5 for producing C1 and C2 

products. 

C–C bond coupling step is confirmed, next steps are back to hydrogenation. CH2CO* may 

be further hydrogenated to CH2COH*, CH2CHO* and CH3CO* due to the H+ + e- pair attacks. 

Based on the results, the formation to CH2COH* (ΔG = 0.33 eV) is more easily than the 

formation to CH3CO* (ΔG = 0.58 eV) or CH2CHO*(ΔG = 1.03 eV). Next step, there are two 

possibilities for hydrogenation of CH2COH* to CH3COH* or CH2CHOH*, which is key step 

for CH3CH2OH or CH2CH2 formation. From the results on free energy shown that the 

CH2COH* → CH3COH* and CH2COH* → CH2CHOH* are exothermic, it means that 

CH3COH* and CH2CHOH* are possible intermediates by considering the thermodynamics. 

However, to further investigate which one is more easily hydrogenated by CH2COH*, the 

activation barriers (Ea) for CH2COH* + H* → CH3COH* and CH2COH* + H* → CH2CHOH* 

on C3N5 are also calculated and shown in Figure 3.7 (c). The results shown that the Ea of 

CH2COH* + H* → CH3COH* and CH2COH* + H* → CH2CHOH* are 0.20 eV and 3.50 eV, 

respectively, thus it can be reduced to CH3COH* easily compared with reduced to CH2CHOH* 
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due to the less Ea. According to the calculation, the next step is CH3COH* → CH3CHOH* 

with ΔG of 0.61 eV. Finally, CH3CH2OH is the C2 product. In summary, the ΔG of rate-

determining step (CH3COH* → CH3CHOH*) and the limiting potential (UL) are 0.61 eV and 

−0.61 V, respectively, and the C2 product optimal reaction path on C3N5 I have proposed above, 

CO2 → COOH* → CO* → COH* → CHOH* → CH* → CH2 *→ CH2CO* → CH2COH* 

→ CH3COH* → CH3CHOH* → CH3CH2OH seems to be reasonably feasible.  

 

Figure 3.7: (a) Calculated free energy diagram corresponding to the reaction path followed by 

the CO2 reduction to CH3CH2OH on C3N5. (b) Calculated structures corresponding to the 



 54 

optimal reaction path for CH3CH2OH on C3N5. (c) Initial state (IS), transition state (TS) and 

final state (FS) structure diagrams and activation barriers involved in the reaction CH2COH* 

+ H* → CH3COH* and CH2COH* + H* → CH2CHOH* on C3N5 using CI-NEB. 

3.3.5 Side Reaction Analyses 

In CO2RR, the competing hydrogen evolution reaction (HER) should be considered [51]. 

As shown in Figure 3.8 (a), the free energy diagram of HER (ΔG = 1.18 eV) is all larger than 

the ΔG of rate-determining step for C1 product (0.54 eV) and C2 product (0.61 eV) on C3N5. 

Thus, C3N5 exhibits high suppressing effect on HER during the CO2RR process. For g-C3N4, 

the free energy diagram of HER (ΔG = 0.25 eV) indicates that HER is easy, which is consistent 

with the experimental result [12]. So g-C3N4 is not an efficient catalyst for CO2RR because of 

strong catalytic ability on HER. Furthermore, the difference of limiting potentials between CO2 

reduction and H2 evolution (i.e., UL(CO2) −  UL(H2)) can evaluate the selectivity of CO2 

reduction, which more positive UL(CO2) − UL(H2) corresponds to a higher selectivity toward 

CO2 reduction [52,53]. As shown in Figure 3.8 (b), UL(CO2) − UL(H2) for C1 product (0.64 V) 

and C2 product (0.57 V) are all more positive than that for Ni/Fe-N-C (about 0.08 V) [52], 

which is recently proved to have high selectivity for CO2 reduction experimentally. Therefore, 

it further infers that C3N5 has a higher CO2 reduction selectivity. 
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Figure 3.8: (a) Energy profile for the HER on the C3N5 and g-C3N4. (b) Calculated limiting 

potentials for CO2RR, HER, and their difference. 

3.4 Summary 

In summary, I systematically studied the CO2RR catalytic mechanism of new-type 

nitrogen-rich carbon nitride materials, namely C3N5 by DFT calculations. The AIMD 

simulations show that C3N5 is at least locally stable 2D structure. Due to introducing −N=N− 

linkage, C3N5 possesses a more suitable band gap (2.0 eV) than that of g-C3N4 and extends the 

π network resulting in more electron transfer, which effectively separates the photogenerated 

e-/h+ pairs. Compared with g-C3N4, the photocatalytic efficiency of C3N5 is enhanced. The 

thermodynamic computations demonstrate that C3N5 is a promising CO2RR photocatalyst with 

an outstanding photocatalytic activity and reduced to CH4 and CH3CH2OH with rather low 

limiting potential of −0.54 V and −0.61 V, resepctively, which can be driven by solar energy. 

It is expected that the present work would motivate further experimental and theoretical studies 

focusing on development of C3N5 photocatalysts. 
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Chapter 4  

Activity and Selectivity of N2 Fixation on B-doped g-

C9N10: A Density Functional Theory Study 

4.1 Introduction 

N2 fixation to produce ammonia (NH3) is an important process because NH3 can be 

utilized as a raw material of fertilizers and energy storage intermediate. Although N2 is 

abundant in the earth's atmosphere (> 70%), the N≡N bond in N2 is very stable, leading to 

difficulty in reducing N2 to NH3 at ambient conditions [1-3]. Ammonia is produced industrially 

from N2 and H2 via the Haber-Bosch method, but it not only requires extreme conditions (high 

temperatures and pressures) but also produces greenhouse CO2 gas. Photocatalysis and 

electrocatalysis of N2 are of great interest as environmentally friendly methods of NH3 

production because they can significantly enhance the reaction rate, increase selectivity, 

decrease the energy consumption of the reactions, and avoid CO2 generation [4-6]. Therefore, 

exploring a suitable catalyst for the N2 reduction reaction (N2RR) holds importance for 

sustainable society development.  

Up to now, N2RR is carried out by using metal-based catalysts due to a strong N2 

adsorption ability [7-8]. However, metal-based catalysts exhibit several drawbacks such as low 

selectivity, poor durability, and high price. Compared with metal-based catalysts, metal-free 

carbon materials have attracted more attention recently due to their advantages such as 

excellent stability, low price, high surface area, and environmental friendliness [9]. Based on 

these advantages, metal-free carbon materials are widely used in various catalytic reactions, 

such as carbon dioxide reduction reaction (CO2RR), oxygen reduction/evolution reaction 
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(ORR/OER), nitrogen reduction reaction (N2RR) and hydrogen evolution reaction (HER) [10]. 

More and more carbon nitride materials (CNx) are synthesized and proven to have good 

catalytic activity for various photocatalysis reactions. According to the C:N ratio from 0.6 to 3, 

the names of CNx materials are distinguished as C3N5, C3N4, C2N, C9N4, C3N, and so on. 

Graphitic carbon nitride (g-C3N4) with a C:N ratio of 0.75 is the one of representative CNx 

materials, which has a good catalytic activity for water splitting [11]. Increasing the N 

concentration, as found in a recently synthesized C3N5, also provides outstanding 

photocatalytic activity by reducing the band gap and making visible light with longer 

wavelength available [12]. I previously investigated the catalytic activity of C3N5 for CO2RR 

and indicated that C3N5 is a promising CO2RR photocatalyst with an outstanding photocatalytic 

activity [13]. In 2013, Kroke et al. [14] proposed a hypothetical new CN two-dimensional 

material of which the unit cell is composed of one C6N7 motif and one C3N3 motif connected 

via C-C bonds resulting in a graphene-like carbon nitride with a C:N ratio of 9:10 (referred to 

as g-C9N10). Li et al. [15] indicated that g-C9N10 is stable as shown in phonon spectrum and ab 

initio molecular dynamics (AIMD) simulations, and it could be synthesized in the near future.  

Typically, the chemisorption of N2 on the catalyst is a prerequisite condition for an 

efficient N2RR catalyst. Braunschweig et al. [16] reported that the boron (B) atom is an 

electron-deficient atom, and it has Lewis-acid characteristics, so 2s and 2p orbitals will first 

hybridize to generate sp3 orbitals when the B atom is attacked by Lewis base (such as N2). The 

unoccupied sp3 orbitals of B atom will accept the lone-pair electrons of N2 and the occupied 

sp3 orbitals of B donate the electrons to empty p* orbitals, which can drive the “s donation-

p backdonation process” [16]. 

Several experimental and theoretical works on B-doped CNx materials and B-based 

clusters proved that boron materials are beneficial for N2RR activity [17-21]. Zhao et al. [17] 

reported BCN matrix and Ni nanoparticles promote a synergetic effect for the electrochemical 



 62 

N2RR efficiency. Li et al. [22] proved that the doped B−N pairs in a carbon matrix can highly 

efficiently improve N2RR activity. Wang et al. [23] reported that a single B atom doped g-C3N4 

with sp3 hybridization also contains occupied and empty orbitals simultaneously, indicating its 

potential for N2 fixation by DFT. Inspired by the above studies, I got the idea to combine the 

characteristics of B atoms and g-C9N10 to design novel catalysts for N2 fixation. 

In this work, I construct the seven B atom doping structures, namely B substituted C or N 

and anchored on g-C9N10. The stability of different doping sites is evaluated and BN1 and BA 

(BC1) are stable at N-poor (rich) conditions. I found that N2 chemisorbed on BN1 and BA ones 

due to “s donation-p backdonation” process. The free energy results show that the preferable 

N2RR mechanism of the BN1- and BA-doped g-C9N10 is a mix Ⅰ mechanism starting from the 

end-on N2 with a low limiting potential of −0.62 V and −0.44 V, respectively. BN1-doped g-

C9N10 has excellent catalytic activity and selectively for N2RR due to low limiting potential 

and stronger N2 adsorption over H adsorption, while BA-doped g-C9N10 suffers the stronger H 

poisoning effect due to stronger H adsorption. The electronic structure analysis reveals the 

origin leading to the different adsorption behavior of N2 and H. 

4.2 Computational Details 

Most of our DFT calculations were performed with the Simulation Tool for the Atom 

TEchnology (STATE) program package [24-27]. The Perdew-Burke-Ernzerhof (PBE) 

exchange-correlation functional of the generalized gradient approximation (GGA) was used to 

describe the electron interactions [28]. The PBE+D2 method with the Grimme van der Waals 

(vdW) [29] correction was employed to describe the weak interactions between various 

intermediates. Electron spin-polarization was considered in all the calculations. Ionic cores 

were described by using the ultrasoft pseudopotentials [30], and valence electron states were 

expanded by a plane wave basis set with the kinetic energy cutoffs of 36 and 400 Ry for wave 
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functions and augmented charge density, respectively. The vacuum space of 20 Å is inserted 

in between two neighboring B-doped g-C9N10 sheets to avoid spurious interactions between 

the two sheets. Brillouin zone integration was sampled by 4×4×1 with the Monkhorst-Pack k-

points set.  

The Gibbs free energy change (ΔG) was defined as [31-32]: 

ΔG = ΔE + ΔEZPE −	TΔS + ΔGpH + ΔGU (4-1) 

where ΔE is the reaction energy directly obtained from DFT calculations, ΔEZPE and ΔS are the 

change of vibrational zero-point energy estimated from vibrational frequencies and entropy at 

room temperature (T = 298.15 K), respectively. To calculate the vibrational frequencies, I 

displaced the positions of adsorbates atoms while B doped C9N10 atoms are fixed to evaluate 

the Hessian matrices. To verify this approach, I estimated the contribution of substrate vibration 

to free energy and found that this contribution can be offset as shown in Table B.1. The total 

entropies of the gas phase were computed from the vibrational frequencies based on the ideal 

gas model, while entropies of adsorbed species were negligible. The effect of electrode 

potential is described via ΔGU = -neU, where ne is the number of transferred electrons and U 

is the electrode potential. ΔGpH is the correction of the H+ free energy by the concentration, 

ΔGpH = kBT ln10 × pH, where kB is the Boltzmann constant, and the value of pH was set to be 

zero to represent acidic condition in this work. The limiting potential (UL) of the whole 

reduction process is determined by the potential-limiting step which has the most positive ∆G 

(∆Gmax) as computed by:  

UL = −∆Gmax/e (4-2) 

The adsorption energies (Eads) of adsorbates were calculated by the following equation: 

Eads = Etot(A-S) − [Etot(S) + Etot(A)] (4-3) 

where Etot(A-S), Etot(S), Etot(A) are the total energies of adsorbate-substrate (A-S) complex, 

clean substrate (S), and gas-phase adsorbate (A), respectively. Eads can be composed into 
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interaction energy (Eint) and deformation energies (Edef), as calculated by following the 

equation [28]:  

Eads = Eint(A-S) + Edef(A) + Edef(S) (4-4) 

Eint(A-S) = Etot(A-S) − [Etot(S-ads) + Etot(A-ads)] (4-5) 

Edef(A) = Etot(A-ads) − Etot(A) (4-6) 

Edef(S) = Etot(S-ads) − Etot(S) (4-7) 

where Eint(A-S) is the interaction energy between adsorbate and substrate, while deformation 

energy (Edef) is defined as the energy necessary to deform the adsorbate and substrate upon 

adsorption. Etot(S-ads) and Etot(A-ads) are the total energies of substrate and adsorbate at their 

adsorption geometry in the A-S complex, respectively. 

The band structure and absorption spectra were simulated using plane-wave ultrasoft 

(PWUS) pseudopotential method and Heyd-Scuseria-Ernzerhof (HSE06) [33-34] hybrid 

functional as implemented in the Cambridge Sequential Total Energy Package (CASTEP) code 

[35-36]. HSE06 functional can provide accurate band gaps for CN materials [37-40]. In my 

previous work, the calculated band gap of g-C3N4 is 2.81 eV, which is closed to the experiment 

value (2.7 eV) [11]. The absorption spectra are simulated by imaginary part of the dielectric 

function ε (ω) which is defined as, ε (ω) = ε1 (ω) + iε2 (ω). The imaginary part ε2 (ω) is obtained 

from the momentum matrix elements between the occupied and the unoccupied electronic 

states and equation as shown in following [41-42]: 

														𝜀!(𝜔) =
2𝑒!𝜋
Ω𝜀)

|⟨𝜓Q3 |𝑢 ∙ 𝑟|𝜓Q^⟩|!𝛿(𝐸Q3 − 𝐸Q^ − ℏ𝜔) 
(4-8) 

where, ω is the frequency of light, e is the electronic charge, 𝜓Q3  and 𝜓Q^ are the conduction and 

valence band wave functions at k, respectively, u is the vector indicating the polarization of the 

incident electric field. 

 



 65 

4.3 Results and Discussions  

4.3.1 Structure and Stability of B-doped g-C9N10  

In a pure g-C9N10 system, there are seven typical doping sites, including three inequivalent 

C atoms (C1, C2, and C3), three inequivalent N atoms (N1, N2, and N3), and anchored sites 

(A) as shown in Figure 4.1 (a). And seven optimized structures are shown in Figure 4.1(b)-(h). 

To determine the thermodynamic stability and the relative energy cost of BC1, BC2, BC3, BN1, 

BN2, BN3, and BA-doped C9N10, the formation energies should be calculated using [43]: 

Ef = E(BN/g-C9N10) − E(g-C9N10) −	μ(B) + μ(N) (4-9) 

Ef = E(BC/g-C9N10) − E(g-C9N10) −	μ(B) + μ(C) (4-10) 

Ef = E(BA/g-C9N10) − E(g-C9N10) −	μ(B) (4-11) 

where E(BN/g-C9N10) E(BC/g-C9N10), and E(BA/g-C9N10) are the total energy of BN1, N2, N3-

doped g-C9N10, BC1, C2, C3-doped g-C9N10, and BA-doped g-C9N10, respectively. E(g-C9N10) is 

the total energy of g-C9N10. μ(B), μ(C), and μ(N) are the chemical potential of the B, C, and N 

atoms, respectively. The chemical potential of B is derived from B12. The calculation of μ(N) 

and μ(C) depends on different synthesis conditions. I assume that the doped structures are in 

equilibrium with g-C9N10, which implies: 

10μ(N) + 9μ(C) = μ(g-C9N10) (4-12) 

where μ(N) is determined as μ(N) = 0.5 μ(N2). In Figure 4.2, it is found that at N-rich condition 

(ΔμN > −0.8 eV), B atom favorably substitutes C1 atom because of lower formation energy, 

whereas B atom prefers BA site at −1.2 < ΔμN < −0.8 eV or substitutes N1 atom at N-poor 

condition, namely ΔμN < −1.2 eV which is consistent with other experiment of B-doped g-

C3N4 [45]. 



 66 

 

Figure 4.1: The possible site of B-doped g-C9N10 (a). The optimal structure of BC1-doped g-

C9N10 (b), BC2-doped g-C9N10 (c), BC3-doped g-C9N10 (d), BN1-doped g-C9N10 (e), BN2-doped 

g-C9N10 (f), BN3-doped g-C9N10 (g), and BA-doped g-C9N10 (h). 

 

Figure 4.2: The formation energy of seven B-doped g-C9N10 structures as a function of N 

chemical potential. ΔμN = 1/2(μN2 − EN2) where EN2 is the total energy of a gas-phase N2 

molecule at 0 K. The bottom axes show the corresponding N2 chemical potentials at the 

absolute temperature T and partial pressure P (with P° = 1 atm), µN2 = H°(T) − H°(0) − 

TS°(T) + kBTln(P/P°), where the enthalpy H° and the entropy S° are obtained from [44]. 
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To investigate the feasibility of experimental synthesis of g-C9N10 and BC1, BN1, and BA-

doped g-C9N10 structures, I calculated the cohesive energies (Ecoh) of BC1, BN1, BA-doped g-

C9N10, g-C9N10, g-C3N4, C3N5, and g-CN, Ecoh is defined as follows:  

																																									𝐸-_G =
𝐸`_`ab − ∑𝑁c × 𝜇c

∑𝑁c	
 

(4-13) 

where Etotal is the total energy of B-doped C9N10, g-C9N10, g-C3N4, and g-C3N5. NZ and μZ are 

the numbers of atoms and the energy of an isolated atom for element Z species (Z = C, N, and 

B), respectively. I found that the Ecoh of g-C3N4, C3N5, and g-CN, which have been synthesized 

experimentally [11,12,46], were calculated to −6.03 and −5.78, and −6.11 eV per atom, 

respectively (Table 4.1). And the Ecoh of g-C9N10 is −6.11 eV per atom, which is more stable 

than g-C3N4 and C3N5 and has similar stability with g-CN. For doping structures, the stable 

order is BN1 (−6.11 eV per atom) ≈ BA (−6.11 eV per atom) > BC1(−6.08 eV per atom). Zhao 

et al. assumed a feasible synthetic method for g-C9N10, in which commercially available 

heptazine chloride (C6N7Cl3) and cyanuric chloride (C3N3Cl3) serve as precursors to react with 

Na via a simple solvothermal process, similar to the g-CN synthetic method [47]. Therefore, it 

proved that the existence and synthesis of g-C9N10 and three doping structures are highly 

possible. For AIMD simulation, when the temperature increases to 500 K, the structure remains 

well and no distortion (Figure 4.3). It proves that three B-doped C9N10 structures are all locally 

stable. Therefore, I assume three B-doped structures can be synthesized in the near future. 
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Table 4.1: The cohesive energies of g-C3N4, C3N5, g-CN, g-C9N10, BC1-doped g-C9N10, BN1-

doped g-C9N10 and BA-doped g-C9N10. 

 
Ecoh(eV/atom) 

g-C3N4 −6.03 

C3N5 −5.78 

g-CN −6.11 

g-C9N10 −6.11 

BC1-doped g-C9N10 −6.08 

BN1-doped g-C9N10 −6.11 

BA-doped g-C9N10 −6.11 

 

 

Figure 4.3: Variations of temperature and energy against time for ab initio molecular dynamics 

(AIMD) simulations of the BC1 (a), BN1 (b), and BA-doped g-C9N10 (c). The insets show top 

and side views of the snapshot of the atomic configuration. The simulation is run at 500 K for 

4.8 ps with a time step of 1.2 fs.  

4.3.2 N2 Adsorption and N2 Fixation  

Firstly, N2 adsorption is a prerequisite step in the whole N2RR, the premise of N2RR is 

that N2 needs to be chemisorbed on the surface. N2 can adsorb on the surface with two different 

configurations, i.e., side-on in which two N atoms interact with the surface and end-on in which 
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one nitrogen binds to the active site. For BC1, the N2 molecule is physisorbed at B site due to 

the large B–N distance (3.298 Å, Table 4.2). Therefore, BC1-doped g-C9N10 cannot be N2RR 

catalysts. For BN1 and BA-doped g-C9N10, the adsorption energies of N2 in side-on and end-on 

configurations are shown in Table 4.2. N2 adsorbed on BN1 only has an end-on configuration 

with an adsorption energy of −1.53 eV, while N2 adsorbed on BA has two different end-on and 

side-on configurations with Eads values of −1.48 eV and −0.91 eV, respectively. Moreover, 

the strong adsorption of N2 on the surface elongates the N≡N bond length from 1.108 Å in gas-

phase N2 to 1.127 Å (end-on configuration on BN1), 1.136 Å (end-on configuration on BA), and 

1.217 Å (side-on configuration on BA), respectively, indicating they can remarkedly activate 

the N≡N bond. However, in BA cases, I found that N2 is preferably adsorbed in the end-on 

configuration than the side-on one by a large energy difference of 0.57 eV and the transition 

from end-on to side-on N2 requires a barrier of 1.00 eV by CI-NEB [48,49] as shown in Figure 

4.4). Therefore, I only consider the N2RR via N2 adsorbed in the end-on configuration on BN1 

and BA cases. Electronic analysis of N2 adsorption on both cases will be discussed in following 

section. 

Table 4.2: The calculated bond length B–N and N–N, adsorption energies (Eads) of end-on N2 

on BN1 (BC1)-doped g-C9N10 and end-on N2 (side-on N2) on BA-doped g-C9N10, respectively. 

 Bond length 

(B–N) 

Bond length 

(N–N) 

Eads 

(N2/S) 

Eint 

(N2/S) 

Edef 

(N2) 

Edef 

(S) 

 Å Å eV eV eV eV 

N2 gas — 1.108 — — — — 

BC1 3.298 1.114 −0.05 — — — 
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BN1 1.468 1.127 −1.53 −1.91 0.01 0.40 

BA 1.429 

(1.558) 

1.136 

(1.217) 

−1.48 

(−0.91) 

−1.56 

— 

0.04 

— 

0.04 

— 

 

 

Figure 4.4: Free energy barrier diagram of N2 rotation process on BA-doped g-C9N10 (end on 

N2* → side on N2*).  

I investigated the five possible N2RR pathways [50-52] starting by end-on N2 adsorption, 

including alternating, distal, Mixed Ⅰ, Mixed Ⅱ, and Mixed Ⅲ pathways (Figure 4.5 (a)). For 

BN1-doped g-C9N10, the free energies of all intermediates were computed (Figure 4.5 (b), Figure 

B.1, and Table B.2). For all pathways, the first hydrogenation step is N2* → NNH* with 

endergonicity of 0.62 eV. As for the second step, the NNH* is hydrogenated by proton-electron 
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pairs (H+ + e–) to NHNH* with ∆G of −0.12 eV in alternating and Mixed Ⅲ pathways, while 

in the other three pathways, NNH* is hydrogenated to NH2N* with ∆G of −0.75 eV. In the 

distal pathway, the third step is the NH2N* → N* + NH3 with endergonicity of 0.37 eV. N* is 

hydrogenated by 2(H+ + e–) spontaneously to NH2*. Except for the second step, alternating and 

Mixed Ⅰ pathways have the same intermediates with all spontaneous steps. In Mixed Ⅱ and 

Mixed Ⅲ pathways, I found NH2NH* can be also hydrogenated to NH* with the release of one 

NH3 rather than NH2NH2* (alternating pathway and Mixed Ⅰ pathway). The rate-determining 

step on BN1 doped g-C9N10 is N2* → NNH* with ∆G of 0.62 eV and UL of −0.62 V in five 

pathways. Even though UL of the five pathways is the same, the Mixed Ⅰ pathway (N2* → 

NNH* → NH2N* → NH2NH* → NH2NH2* → NH2* → NH3*) is the most thermodynamically 

favorable pathway among the five paths because of the lowest free energy in each step (Figure 

4.5 (b)).  

Similarly, N2RR on BA-doped g-C9N10 preferably proceeds via the Mixed Ⅰ mechanism 

with the lowest free energy steps as shown in Figure 4.5 (c), Figure B.2, and Table B.3. The 

rate-determining step (RDS) of Mixed Ⅰ pathway is the final step (NH2* → NH3*) with 

endergonicity of 0.44 eV and UL of −0.44 V. I found that the RDS of N2RR on BA case (NH2* 

→ NH3*) is different from that on BN1 case (N2* → NNH*) due to stronger binding of NNH*. 

Compared with benchmark ΔGRDS of N2RR on Ru (0001) (1.08 eV) [53], the N2RR activity on 

BN1 and BA-doped g-C9N10 shows significant improvement. 
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Figure 4.5: (a) Schematic depiction of distal, alternating, enzymatic, and Mixed mechanisms 

for N2RR. (b) Free energy diagrams for optimal N2 reduction pathway on BN1-doped g-C9N10 

through Mixed Ⅰ mechanisms with the optimized structure of every intermediate. (c) Free 
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energy diagrams for optimal N2 reduction pathway on BA-doped g-C9N10 through enzymatic 

mechanism with the optimized structure of every intermediate. 

 

Figure 4.6: The relationship between applied potential (V) and free energy (eV) of H 

adsorption and N2 adsorption at B site on BN1-doped g-C9N10 (a) and BA-doped g-C9N10 (b). 

4.3.3 H Poisoning and Hydrogen Evolution Reaction  

H poisoning by blocking the active site and competing hydrogen evolution reaction (HER) 

will decrease the selectivity and the Faraday efficiency of N2RR significantly. Thus, 

suppressing H adsorption can be a reasonable way to increase N2RR selectivity and to improve 

the N2RR activity. ΔG of H* and N2* on B site as a function of applied potential are shown in 

Figure 4.6. For BN1-doped g-C9N10, under U = 0 V, the ΔG of H adsorption at the B site is 

−0.25 eV, which is more positive than that of N2*(−0.9 eV), and I found that the stable 

adsorption sites of H and N2 are different in the case of BN1 (Figure 4.7 (a)-(b)). As shown in 

Figure 4.6 (a), ΔG(*H) is still more positive than ΔG(*N2) until the applied potential is set to 

the UL for N2RR on BN1-doped g-C9N10. Furthermore, the UL of HER is −0.89 V in the N3 site 

(Figure 4.7 (a)) which is more negative than the UL of N2RR (−0.62 V). Both prove that BN1-

doped g-C9N10 has superior N2RR selectivity. For BA-doped g-C9N10, under U = 0 V, the 
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computed free energy of H adsorption on the B site is −1.95 eV (Figure 4.6 (b)), which is more 

negative than that of N2* adsorption (∆G = −0.85 eV), hence the H* adsorption at B site is 

more favorable than N2 adsorption when H+ and N2 present together, indicating the strong 

poisoning effect by H.  

 

Figure 4.7: The eight possible H adsorption sites on BN1-doped g-C9N10 (a) and BA-doped g-

C9N10 (c). The pink, blue, and gray balls denote boron, nitrogen, and carbon atoms, respectively. 

The Gibbs free energy profile of hydrogen evolution reaction (HER) of BN1-doped g-C9N10 (b) 

and BA-doped g-C9N10 (d). H adsorption on the N1 site of BA-doped g-C9N10 broke the structure, 

so it is not shown in HER diagram. 
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Figure 4.8: Band structure, HOCO and LUCO distributions of g-C9N10 (a); the band gap, 

PDOS, HOCO and LUCO distributions of BN1-doped g-C9N10 (b); the band gap, PDOS, HOCO 

and LUCO distributions of BA-doped g-C9N10 on spin up channel (c) and on spin down channel 

(d), orbitals plots come from individual Bloch states; The theoretical energy position of 

conduction band minimum (CBM) and valence band maximum (VBM) on BN1-doped g-C9N10 
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and BA-doped g-C9N10, respectively in vacuum (e); Absorption spectra of g-C9N10 and BN1-

doped g-C9N10 and BA-doped g-C9N10 (f). 

4.3.4 Photocatalytic Activity of BN1-doped g-C9N10 and BA-doped 

g-C9N10 

First, I analyze the electronic structure of BN1-doped g-C9N10 and BA-doped g-C9N10 via 

band structure, and projected density of state (PDOS) using HSE06 functional as implemented 

in the CASTEP package. As shown in Figure 4.8 (a), the computed band gap of g-C9N10 is 2.77 

eV, being consistent with previous work [15, 46, 54], and slightly smaller than that for g-C3N4 

(2.81 eV) [40] by HSE06 functional. The band gaps of BN1-doped g-C9N10 decrease to 2.28 eV 

(Figure 4.8 (b)), which is a suitable band gap for N2RR photocatalyst (the ideal band gap value 

is close to 2.0 eV [55]). For BA-doped g-C9N10, I obtain an indirect band gap of 1.44 eV, where 

the system has an unpaired electron at the second highest occupied crystal orbital (HOCO−1) 

in the spin up channel (Figure 4.8 (c)). Wave functions plot and PDOS indicate that the 

unpaired electron at HOCO−1 originates from an occupied 2py orbital of B atom in spin up 

channel. I found that the HSE06 functional stabilizes the localized state of B 2p as HOCO−1 

in the spin up channel whereas this state is shifted upward near the highest occupied crystal 

orbital (HOCO) state (Figure B.3 (b)) using GGA/PBE functional due to the self-interaction 

error [56]. In contrast, BN1-doped g-C9N10 exhibits no spin polarization due to stronger 

hybridization with neighbouring C atoms.  

Under light illumination of semiconductors, electrons are generated in the conduction 

band (CB) while holes are generated in the valence band (VB). The generated holes can oxidize 

water, and conduction band electrons will reduce nitrogen [57]. In principle, the photocatalytic 

activity for N2RR reactions is determined by the relative position of the N2/NH3 reduction 

potential (0.55 vs. NHE), H2O/O2 oxidation potential (1.23 vs. NHE), and the conduction and 
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valence band positions of the semiconductor [57]. To be specific, the CB minimum (CBM) of 

the semiconductor should be more negative than the reduction potential of N2/NH3, and the VB 

maximum (VBM) should be more positive than the H2O/O2 oxidation potential. In this work, 

the CBM and VBM relative to the normal hydrogen electrode potential (NHE) were calculated 

by the band gap center (BGC) calculations at the semiconductor/vacuum interface [58]. This 

assumes that the band edge positions of a material stay the same before and after contact with 

the solution. In the present work, we report the CBM and VBM of B-doped g-C9N10 under 

vacuum conditions. It should be noted that the presence of solution will change the positions 

of VBM and CBM and this will be investigated in my upcoming work. The potential of CBM 

(UCBM) and VBM (UVBM) relative to the NHE are calculated using the following equations [58-

59]: 

𝐸E65 =
(𝜀dEe +	𝜀5Ee)

2 − 𝜀da-ffg 
(4-14) 

𝐸dEe = 𝐸E65 −
1
2𝐸h (4-15) 

𝐸5Ee = 𝐸E65 +
1
2𝐸h (4-16) 

𝑈5Ee/dEe = −𝐸5Ee/dEe − 𝐸* (4-17) 

where 𝜀dEe/5Ee	is the Kohn-sham eigenvalue of the highest occupied/the lowest unoccupied 

state, 𝜀da-ffg is the vacuum level with defined as average electrostatic potential at center of 

vacuum region. Eg is the band gap by HSE06, Ee is the energy of free electrons on the hydrogen 

scale (ca. 4.5 eV [60]).  

As shown in Figure 4.8 (e), the CBM of BN1-doped g-C9N10 and BA-doped g-C9N10 are at 

−0.65 and −0.45 V, which are more negative than the N2/NH3 potential (0.55 V) and which 

are more negative than the calculated limiting potential of N2RR on BN1 (−0.62 V) and BA-

doped g-C9N10 (−0.44 V), it indicates that at UCBM, all elementary steps along the five pathways 

of N2RR on two photocatalysts are exothermic, denoting the spontaneous reduction reaction 
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under light irradiation [61,62]. On the other hand, the VBM of BN1-doped g-C9N10 is at 1.63 V 

which is more positive than the H2O/O2 potential (1.23 V), while the VBM of BA-doped g-

C9N10 is at 0.99 V which is below the H2O/O2 potential (1.23 V), indicating that BA-doped g-

C9N10 as photocatalyst for N2RR need a sacrificial agent to complete the whole reaction. 

However, BN1-doped g-C9N10 can be a photocatalyst for N2RR without a sacrificial agent.  

Finally, I explore the optical properties of BN1-doped g-C9N10 and BA-doped g-C9N10 by 

absorption spectra calculations. As shown in Figure 4.8 (f), the strong absorption peak of BN1-

doped g-C9N10 and BA-doped g-C9N10 red-shifts and has a large overlap with visible light 

(about 400-780 nm) compared with pure g-C9N10, indicating that introduction of B atom can 

increase the absorption light ability. Moreover, I also found that the separation of 

photogenerated e–/h+ pairs are also possible as shown in the spatial distribution of the HOCO 

and the lowest unoccupied crystal orbital (LUCO) of g-C9N10, BN1-doped g-C9N10 and BA-

doped g-C9N10 in Figure 4.8. The HOCO and LUCO of g-C9N10 are mostly located on the same 

C and N atoms. For BN1-doped g-C9N10 and BA-doped g-C9N10, HOCOs are mostly located at 

B atoms, while LUCOs are mostly located at C and N atoms, resulting in spatial separation of 

those states. Thus, I assume that BN1-doped g-C9N10 and BA-doped g-C9N10 have better ability 

to separate the photogenerated e–/h+ pairs. Together with the results that show BN1-doped g-

C9N10 has a good catalytic activity and selectivity towards N2RR in previous sections, I expect 

that BN1-doped g-C9N10 might be used as a photocatalyst for N2 fixation driven by Solar light. 

4.3.5 The N2 Activation and H Adsorption on BN1-doped g-C9N10 

and BA-doped g-C9N10 Surface: Influence of Chemical 

Environments on Adsorption Strength 

In the previous section, I found that the adsorption energy of end-on N2 on BN1-doped g-

C9N10 is almost the same as that on BA-doped g-C9N10 with the energy difference of 0.05 eV 
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(Table 4.2), while H adsorption energy of BN1-doped g-C9N10 is significantly weaker than that 

of BA-doped g-C9N10 by 1.7 eV. To shed light on the different behavior of H and N2 adsorption 

on BN1 and BA, I perform the bonding analysis by a combination of energy decomposition and 

electronic structure using the atomic orbital local density of states (AOLDOS) [63-65] of B 

atom on both clean surfaces, N2 adsorption on both surfaces and H adsorption on both surfaces; 

Projected density of states into crystal orbitals (PDOS) [63-65] and crystal orbital overlap 

population (COOP) [63-65] of adsorbed N2 on both surfaces. 

I begin with the bonding mechanism of N2 with B atoms of BN1 and BA. Energy 

decomposition analysis shown in Table 4.2 enables me to clarify the roles of chemical bonding 

between N2 and surface, N2 bond elongation, and surface deformation upon the adsorption via 

Eint, Edef(N2), and Edef(S), respectively. As shown in Table 4.2, adsorbed N2 has a stronger 

interaction with BN1 compared to that with BA due to more negative Eint (−1.91 vs. −1.56 eV). 

Moreover, Edef (N2) of BA-doped g-C9N10 is more positive than that of BN1-doped g-C9N10 (0.04 

eV vs. 0.01 eV) because of the more elongation of N2 bond length in BA case. However, the 

energy required to deform the BN1 surface upon the N2 adsorption is significantly higher than 

that to deform the BA case upon the N2 adsorption. The more positive energy to deform the BN1 

surface upon the N2 adsorption can be explained by the fact that the adsorbed N2 molecule 

causes stronger repulsive interaction with neighboring N atoms of BN1 due to the steric 

hindrance as shown in the smaller distance between N2 and neighboring N atoms (Figure 4.9 

(a) and (f)) compared with that of BA case (2.63 Å/2.65 Å vs. 2.89 Å/3.14 Å). Consequently, 

this deformation energy difference compensates for the stronger chemical interaction between 

N2 and surfaces, leading to similar adsorption energies of N2 in both cases. 

The chemical bonding of N2 with BN1 and BA is revealed by electronic structure analysis. 

Firstly, from AOLDOS in Figure 4.9 (b), the 2py orbital is unoccupied in BN1 as shown by the 

wave function of LUCO+2 in Figure 4.8 (b). In contrast, from AOLDOS in Figure 4.9 (g), the 
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2py orbital is singly occupied in BA as also shown by the wave function of HOCO−1 in Figure 

4.8 (c). In BN1, the 2pz orbital is partially occupied as shown in a localized AOLDOS peak at 

Ef − 2 eV, while the 2pz orbital is delocalized arising from hybridization with 2pz of N atoms 

shown by the wave function of HOCO in Figure 4.8 (c). N2 chemisorption on the surface arises 

from “s donation-p backdonation” process with B 2p orbitals. As shown in Figure 4.9 (c)-(e) 

and 4.9 (h)-(j), The s donation arises from hybridization between bonding orbitals (s) of N2 

and B unoccupied 2py orbital of both cases, and the backdonation arises from hybridization 

between the antibonding orbitals (p*) of N2 and occupied B 2pz orbital for both cases. Even 

though 2pz orbital of BA case is delocalized due to hybridization with 2pz of N atoms, the singly 

occupied 2py state would induce the hybridization of 2pz orbital and p* of N2 as shown in the 

resonance peak at Ef − 1 eV. Therefore, the indirect backdonation process between the 2pz 

orbital of B and p* of N2 in BA results in weaker interaction energy compared with the direct 

backdonation process between the 2pz orbital of B and p* of N2 in BN1.  

The chemical bonding of H with BN1 and BA is then investigated. As shown in Figure 4.10, 

the interaction between H and B atoms arises from the weak hybridization between 2py of B 

and s orbital of H as shown by a small resonance peak at Ef − 4.0 eV for BN1-doped g-C9N10 

(Figure 4.10 (b)). For BA-doped g-C9N10 (Figure 4.10 (d)), hybridization between 2py of B and 

s orbital of H becomes stronger as shown by resonance peak at Ef − 5.0 eV leading to the 

stronger H–B interaction. The 2py orbital of B is fully unoccupied in BN1 (as shown by the 

wave function of LUCO+2 in Figure 4.8 (b) and Figure 4.10 (a)), in contrast, it is half-filled 

with one unpair electron at the spin-up channel in the case of BA (as shown by wave function 

of HOCO–1 in Figure 4.8 (c) and Figure 4.10 (c)). Therefore, the hybridization between 2py of 
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B atom and 1s of H atom is facilitated in the case of BA, resulting in stronger H adsorption over 

N2 adsorption. 

Figure 4.9: (a) The structure of N2 adsorption on BN1-doped g-C9N10; (b)AOLDOS of B atom 

in BN1-doped g-C9N10, (c) AOLDOS of B atom in end on N2 adsorption on BN1-doped g-C9N10, 

(d) PDOS and (e) COOP of end on N2 on BN1-doped g-C9N10; (f) The structure of N2 adsorption 

on BA-doped g-C9N10; (g) AOLDOS of B atom in BA-doped g-C9N10 in spin up and spin down; 
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(h) AOLDOS of B atom in end on N2 adsorption on BA-doped g-C9N10; (i) PDOS and (j) COOP 

of end on N2 on BA-doped g-C9N10. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.10: (a) AOLDOS of B atom in BN1-doped g-C9N10, (b) AOLDOS of B atom in H 

adsorption on BN1-doped g-C9N10 in spin up and spin down; (c) AOLDOS of B atom in BA-

doped g-C9N10 in spin up and spin down, (d) AOLDOS of B atom in H adsorption on BA-doped 

g-C9N10. 

4.3.6 Comparison with Other Reported B-based Catalysts 

From previous sections, by using three screening aspects, i.e., N2 adsorption ability; UL 

of N2RR; and HER and H poisoning; I found that BN1-doped g-C9N10 exhibits good N2RR 

activity and selectivity due to lower UL of N2RR and weaker H adsorption over N2 adsorption. 
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However, NH3 poisoning may be a problem on some catalysts. In general, NH3* should be 

desorbed or hydronated to NH4+ in the solvent before the next N2 adsorption. I found that 

although BN1-doped g-C9N10 exhibits quite high N2RR catalytic activity and selectivity, the 

second NH3* desorption on BN1 or BA-doped g-C9N10 surface is difficult because of large free 

energies (Table B.2 and B.3). From my literature review for N2 fixation on B-based materials 

(Table 4.3), I found that NH3 poisoning is a common problem for N2 fixation on B-doped CN 

materials. It was found that the increase in the N2 adsorption strength results in an increase in 

the NH3 adsorption, thus reducing the NH3 desorption ability. It was also found that Boron 

nanosheet and B4C (110) also suffer from NH3 poisoning as shown in DFT calculation, 

however, experimental data shows these catalysts can have quite high N2 fixation ability [70-

71]. In addition, B-doped g-C3N4 faces a similar NH3 poisoning problem, but experimentally 

it was shown that it can be a good N2 fixation catalyst [72]. These observations indicated that 

we have not yet fully clarified the NH3* desorption process theoretically. It was proposed that 

by increasing the NH3 coverage, NH3 poisoning problem is mitigated, namely, the desorption 

energy of NH3* is decreased from 2.54 eV to 1.11 eV on the B nanosheet [70]. Note that, the 

desorption of NH3* is not an electron transfer process, and therefore it does not affect the 

limiting potential.  

Aside from NH3 poisoning, I would like to mention that the H poisoning of B-doped CN 

materials. From Table 4.3, it was found that most of B anchored CN catalysts have stronger H 

poisoning effect [66-68], while by changing the B-doped configuration to B replacement at N 

site, i.e., BN1-doped g-C9N10, can effectively inhibit the H poisoning.
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Table 4.3: Comparison of ΔG (N2*), ΔG (H*) and desorption free energy (ΔGdes) of NH3*on B site, UL, RDS step and program (functional) for 

our work with other reported B-based catalysts. 

System ΔG 

(N2*)/eV  

ΔG 

(H*)/eV 

ΔGdes 

(NH3*)/eV 

UL/V RDS step Program 

(Functional) 

Refs 

BN1-doped g-C9N10 −0.90 −0.25 2.79 eV −0.62 (mix I) N2* → NNH* STATE 

(GGA/PBE+D2) 

This 

work 

BA-doped g-C9N10 −0.85 −1.95 2.85 eV −0.44 (mix I) NH2* → NH3* STATE 

(GGA/PBE+D2) 

This 

work 

BA-doped g-C3N4  −0.76 — 1.80 eV −0.87 (distal) NH2* → NH3* VASP 

(GGA/PBE) 

[23] 

BA-doped g-C9N10 −0.95 −2.28 3.00 eV −0.38 (alternating) NH2* → NH3* VASP 

(GGA/PBE+D3) 

[46] 

BA-doped g-C3N4 −0.41 −0.64 — −0.89 (alternating) NH2* → NH3 VASP 

(GGA/PBE+D3) 

[66] 

B@N doped g-C3N4 0.06 −0.37 — −1.34 (alternating) N2* → NNH* VASP 

(GGA/PBE+D3) 

[66] 

BA-doped g-C6N6  −0.78 −2.54 

(Eads) 

2.20 eV −0.38 (alternating) N2* → NNH* VASP 

(GGA/PBE) 

[67] 

BA-doped g-C2N −0.99 −2.40 

(Eads) 

3.72 eV −0.80 (alternating) N2* → NNH* Dmol3 

(GGA/PBE+D2) 

[68] 

BA-doped C9N4 −0.73 −0.21 3.22 eV −0.72 (alternating) N2* → NNH* VASP 

(GGA/PBE+D3) 

[69] 

Boron Nanosheeta −0.66 0.23 2.54 eV −0.80 (distal) NH2* → NH3* VASP 

(GGA/PBE+D3) 

[70] 

B4C (110)a −0.41 — 1.73 eV −0.34 (alternating) NH2NH2* → NH2NH3* Dmol3 

(GGA/PBE+D2) 

[71] 

a This catalyst has been synthesized and proved that it can become a better N2 fixation catalyst by experiment. 
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4.4 Summary 

In summary, I have systematically investigated N2RR on B-doped C9N10 with three 

doping configurations, i.e., B substituted N (BN1), B substituted C (BC1), and B anchored (BA) 

on g-C9N10. The stability of different doping sites is evaluated and BN1 (BC1) is stable at N-

poor (rich) conditions. I found that N2 is chemisorbed on BN1 and BA sites by “s donation-p 

back donation” processes. The free energy calculations show that BN1 and BA-doped g-C9N10 

proceed via Mixed I mechanism starting from the stable end-on N2 with low limiting potentials 

of −0.62 V and −0.44 V, respectively. Importantly, H blocks active site in the case of BA-

doped g-C9N10, resulting in lower N2RR selectivity, while BN1-doped g-C9N10 can effectively 

prevent the H poisoning due to the weaker H adsorption relative to N2 adsorption, thus 

improving the N2RR activity and selectivity. Moreover, the electronic structure analysis 

showed that fully unoccupied 2py orbital of BN1 case effectively inhibits H adsorption, while 

singly occupied 2py of BA case causes stronger binging with H, resulting in H poisoning on BA 

sites. The band structures and absorption spectra indicate that introducing B atoms can decrease 

the band gap and enhance the light absorption ability in the visible range. I believe that our 

present work would motivate experimental work to prove and explore more carbon nitride 

materials for N2RR. Moreover, I also aware upcoming works should not only consider N2 

adsorption and fixation ability but also need to consider NH3 desorption ability. 
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Chapter 5 

DFT Investigation on Oxygen Reduction Reaction over 

Nitrogen (N) doped Graphdiyne as an Electrocatalyst: 

The Importance of Pre-adsorbed OH* and Solvation 

Effect  

5.1 Introduction 

Fuel cells are an innovative and efficient energy conversion technology that operates with 

electrochemical reactions. The uses of clean and renewable fuels such as hydrogen, methanol, 

and biomass reduce dependence on fossil fuels and associated environmental impacts [1-3]. 

The oxygen reduction reaction (ORR) is a key electrochemical reaction that takes place at the 

cathode of fuel cells [4]. Traditionally, platinum (Pt) and Pt-based materials have been widely 

used as electrocatalysts for ORR due to their excellent electrocatalytic activity, durability, and 

stability [5], however, the high cost and scarcity of Pt have led to significant research efforts 

to find alternative electrocatalysts that can perform as effectively as Pt-based materials while 

being more cost-effective and environmentally sustainable [4,6]. In 2009, Dai et al. reported 

that N-doped carbon nanotube arrays possessed high electrocatalytic activity for the ORR in 

alkaline media, even superior to Pt [7]. This finding led to an interesting field of metal-free 

carbon-based ORR electrocatalysts because of their advantages, including relatively abundant 

raw materials, economic feasibility, adjustable surface chemistry, easy processing, large 

specific surface area, high chemical stability, fast transfer kinetics, and a wide operating 
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temperature range [6]. Based on many findings [8-11], N doping is a particularly advantageous 

method to modify carbon materials for the energy conversion such as hydrogen evolution 

reaction (HER), oxygen evolution reaction (OER), ORR, nitrogen reduction reaction (N2RR), 

and carbon dioxide reduction reaction (CO2RR).  

Recently, a new-type carbon material named graphdiyne (GDY), a rising star of 2D 

carbon allotropes with one-atom thick planar layers, has achieved the coexistence of sp and sp2 

hybridized carbon atoms in a 2D planar structure [12-14]. GDY with unique chemical and 

physical properties has attracted more attention in energy conversion [15-17]. However, pure 

GDY has low ORR electrocatalytic activity, and structural modification including doping metal 

or nonmetal atoms is a good way to improve the activity. Gao et al. [18] reported Fe-doped 

GDY (Fe@GDY) had achieved a high catalytic activity towards ORR like or even better than 

the benchmark commercial Pt/C (20 wt%). Dai et al. [19] predicted that Ni@GDY and 

Pt@GDY catalysts possessed comparable electrocatalytic activity for ORR and OER in 

alkaline media by DFT. Li et al. [20] reported that N-doped GDY, especially sp-N doping 

shows much better ORR electrocatalytic performance than that of the commercial Pt-based 

catalyst in alkaline media and comparable activity in acidic media. On the other hand, Huang 

et al. [21] reported that pyridinic (Pyri)-NGDY is mainly produced by N doping and Pyri-

NDGY exhibits excellent ORR and OER catalytic activity. Despite experimental evidence 

demonstrating the excellent ORR electrocatalytic activity of N-doped GDY, the nature of the 

active sites and the dopants involved are still controversial. Recently, a few theoretical works 

of ORR on N-doped GDY with sp-N configurations were reported [22-24]. Li et al. [22] found 

that ORR proceeds on sp-N(II)GDY with the associative mechanism. The highest ORR 

electrocatalytic activity has a theoretical onset potential of 0.76 V with metastable adsorption 

of all ORR intermediates. Lee et al. [23] found that double N-doped GDY has better ORR 

activity. In the above works, it turns out that the metastable adsorption sites of ORR 
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intermediates govern the ORR performance. However, the role of the most stable adsorption 

sites in the ORR mechanism on N-doped GDY remains ambiguous. 

Density functional theory (DFT) calculation is a powerful tool to explore the ORR 

mechanism using the computational hydrogen electrode (CHE) model [25], however, to 

elucidate the ORR activity accurately, it is important to incorporate solvation effect. There are 

two approaches: (1) the explicit model and (2) the implicit model. The former approach 

involves adding water molecules around the reactant or above the surface to represent solvation 

effect [26-29], and the latter approach replaces the liquid environment with a polarizable 

continuous medium (PCM) [30-31]. Previous theoretical studies on metal-free catalysts mostly 

applied the implicit model, which tends to underestimate solvation effect during the ORR 

process. Boresch et al. [32] reported that PCM cannot describe any direct solvent effects and 

might be inaccurate for specific hydrogen bonds. Wang et al. [33] reported that the explicit 

model can give a correct estimation for the ORR overpotential on MnN4-graphene catalyst than 

the gas-phase model. Hansen et al. [34] investigated the solvation energy of ORR intermediates 

on N-doped graphene using explicit and implicit models, and they found including explicit 

H2O molecules is essential for a correct description of ORR intermediates adsorption energy 

on carbon materials, while continuum solvation models are unable to describe solvation energy 

correctly. 

In this work, I systemically investigated the ORR activity on sp-N1 and Pyri-N doped 

GDY with graphene (G) support. DFT calculations and ab initio molecular dynamics (AIMD) 

simulations were carried out to investigate the ORR mechanism as well as solvation effect for 

ORR in both cases. Free energy diagrams showed that the active sites of sp-N1 doped GDY 

surfaces are easily terminated by OH* and neighboring C sites of –COH–N moiety become 

real active sites for ORR to proceed with low overpotentials compared with Pyri-N. Moreover, 
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the explicit solvation model can give a more consistent overpotential (0.46 V) with 

experimental value (0.36 V) compared with that in vacuum conditions (0.72 V).  

5.2 Computational Details  

Most of DFT calculations were performed with the Simulation Tool for the Atom 

Technology (STATE) program package [35-38]. Ionic cores were described by using the 

ultrasoft pseudopotentials [39], and valence electron states were expanded by a plane wave 

basis set with the kinetic energy cutoffs of 36 and 400 Ry for wave functions and augmented 

charge density, respectively. A 2 × 4 × 1 Monkhorst-Pack k-point sampling was used for the 

N-doped GDY 2 × 1 × 1 supercell. The revised PBE (RPBE) functional [40] with the Grimme’s 

van der Waals (vdW) correction (D2) [41] was employed to describe the weak dispersion 

interactions between various intermediates and surfaces as well as to describe water-water 

interaction more accurately [29].  

Spin-polarized calculations were performed whenever triplet O2 is simulated. I considered 

the intersystem crossing (ISC) upon O2 adsorption on the substrate. The isolated O2 in the 

triplet state (3∑hj) as its ground electronic state, which is relatively unreactive due to its low 

energy. However, when O2 approaches surfaces such as carbon nanotubes and diamond (100) 

surface [42-43], it can undergo the intersystem crossing (ISC) to a more reactive singlet state 

(1∆g). In my calculations, the adsorbed O2 in 3∑hj was modeled by fixing the difference between 

the number of spin-up and spin-down electrons to two, while the adsorbed O2 in 1∆g was 

modeled by a spin-restricted calculation to obtain a closed-shell configuration, which was 

necessary to prevent spin contamination. Activation reaction barriers (Ea) were calculated 

using the climbing image nudge elastic band method (CI-NEB) [44-45]. 

According to the experimental condition [20], the overall reaction of O2 reduction to H2O 

on N-doped GDY in the alkaline condition is O2(g) + 2H2O(l) + 4e- → 4OH-. The ORR 
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mechanism is divided into dissociative mechanism and associative mechanism. For the 

dissociative mechanism, ORR proceeds with the following elementary steps [46-47]:  

 O2(g) + * → 2O* (5-1) 

 2O* + H2O(l) + e– → O* + OH* + OH–  (5-2) 

 O* + OH* + e– → O* + OH– (5-3) 

 O* + H2O(l) + e– → OH* + OH– (5-4) 

 OH* + e- → OH- + * (5-5) 

The ET-OHP associative mechanism proceeds as follows [46-47]: 
 
 O2(g) + H2O(l) + e- + * → OOH* + OH– (5-6) 

 OOH* + e- → O* + OH– (5-7) 

 O* + H2O(l) +	e- → OH* + OH– (5-4) 

 OH* + e- → OH– + * (5-5) 

The reaction Gibbs free energies (ΔG) of the reactions (5-1)-(5-7) can be expressed as: 

 ΔG1 = 𝜇!k∗ − 𝜇k! − 𝜇∗ (5-8) 

 ΔG2 = 𝜇k∗lk;∗ + 𝜇k;' − (𝜇!k∗ + 𝜇;!k(b) + 𝜇*') (5-9) 

 ΔG3 = 𝜇k∗ + 𝜇k;' − (𝜇k∗lk;∗ + 𝜇*') (5-10) 

 ΔG4 = 𝜇k;∗ + 𝜇k;' − (𝜇k∗ + 𝜇;!k(b) + 𝜇*') (5-11) 

 ΔG5 = 𝜇∗ + 𝜇k;' − (𝜇k;∗ + 𝜇*') (5-12) 

 ΔG6 = 𝜇kk;∗ + 𝜇k;' − (𝜇k!+𝜇∗ + 𝜇;!k(b) + 𝜇*') (5-13) 

 ΔG7 = 𝜇k∗ + 𝜇k;' − (𝜇kk;∗ + 𝜇*') (5-14) 

where μ denotes the (electro)chemical potential of the indicated species. These chemical 

potentials of the reaction intermediates can be obtained from [48]: 

 𝜇∗ = 𝐸∗ (5-15) 

 𝜇4∗ = 𝐸4∗ + 𝐻4∗ − T𝑆4∗ (5-16) 
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 𝜇;!k(b) = 𝐸;!k(b) + 𝐻;!k(b) − 𝑇𝑆;!k(b) 

														= 𝐸;!k(h) + 𝐻;!k(h) − 𝑇𝑆;!k(h) + 𝑅𝑇  ×  In }
𝑃
𝑃)
~ 

 

(5-17) 

 𝐻 = 𝐸*b*- + 𝐸cDF + ∫ 𝐶]𝑑𝑇
m
)                                                  (5-18) 

where 𝐸∗ and 𝐸4∗ are the (DFT) total energies of the clean surface (∗) and of surfaces with a 

single adsorbed species X, respectively. 𝐻4∗  and 𝑆4∗  are the corresponding enthalpies and 

entropies, respectively. T is the temperature (298.15 K).	𝐸;!k(h), 𝐻;!k(h), and 𝑆;!k(h) are the 

DFT total energy, enthalpy, and entropy of gas H2O, respectively. Enthalpies and entropies for 

gas phase molecules have been determined in the ideal gas limit [49], for adsorbates, the 

harmonic limit was used [50]. The chemical potential for H2O (g) is calculated at 0.035 bar [6] 

because this is the equilibrium pressure of H2O (l) at 298.15 K. R is gas constant, 𝑃) with 

= 1 bar, and P = 0.035 bar. For O2, the chemical potential is obtained from the experimental 

formation energy of O2 with respect to water, because DFT tends to underestimate the O2 

atomization energy. According to the thermodynamic energy (4.92 eV) released by the reaction 

of 2H2(g) + O2 (g) → 2H2O(l) can be written as [51]: 

 𝜇k!(h) = 2𝜇;!k(b) + 4.92 − 2𝜇;!(h) (5-19) 

For 𝜇k;'  and 𝜇*' , I only need the difference 𝜇k;' − 𝜇*' . To calculate this difference, I 

assume the equilibrium H2O (l) ↔ H+	+	OH−, which relates the chemical potentials as: 

 𝜇k;' + 𝜇;( = 𝜇;!k(b) (5-20) 

 

rewritten as： 

 𝜇k;' −	𝜇*' + 𝜇;( 	+	𝜇*' = 𝜇;!k(b) (5-21) 

 𝜇k;' −	𝜇*' = 𝜇;!k(b) − (𝜇;( 	+	𝜇*') (5-22) 

where, (𝜇;( 	+	𝜇*') can be calculated using the CHE approach (H+ +	e− ↔ ½H2(g)), so the 

chemical potential of 𝜇n( 	+	𝜇&' can be calculated using: 
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 𝜇n( 	+	𝜇*' 	= 1/2𝜇n! (5-23) 

I describe this equilibrium using the reversible hydrogen electrode (RHE) [52] as the reference 

electrode, which it equals the chemical potential of H+ +	e- to the chemical potential of 1/2H2 

at arbitrary pH (pH2 = 1 bar and T = 298.15 K), so 𝜇;( and 𝜇*' can be expressed as: 

 𝜇;( 	= 	𝜇;(
N;F (5-24) 

 𝜇*' = 	𝜇*'N;F − e𝑈N;F (5-25) 

where 𝑈N;F is the potential of the electrode relative to the RHE. 

Combining equations (5-23)-(5-25), the equilibrium can be expressed as: 

 𝜇;( 	+	𝜇*' 	= 	𝜇;(
N;F + 𝜇*'N;F − e𝑈N;F = 1/2𝜇;! − e𝑈N;F (5-26) 

Substituting the equation (5-26) into equation (5-22) to obtain the following equation:  

 𝜇k;' −	𝜇*' = 𝜇;!k(b) − (1/2𝜇;! − 	e𝑈N;F) (5-27) 

Using equation (5-27) to replace the term (𝜇k;' 	− 𝜇*')	in equations, I finally get the reaction 

Gibbs free energies: 

 ΔG1 = 𝜇!k∗ − 2𝜇;!k(b) − 4.92 + 2𝜇;! − 𝐸∗ (5-28) 

 ΔG2 = 𝜇k∗lk;∗ − 𝜇!k∗ − 1/2𝜇;! + e𝑈N;F (5-29) 

 ΔG3 = 𝜇k∗ − 𝜇k∗lk;∗ + 𝜇;!k(b) − 1/2𝜇;! + e𝑈N;F (5-30) 

 ΔG4 = 𝜇k;∗ − 𝜇k∗ − 1/2𝜇;! + e𝑈N;F (5-31) 

 ΔG5 = 𝜇∗ − 𝜇k;∗ + 𝜇;!k(b) − 1/2𝜇;! + e𝑈N;F  (5-32) 

 ΔG6 = 𝜇kk;∗	−	𝐸∗ − 2𝜇;!k(b) − 4.92 + 3/2𝜇;! +e𝑈N;F (5-33) 

 ΔG7 = 𝜇k∗ − 𝜇kk;∗ + 𝜇;!k(b) − 1/2𝜇;! + e𝑈N;F	  (5-34) 

The overpotential is given by: 

 𝜂 = >
*
ΔG#o' + 1.23 (5-35) 
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In this work, I also consider solvation energy ∆Sol(X*) defined by the energy difference 

between the ΔE of 2O*, O*+OH*, OOH, O*, and *OH on the surface with and without water 

and the equation as follow:  

 ∆Sol(X*) = ∆𝐸4∗lg;!k∗ − ∆𝐸4∗ (5-36) 

where ∆𝐸4∗lgn![ and ∆𝐸4∗ are the adsorption energies change of each intermediate on surface 

with and without water, defined as follows [53]:  

∆𝐸!k∗lg;!k∗ = 𝐸!k∗lg;!k∗ − 𝐸∗ 	− m∆𝐸p;!k∗ −	m𝐸;!k(h) − [2𝐸;!k(h) −	2𝐸;!] (5-37) 

∆𝐸!∗#!$∗#%$!!∗ 	= 𝐸!∗#!$∗#%$!!∗ − 𝐸∗ − m∆𝐸&$!!∗ 	−	m𝐸$!!(() − [2𝐸$!!(() − 3/2𝐸$!] (5-38) 

∆𝐸kk;∗lg;!k∗ 	= 𝐸kk;∗lg;!k∗ − 𝐸∗ 	− m∆𝐸p;!k∗ 	−	m𝐸;!k(h) − [2𝐸;!k(h) − 3/2𝐸;!] (5-39) 

∆𝐸k∗lg;!k∗ = 𝐸k∗lg;!k∗ − 𝐸∗ − m∆𝐸p;!k∗ 	−	m𝐸;!k(h) − [𝐸;!k(h) − 𝐸;!] (5-40) 

∆𝐸k;∗lg;!k∗ = 𝐸k;∗lg;!k∗ − 𝐸∗ − m∆𝐸p;!k∗ 	−	m𝐸;!k(h) − [𝐸;!k(h) − 1/2𝐸;!] (5-41) 

 ∆𝐸!k∗ = 𝐸!k∗ − 𝐸∗ 	− [2𝐸;!k(h) − 2𝐸;!]   (5-42) 

 ∆𝐸k∗lk;∗ 	= 𝐸k∗lk;∗ − 𝐸∗ 	− [2𝐸;!k(h) − 3/2𝐸;!] (5-43) 

 ∆𝐸kk;∗ = 𝐸kk;∗ − 𝐸∗ 	− [2𝐸;!k(h) − 3/2𝐸;!] (5-44) 

 ∆𝐸k∗ = 𝐸k∗ − 𝐸∗ 	− [𝐸;!k(h) − 𝐸n!] (5-45) 

 ∆𝐸k;∗ = 𝐸k;∗ − 𝐸∗ 	− [𝐸;!k(h) − 1/2𝐸n!] (5-46) 

where 𝐸!k∗lg;!k∗, 𝐸k∗lk;∗lg;!k∗, Ekk;∗lg;!k∗, 𝐸k∗lg;!k∗, 𝐸k;∗lg;!k∗, 𝐸!k∗, 𝐸k∗lk;∗, 

𝐸kk;∗, 𝐸k∗, and 𝐸k;∗ are total energy of 2O*, O*+OH*, OOH, O*, and *OH on surface with 

and without water, respectively. n is the number of water molecules in water layer, m = n−1, 

∆𝐸p;!k∗ is [53]: 

 ∆𝐸p;!k∗ = (𝐸p;!k∗ − 𝐸∗ − n𝐸;!k(h))/n (5-47) 

 

Finally, the adsorption free energy of each ORR intermediates including solvation effect was 

defined as: 
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 ΔGads (X*) = ∆𝐸4∗ + (Δ𝐻4∗ − 𝑇ΔS4∗) − ne𝑈N;F +ΔSol(X*)  (5-48) 

where∆𝐸4∗, Δ𝐻4∗, and ΔS4∗ are the adsorption energies change, enthalpies, and entropies of 

each intermediate on surface in vacuum condition, respectively. T is the temperature 

(298.15 K). ne is the number of electrons transferred, ne is the number of electrons transferred, 

the number of electrons transferred in 2O*, O*+OH*, OOH*, O* and OH* are 4e–, 3e–, 3e–, 

2e–, and 1e–, respectively.  

To elucidate the effect of solvents on the ORR mechanism, I calculated the ab inito 

molecular dynamics (AIMD) [54] employing the “effective screening medium” method [55] 

by using STATE. Representative of the configurational simulation cells is shown in Scheme 

5.1. A semi-infinite continuum with an infinite dielectric constant, i.e., a classical conductor, 

was located beyond Z = Z1, while another region was characterized by the dielectric constant 

of unity, i.e., the vacuum medium. The neutral charge is introduced in this work. An artificial 

boundary (Z2 = 9.3 Å) was placed above the surface and water molecules, restricting their 

movement, and maintaining the density at ∼1 g·cm–3. In Scheme 5.1, Z3<Z<Z2 region is the 

contact region of water with vacuum, Z4<Z<Z3 is the “bulk” water region where it corresponds 

to regions ∼1 g·cm–3 of the experimental bulk water density, and Z5<Z<Z4 is water contact 

region with the surface. The AIMD simulations were sampled by the canonical (NVT) 

ensemble employing Nose-Hoover thermostats with a time step of 1.0 fs at a finite temperature 

of 400 K. I chose 400K which is higher than the experiment condition (~300K), this is due to 

overestimation of the melting point of ice predicted by DFT [56]. Moreover, higher 

temperature also helps us explore more local minimum structures of water/NGDY interfaces. 

Upon these systems, I performed 18 ps long AIMD simulations with the last 15 ps used for 

analysis. Then, we chose the five snapshots with the most hydrogen bond (H bond) networks 

in the contact region with the surface (Z5<Z<Z4) at the last 15 ps. Finally, I replace one water 
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that is near the active site to the ORR intermediate and use equation (5-35)-(5-45) to get the 

average solvation energy (ΔSol) of each ORR intermediate. 

 
 
 

 

 

 

 

 

 

 

 

 

Scheme 5.1: Computational set-up of the simulation (e.g., one snapshot of sp-N1GDY/G). Red, 

white, gray, pink and blue balls are O atoms, H atoms, C atoms in N-doped GDY, C atoms in 

G, and N atoms, respectively. 

5.3 Results and Discussions 

5.3.1 Atomic and Electronic Structures of N-doped GDY Catalysts 

Based on the experimental results [20-21], I constructed the two types of N-doped GDY 

(NGDY), namely sp-NGDY and Pyri-NGDY. As shown in Figure 5.1, the carbon atom in 

diacetylene linkage (sp hybridized C) is replaced by N to generate two types of sp-N (Figure 

5.1(b)-(c)), i.e., sp-N1GDY, sp-N2GDY. Pyri-NGDY is the sp2 hybridized N atom bonded 

with two sp2 hybridized carbon (C) neighbors in the carbon ring and with H-terminated C atoms 
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(Figure 5.1 (d)). In experiment [20], N-doped GDY has been supported onto glassy carbon, 

herein to simply the model, graphene (G) is applied as a support underneath the N-doped GDY. 

The optimized lattice constants of the N-doped GDY (9.46 Å), and graphene (2.46 Å) unit cells 

were obtained consistently with the previous results [57-58]. Considering the lattice matching 

between the two components, the p(8 × 4) supercell of G and the p(2 × 1) supercell of N-doped 

GDY are employed to create the interface model (Figure 5.1 (e)-(g)) with applying mixed 

tensile/compressive strain (4%) to the graphene phase, resulting in the corrugated graphene. 

The calculated minimum distances between sp-NGDY or Pyri-NGDY, and the top of graphene 

are 2.27 and 2.17 Å, which are close to those of other heterostructures [59]. The band gap (Eg) 

of the isolated G, NGDY in three N configurations (sp-N1, sp-N2, Pyri-N) and their interface 

models (sp-N1GDY/G, sp-N2GDY/G, and pyri-NGDY/G) were calculated by the PBE [60] 

and HSE06 functional [61-62] using VASP code [63-64] as shown in Table C.1. I find that 

Pyri-NGDY is a semiconductor with a band gap of 0.60 eV by PBE and 0.97 eV by HSE06, 

while sp-N1GDY and sp-N2GDY are metallic as predicted by both functionals. After 

introducing the G substrate as the support, all sp-N1GDY, sp-N2GDY, and Pyri-NGDY have 

metallicity. 
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Figure 5.1: (a) Schematic representation of different types of N doping configurations (sp-N1, 

sp-N2, and Pyri-N) in GDY. Optimized structure of sp-N1GDY (b), sp-N2GDY(c), Pyri-

NGDY (d), sp-N1GDY/G (e), sp-N2GDY/G (f) and pyri-NGDY/G (g). Red, white, gray, pink 

and blue are O atoms, H atoms, C atoms in N-doped GDY, C atoms in G, and N atoms, 

respectively. 

To explore the charge transfer of three N-doped GDY/G interfaces, I calculated the 

projected density of states (PDOS) (Figure 5.2), charge density difference (CDD), and Bader 

charge of three cases (Figure C.1). The PDOS results showed that after the introduction of G, 

the Dirac point of G in sp-N1GDY/G, sp-N2GDY/G, and Pyri-NGDY/G is upshifted above 

the Fermi level, on the other hand, the C 2p of sp-N1GDY, sp-N2GDY, and Pyri-NGDY in sp-

N1GDY/G, sp-N2GDY/G and Pyri-NGDY/G are downshifted below the Fermi level. The C 
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p-band centers in three N-doped GDY are shifted to a lower energy region upon the 

introduction of G (Figure 5.2). The above results indicated that the use of G can increase the 

conductivity of N-doped GDY and induce the charge transfer from G to N-doped GDY. The 

CDD (Figure C.1) results also reveal that the charge densities are redistributed by forming 

electron-rich and hole-rich regions within the three N-doped GDY/G interfaces. The charge 

depletion occurs on the G surfaces, resulting in hole-rich sites. However, strong charge 

accumulation occurs on the three N-doped GDY surfaces, forming electron-rich sites. 

Therefore, the electrons are mainly transferred from G to the three N-doped GDY surfaces. To 

confirm this, the Bader charge analysis (Figure C.1) and work function change (Table C.2) are 

also conducted. From the Bader charge analysis, 0.11 e− are transferred from the G substrate 

to sp-N1GDY or sp-N2GDY, and 0.13 e− are transferred from the G substrate to Pyri-NGDY. 

As shown in Table C.2, the work functions of planar G (4.20 eV) and corrugated G (4.10 eV) 

are smaller than the work functions of pure GDY (5.10 eV), sp-NGDY (4.53 eV) and Pyri-

NGDY (4.93 eV), which is the fundamental cause for charge transfer from G to GDY and 

NGDY. 
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Figure 5.2: (a) The projected density of states (PDOS) on atomic orbitals of sp-N1GDY, G, 

and sp-N1GDY/G; (b) PDOS of sp-N2GDY, G and sp-N2GDY/G; (c) Pyri-NGDY, G and 

Pyri-NGDY/G. The C p energy window of integration is [-10.00 0.00]. 
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5.3.2 The ORR Mechanism and Free Energy Analysis on sp-

N1GDY/G, sp-N2GDY/G, and Pyri-NGDY/G in Vacuum 

Conditions 

ORR mechanisms on clean surface. O2 adsorption and dissociation are two important 

steps that govern the ORR pathway. Thus, I first evaluate O2 adsorption and dissociation on N 

doped GDY models. I investigate all possible adsorption sites (C1-C5) of single O2 on sp-

N1GDY/G, sp-N2GDY/G, Pyri-NGDY/G in two different geometries, namely end-on and 

side-on (Figure C.2). I find that O2 preferably adsorbs on top sites of the C atoms near the N 

dopants with different strengths between sp-N and Pyri-N configurations. O2 is chemisorbed 

at the C3C4 site (Table 5.1 and Figure C.2 (b)) and the C2C4 site (Table C.3 and Figure C.2 

(c)) on sp-N1GDY/G and sp-N2GDY/G, respectively. In contrast, O2 is physisorbed on Pyri-

NGDY/G (Table 5.1 and Figure C.2 (e)).  

Table 5.1: The adsorption energy of O2 and OOH, and the activation energy (Ea) of O2 

dissociation and O2 protonation to OOH on sp-N1GDY/G, sp-N1GDY(OH)/G and Pyri-

NGDY/G. 

Structure ∆Eads(O2) 
eV 

∆Eads(OOH) 
eV 

Ea 
eV 

O2 dissociation O2 protonation 
O2 → O2*→ 2O* O2 → 2O* O2 → 2O*  

with one H2O O2 +H2O → OOH*+OH* 

sp-N1GDY/G −0.60 — 0.25 0.22 0.09 0.88 
sp-N1GDY(OH)/G −0.15 −1.23 — 1.86 1.64 1.40 
Pyri-NGDY/G −0.10 −0.93 — 1.52 1.35 1.17 

 

Next, I examine the reaction barriers for an O2 dissociation to 2O* and O2 protonation to 

OOH* using the CI-NEB method with the consideration of the ISC. I consider two probable 

pathways on O2 dissociation cases, namely (1) gas-phase O2 adsorption on the surface followed 

by O2* dissociation to 2O* (O2 → O2* → 2O*); (2) direct dissociative adsorption of gas-phase 
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O2 to 2O* (O2 → 2O*). Both the triplet and singlet potential energy surfaces (PES) are shown 

in Figure C.3. For all reaction processes, O2 starts with a triplet state, reaches to ISC state, and 

changes to a singlet state. The activation reaction energies (Ea) of O2 dissociation and 

protonation on the three N-doped GDY/G are shown in Table 5.1 and Figure C.3. I find that 

on two sp-NGDY/G systems (sp-N1GDY/G and sp-N2GDY/G), the direct O2 → 2O* path is 

kinetically the most preferable with relatively low Ea (∼0.22 eV on sp-N1GDY/G and ∼0.08 

eV on sp-N2GDY/G). Moreover, water induces the O2 dissociation by lowering the activation 

barrier by ∼0.2 eV on all substrates due to the H bond effect between water and O2 [65-66]. In 

contrast, the O2 protonation to OOH* exhibits higher activation energy (∼0.88 eV on sp-

N1GDY/G and ∼1.41 eV on sp-N2GDY/G) compared with that of O2 dissociation. 

Consequently, I assume the ORR mechanism on sp-N doped catalysts will follow the 

dissociative mechanism (O2 → 2O*→ O*+OH* → O* → OH* → H2O). On the Pyri-

NGDY/G surface, the O–O bond of O2 does not activate upon the adsorption due to its 

physisorption state. From Table 5.1, protonation to OOH* has lower activation energy than its 

dissociation with one water (1.17 eV vs. 1.35 eV), however, this protonation barrier (1.17 eV) 

is still rather high, thus protonation process is kinetically unfavorable due to physisorption O2. 

It is noted that even though O2 is weakly adsorbed and the activation barrier for the direct 

protonation of the adsorbed O2 is high, ORR can still proceed with high activities on carbon 

materials via different reaction pathway, namely, a process of long-range electron-transfer (ET) 

to nonadsorbed O2 in the outer Helmholtz plane (ET-OHP) [67-68]. Choi et al. [68] recently 

revealed that the first proton-coupled electron transfer (PCET) step (O2(aq) + (H+ + e–) → 

•OOH (aq)) can occur via the ET-OHP, where O2 directly form •OOH (aq). Then •OOH (aq) 

subsequently adsorbs on the catalytic site as OOH* (i.e., ET-OHP mechanism). This well 

explains the problem of not finding suitable sites for O2 binding on N-doped graphene and 

shows that the O2 chemisorption is not essential for ORR occurring on carbon-based catalysts. 
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I find that O2 could not chemisorb and the O2 protonation barrier (1.17 eV) is high on Pyri-

NGDY/G. But OOH* can chemisorb on the surface with an ∆Eads of −0.93 eV (Table 5.1). 

Therefore, I assume the ORR on Pyri-NGDY/G follows the ET-OHP associative mechanism 

(O2 → OOH* → O* → OH* → OH–). 

Next, the reaction and adsorption Gibbs free energies of ORR intermediates on three N-

doped models, ie., sp-N1GDY/G, sp-N2GDY/G, and Pyri-NGDY/G were calculated and 

shown in Figure 5.3, Figure C.4 and Table C.4-C.6 for all considered systems. I find that ORR 

proceeds with rather high 𝜂 on three substrates. For Pyri-NGDY/G (Figure 5.3 (e)), the 𝜂 is 

1.01 V, and the potential-determining step (PDS) is the O2 → OOH*(∆G6). And high 𝜂 of ORR 

on sp-N1GDY/G (Figure 5.3 (a)) and sp-N2GDY/G (Figure S5.4 (a)) arises from the strong 

interactions of ORR intermediates with substrate. The PDS for ORR on N doped catalyst in 

sp-N configurations is found to be the last step OH* → OH– (∆G5). The third ORR steps 

(O*+OH* → O*) are exergonic and become endergonic upon applying a potential of 1.23 V. 

The last steps (OH*→ OH–) are endergonic reactions even at URHE = 0 V (0.13 eV on sp-

N1GDY/G and 0.38 eV on sp-N2GDY/G), showing that OH* has strong binding energy with 

the surface and hard to further hydrogenation. As a result, the first ORR could not be completed 

and some ORR intermediates like O* or OH* remain adsorbed on sp-NGDY/G. 
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Figure 5.3: (a) Free energy diagram and structures of each ORR intermediate on sp-N1GDY/G 

and (b) free energy of each ORR intermediate versus electrode potential (vs. RHE) on sp-

N1GDY/G. (c) Free energy diagram and structures of each ORR on sp-N1GDY(OH)/G and (d) 

free energy of each ORR intermediate versus electrode potential (vs. RHE) on sp-

N1GDY(OH)/G. (e) Free energy diagram and structures of each ORR intermediate on Pyri-
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NGDY/G and (f) free energy of each ORR intermediate versus electrode potential (vs. RHE) 

on Pyri-NGDY/G. The purple circles are representing the lowest lines crossed at different 

potentials. Pristine in (b), (d) and (f) represents sp-N1GDY/G, sp-N1GDY(OH), and Pyri-

NGDY/G, respectively. Red, white, gray, pink, and blue balls are O atoms, H atoms, C atoms 

in N-doped GDY, C atoms in G, and N atoms, respectively. URHE is the potential of the 

electrode relative to the RHE.  

To confirm this, the adsorption Gibbs free energy of each ORR intermediate as a function 

of the URHE is evaluated. From Figure 5.3 (b), sp-N1GDY/G is terminated by OH* at 0 V < 

URHE < 0.86 V, by O* at 0.86 V < URHE < 0.88 V, by O*+OH* at 0.88 V < URHE < 1.07 V, and 

by 2O* at 1.07 V < URHE < 1.23 V. Similarly, for sp-N2GDY/G (Figure S5.6(b)), sp-N2GDY/G 

is terminated by OH* at 0 V< URHE < 0.49 V, by O* at 0.49 V < URHE < 0.73 V, and by 2O*at 

0.73 V < URHE < 1.23 V. In contrast, on the Pyri-NGDY/G surface, the most stable structure 

will be Pyri-NGDY/G pristine surface under 0 V < URHE <1.11 V (Figure 5.3 (f)). It should be 

noted that in this work, I only consider single ORR intermediates as a function of potential, the 

coverage [69] of ORR intermediates may or may not affect the results, this subject will be 

investigated in the next project. 

Consequently, upon applying a limiting potential of 0.22 V, the complete ORR process 

occurs on Pyri-NGDY/G, and ORR species will never be terminated on the surface. In contrast, 

OH* will be terminated on sp-N1GDY/G and sp-N2GDY/G surfaces without any potential 

applied (sp-N1GDY(OH)/G and sp-N2GDY/G hereafter). Therefore, I explore the ORR 

mechanism on sp-N1GDY(OH)/G and sp-N2GDY(OH)/G in the next subsection. 

ORR mechanisms on OH pre-adsorbed surface. I find that the strengths of O2 

adsorption are decreased upon the adsorptions on sp-N1GDY(OH)/G and sp-N2GDY(OH)/G 

compared with that on clean surfaces. As shown in Table 5.1 and Table C.3, the vdW 

attractions dominate the interaction between O2 and sp-N1GDY(OH)/G, resulting the ∆Eads of 
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O2 and distance between O2 and sp-N1GDY(OH)/G is −0.15 eV and 3.0 Å, respectively. While, 

on sp-N2GDY(OH)/G, O2 is weakly chemisorbed with ∆Eads of −0.58 eV and adsorption 

distance of 1.426 Å. Then, the Ea of the O2 dissociation and protonation on sp-N1GDY(OH)/G 

and sp-N2GDY(OH)/G using the CI-NEB method was shown in Table 5.1 and Figure C.5. I 

obtain a high activation energy of O2 dissociation and protonation of 1.40 eV on sp-

N1GDY(OH)/G, thus the ET-OHP associative mechanism is assigned for ORR on this surface. 

On the other hand, for sp-N2GDY(OH)/G, O2 dissociation is more favorable than O2 

protonation, thus I assume ORR will proceed based on the dissociative mechanism. 

The free energy diagram, reaction, and adsorption Gibbs free energy of ORR 

intermediates on sp-N1GDY(OH)/G and sp-N2GDY(OH)/G was shown in Figure 5.3(c), 

Figure C.4 (c), and Table C.4-C.6. For sp-N1GDY(OH)/G, the stability of three ORR 

intermediates, i.e., OOH*, O*, and OH* are estimated. I find that all ORR intermediates 

preferably adsorb on top sites of the neighboring C atom of the –COH–N moiety. The 

interactions between sp-N1GDY(OH) and intermediates become weak after involving OH* 

pre-adsorbed. The ΔGOH* of sp-N1GDY(OH)/G is 1.15 eV larger than that of sp-N1GDY/G 

(−0.13 eV), indicating that pre-adsorbed OH* is improving rather than poisoning. Moreover, 

the PDS is O2 → OOH* with a limiting potential of 0.51 eV and 𝜂 of 0.72 V (Table 5.2). In 

Figure 5.3(b) and Figure 5.3(d), I also can prove that under URHE =	0.51 V, sp-N1GDY(OH) 

is the most stable structure. For sp-N2GDY(OH)/G, we found 2O* → O*+OH* is a strongly 

endergonic reaction with ΔG2 of 1.06 eV (Figure C.4 (c) and Table C.5), which will cause 

possible active sites poisoned by 2O*. Therefore, sp-N2GDY/G cannot be an ORR 

electrocatalyst. 

In vacuum conditions, I identify that sp-N1GDY(OH)/G can create a conceivable active 

site for ORR with low overpotential. The clean sp-N1GDY/G surfaces are easily terminated 
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by OH* intermediate and the neighboring C site of –COH–N moiety of sp-N1GDY(OH)/G is 

the real active sites for ORR to proceed with low 𝜂 compared with Pyri-NGDY/G. 

Electronic structure of active site relates to O2 activation. In general, the 

interactions between C 2p of active sites and O2 p* orbitals govern the adsorption strength of 

O2 and the elongation of O2 upon adsorption on substrate. Hybridizations between C 2p and 

O2 p* orbitals facilitate the back donation to p* orbitals, thus increasing the occupations of this 

orbitals upon adsorption (Figure C.6). As the results, the PDOS of C 2p near Fermi level is 

quite important to determine O2 adsorption and O2 dissociation barrier. 

I plotted the PDOS of C 2p of the active site in sp-N1GDY/G, sp-N2GDY/G, sp-

N1GDY(OH)/G, sp-N2GDY(OH)/G, and Pyri-NGDY/G. In Figure 5.4 (a), at the Fermi level, 

there is almost no partially occupied state of C 2p in sp-N1GDY(OH)/G and Pyri-NGDY/G, 

while for sp-N1GDY/G, sp-N2GDY/G, and sp-N2GDY(OH)/G, there exists partially occupied 

state of C 2p. In Figure 5.4 (b), I also find there is linear relationship between PDOS height 

value at the Fermi level and adsorption energy of O2. The results can also prove that the 

presence of partially occupied state of C 2p of active site can induce the O2 adsorption. 

Therefore, upon adsorption of O2, there is almost no hybridization in sp-N1GDY(OH)/G and 

Pyri-NGDY/G, thus the adsorption energies are weak (−0.15 eV and −0.10 eV) and O2 

dissociation barrier is high (1.86 eV and 1.52 eV). On the other hand, O2 has strong 

hybridizations with C on sp-N1GDY/G, sp-N2GDY/G and sp-N2GDY(OH)/G due to the 

presence of partially occupied state. The adsorption energy (−0.6 eV, −1.37 eV and −0.58 eV) 

and NEB barrier (0.22 eV, 0.08 eV and 0.81 eV) results show that O2 is chemisorbed and easy 

to dissociate on sp-N1GDY/G, sp-N2GDY/G, and sp-N2GDY(OH)/G, respectively. 
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Figure 5.4: (a) PDOS of C 2p of active site in sp-N1GDY/G, sp-N1GDY(OH)/G, sp-

N2GDY/G, sp-N2GDY(OH)/G, and Pyri-NGDY/G. (b)The relationship between PDOS height 

value at Fermi level and adsorption energy of O2. 
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Table 5.2: The overpotential (η) and potential-determining step (PDS) of ORR on sp-

N1GDY(OH), sp-N1GDY(OH)/G, Pyri-NGDY, and Pyri-NGDY/G with/without water using 

RPBE+D2 and PBE+D2, respectively. 

 RPBE+D2 PBE+D2 
 𝜂 PDS 𝜂 PDS 

sp-N1GDY(OH) 0.75 O2 → OOH* — — 
sp-N1GDY(OH)/G 0.72 O2 → OOH* 0.54 O2 → OOH* 

sp-N1GDY(OH)/G with water 0.46 O2 → OOH* 0.54 OH* → OH- 
Pyri-NDGY 1.17 O2 → OOH* — — 

Pyri-NDGY/G 1.01 O2 → OOH* 0.89 O2 → OOH* 
Pyri-NDGY/G with water 0.75 O2 → OOH* 0.65 O* → OH* 

experiment [20]  𝜂 =0.36   

5.3.3 The ORR Mechanism and Free Energy Analysis on sp-

N1GDY/G and Pyri-NGDY/G in Water Conditions 

Experimentally, electrochemical reactions occur at solid/liquid interfaces, thus it is 

necessary to incorporate solvation effects in an explicit water environment when investigating 

the ORR using the CHE model. The solvation energy of the ORR intermediate can estimate 

from the AIMD simulation of the adsorbed systems with water solvents explicitly. However, 

this approach requires a huge computational cost. To this end, I first simulate the interfaces of 

NGDY’s, namely sp-N1GDY/G and Pyri-NGDY/G with water to elucidate the H bond 

networks. Next, I only keep the water configurations in the contact region with the surface of 

the five most stable AIMD snapshots of clean systems and replace one nearest water molecule 

above the active site by each ORR intermediate to construct the H bond networks of ORR 

intermediate and water. The ΔSol of each ORR intermediate is then elucidated from an average 

of five AIMD snapshots. Moreover, I also construct an H bond networks by the ice-like bilayer 

model.  

To distinguish the water region, the average density profiles of H2O (ρ) as a function 

of Z position on the sp-N1GDY/G (Figure 5.5 (a)) and Pyri-NGDY/G (Figure 5.5 (b)) are 

shown in Figure 5.5. In both cases, the first sharply density peak of ρ is located at c.a. −3 Å 
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(surface is located at c.a. −6 Å) and extends up to -1 Å. Therefore, the region with −6.0 Å < 

Z <−1.0 Å is defined as the contact region between N-doped GDY and water solvents. The 

water density of the contact region is estimated to be around 1.4 g·cm–3, which is similar to 

that of the water/graphene interface surfaces [70]. Within the region of −1.0 Å < Z < 7.0 Å, 

water density oscillated and gradually decreased the bulk water density (~1.0 g·cm–3). Thus, I 

defined this region as the “bulk” water region. Above 7.0 Å until 9.3 Å (artificial boundary) 

appears another peak, called the water contact region with the vacuum. I mainly focus on the 

contact region with the surface (−6.0 Å < Z < −1.0 Å) to investigate the H bond networks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: Calculated average density profile for the sp-N1GDY/G with water (a) and Pyri-

NGDY/G with water (b) at 400 K. The gray solid line indicates the average atomic density, 

and the gray dashed line indicates the density of bulk water (1 g·cm–3). Red, white, gray, pink, 
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and blue balls are O atoms, H atoms, C atoms in N-doped GDY, C atoms in G, and N atoms, 

respectively. 

Structural properties of water/N doped GDY are evaluated by RDF and average 

coordination number (NOO) of H2O. I calculate and plot the radial distribution functions (RDFs) 

between oxygen atoms, R(r) and NOO of the “bulk” region and the contact layer with the surface 

on sp-N1GDY/G and Pyri-NGDY/G are shown in Figure 5.6 and Table 5.3. The RDF(s) curve 

and NOO of the “bulk” region in both cases are similar to that obtained from the experiment at 

around 400 K [71-72]. The higher temperatures result in an overall softening of the structure, 

with diminishment of the first and second peaks, and a rise in the first minimum (rmin = 3.6 Å) 

compared with that at room temperature (rmin = 3.3 Å). I performed the average coordination 

number (NOO) of H2O in the contact region with the surface (−6.0 Å < Z < −1.0 Å) on both 

cases averaged over 5 ps (Figure 5.7). The results suggest that in 15 ps, the coordination number 

of water molecules is basically unchanged. 

 

Figure 5.6: Oxygen-oxygen radial distribution function (gOO(r)) for the “bulk” region (black 

line) and for the contact region with the surface (red line) on sp-N1GDY/G (a) and Pyri-

NGDY/G (b). 
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Table 5.3: Coordination number Noo of the contact layer and the “bulk” region, Temperature 

(T), the value of first minimum rmin in the gOO(r) of N-doped GDY/G compared with that of 

experiment values for bulk water. 

 bulk water contact region water 

 rmax rmin NOO T rmax rmin NOO T 

sp-N1GDY/G 2.8 3.6 5.30 400 2.8 3.6 4.06 400 

Pyri-NGDY/G 2.8 3.6 5.27 400 2.8 3.6 4.08 400 

Experiment [71] 2.8 3.6 5.20 423 — — — — 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.7: The average coordination number of H2O in contact region with the surface (−6.0 

Å < Z < −1.0 Å) on sp-N1GDY/G (a) and Pyri-NGDY/G (b) over a varying length of 5 ps. 

The H bond networks of water on sp-N1GDY/G and Pri-NGDY/G surfaces are shown in 

Figure C.7. On both substrates, the water layer of the H bond networks at the contact region 

with N-doped GDY is mainly composed of the six-membered ring component after 
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optimization, i.e., one H2O has three H bonds with neighbor three H2O. This is similar to the 

ice-like bilayer that is often observed for water/flat metal interfaces [28,73]. The ΔSol of 2O*, 

O*+OH*, O*, and OH* on sp-N1GDY/G and the ΔSol of OOH*, O*, and OH* on sp-

N1GDY(OH)/G or Pyri-NGDY/G are shown in Table C.7-C.8. I find water stabilizes all ORR 

intermediates, which arise from H bonds with water. Moreover, I also calculate the ΔSol of 

each ORR intermediate using ice-like bilayer (Table C.7-C.8). The results showed that the 

difference in the ΔSol‘s between the H bond network model from AIMD and the ice-like 

bilayer model varies by only ~0.1 eV. I find that the ΔSol of these surfaces is independent of 

the water model, which arises from  similar H bonds between adsorbates and water in the ice-

like bilayer and AIMD H bond networks. 

The free energy diagram of ORR with water on sp-N1GDY/G, sp-N1GDY(OH)/G, and 

Pyri-NGDY/G is shown in Figure 5.8. Because of the stabilization driven by solvation effect, 

reaction Gibbs free energies of all ORR intermediates are more stable than that in vacuum 

conditions. Thus, OH* is more easily terminated on sp-N1GDY/G surface (Figure 5.8 (a) and 

5.8 (b)) and further ORR steps are considered on sp-N1GDY(OH)/G (Figure 5.8 (c) and 5.8 

(d)). The PDS of ORR on sp-N1GDY(OH)/G in water remains the same as that in vacuum 

conditions (O2 →	OOH*), while the limiting potential is changed from 0.51 V in the vacuum 

condition to 0.77 V in water conditions. At URHE = 0.77 V (Figure 5.8 (b) and 5.8 (d)), sp-

N1GDY(OH) is the most stable structure in water conditions. Therefore, introducing the ΔSol, 

the 𝜂 of sp-N1GDY(OH)/G is 0.46 V (Table 5.2) which is close to the experimentally reported 

value (0.36 V). Similarly, On Pyri-NGDY/G, even though solvation effect is included, the PDS 

of ORR on Pyri-NGDY/G in water conditions does not change compared with that in vacuum 

conditions (O2 →	OOH*). I obtain a limiting-potential increase to 0.48 eV (Figure 5.8 (e) and 
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5.8 (f)) and an 𝜂 decrease to 0.75 V (Table 5.2), which is higher than that of sp-N1GDY(OH)/G. 

Finally, I conclude that ORR easily proceeds on sp-N1 doping with OH* pre-adsorbed.   

Figure 5.8: (a) Free energy diagram and structures of each ORR intermediate with water on 

sp-N1GDY/G. (b) Free energy of each ORR intermediate with water versus electrode potential 
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(vs. RHE) on sp-N1GDY/G. (c) Free energy diagram and structures of each ORR intermediate 

with water on sp-N1GDY(OH)/G. (d) Free energy of each ORR intermediate with water versus 

electrode potential (vs. RHE) on sp-N1GDY(OH)/G. (e) Free energy diagram and structures 

of each ORR intermediate with water on Pyri-NGDY/G. (f) Free energy of each ORR 

intermediate versus electrode potential (vs. RHE) on Pyri-NGDY/G. Pristine in (b), (d) and (f) 

represents sp-N1GDY/G, sp-N1GDY(OH) and Pyri-NGDY/G, respectively. URHE is the 

potential of the electrode relative to the RHE. Red, green, white, gray, pink, and blue balls are 

O atoms in ORR intermediates, O atoms in water, H atoms, C atoms in N-doped GDY, C atoms 

in G, and N atoms, respectively. The purple dashed lines in structures represent the H bond 

networks. I regard an H bond as being formed when the O–O distance of adjacent water 

molecules is smaller than 3.5 Å and the angle between the O–H vector of one molecule and the 

O–O vector is smaller than 30° in [74].  

5.3.4 Effects of Exchange-Correlation Energy Functionals and 

Graphene Support on ORR 

I here discuss the effect of exchange correlation energy functionals on the adsorption free 

energy of ORR. I employ the PBE+D2 energy functional to perform the adsorption Gibbs free 

energy of ORR on sp-N1GDY/G, sp-N1GDY(OH)/G, and Pyri-NGDY/G with and without 

water. As shown in Table C.9, I find that PBE tends to overestimate the binding energy of 

chemisorption species. This is due to the overestimation of attractive interactions in molecular 

systems. In vacuum conditions, the adsorption Gibbs free energies of ORR intermediates on 

sp-N1GDY/G, sp-N1GDY(OH)/G, and Pyri-NGDY/G are more stable using PBE+D2 

compared with using RPBE+D2. Thus, the 𝜂  of ORR on sp-N1GDY(OH)/G and Pyri-

NGDY/G is slightly decreased using PBE+D2 compared with RPBE+D2. However, the trend 

of ORR activity remains the same, which is sp-N1GDY(OH)/G > Pyri-NGDY/G. In water 
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conditions, here, I only use the ice-like bilayer water to simulate the ΔSol because I already 

proved that the ΔSol using the H bond networks from AIMD is not much different from that 

using the ice-like bilayer water based on RPBE+D2 energy functional. Table C.10 showed that 

the ΔSol of each ORR intermediate is more negative using PBE+D2 energy functional 

compared with that using RPBE+D2 energy functional. For Pyri-NGDY/G with water, the 𝜂 

is decreased to 0.65 V (Table 5.2) and PDS is changed from O2 → OOH* (vacuum conditions) 

to O → OH* (water conditions). For sp-N1GDY(OH)/G, PDS is changed from O2 → OOH* 

(vacuum conditions) to OH* → OH– (water conditions) but 𝜂 is coincidentally not changed 

(0.54 V) (Table 5.2). Although the trend of ORR activity in water is unchanged, the 𝜂 of sp-

N1GDY(OH)/G using RPBE+D2 (0.46 V) is closer to the experimental result (0.36 V) 

compared with that using PBE+D2 (0.54 V). Therefore, RPBE+D2 energy functional gives 

more reasonable binding energies and solvation energies of adsorbates. 

In the 5.3.1 section, I find G support on NGDY enhances the metallic property and causes 

charge transfer from G to NGDY. To investigate the G support effect for ORR electrocatalytic 

activity, calculated adsorption free energies of ORR with G support and without G support are 

shown in Table C.5 and C.6. The results reveal that the G support stabilizes all ORR 

intermediates in these cases, especially on Pyri-NGDY, which stabilizes ~0.2 eV on OOH*, 

O*, and OH* (Table C.6). Higher charge transfer from G to substrate as indicated by work 

function change upon graphene support (0.31 eV for Pyri-NGDY/G vs. 0.13 eV for sp-

N1GDY/G) results in a strong interaction of ORR intermediates with N-doped GDY. In a word, 

introducing G support enhances the ORR electrocatalytic activity of N-doped GDY. 
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5.4 Summary 

In summary, I performed the DFT calculations and AIMD simulations to investigate the 

ORR mechanism on the sp-N1GDY/G and Pyri-NGDY/G with and without solvation effect. 

ORR firstly proceeds on sp-N1GDY/G via the dissociative mechanism because O2 can be 

chemisorbed on a clean surface and easily dissociated rather than protonated to OOH*. 

However, OH* is strongly adsorbed on the sp-N1GDY/G surface, resulting in the weakening 

of the second O2 adsorption, and ORR takes place via the ET-OHP associative mechanism. 

Pyri-NGDY/G also prefers the ET-OHP associative mechanism. The H bond networks from 

AIMD simulation at the interface are mainly composed of six-membered rings H bond 

networks. H bond with water stabilizes each ORR intermediate and the free energy diagram 

with solvation effect agrees well with experimental data. OH* pre-adsorbed on sp-N1GDY/G 

surface possesses highest ORR electrocatalytic activity and the neighboring C site of –COH–

N moiety is the active site for ORR. Incorporation of solvation effect is of importance because 

𝜂 with solvation effect (0.46 V) is much closer to the experimental one (0.36 V). My work 

highlights the importance of considering solvation effect in designing and optimizing catalysts 

for ORR and other chemical reactions. 
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Chapter 6 

Conclusion and Outlook 

6.1 Conclusion 

In this dissertation, I have studied the CO2RR, N2RR, and ORR on three CNx-based 

surfaces by DFT. The aim of this dissertation is to understand the following objectives:  

1. The electronic structure of new-type CNX, namely C3N5, CO2RR catalytic mechanism 

pathway and activity on C3N5. 

2. The electronic structure of B-doped g-C9N10, the N2RR catalytic activity, mechanism 

pathways and selectivity of B-doped g-C9N10. 

3. The electronic structure of N-doped GDY with G support, ORR catalytic mechanism 

pathway, and activity with solvation effect on N-doped GDY with G support. 

First objective. I performed DFT calculations to systematically study the catalytic 

mechanism of the CO2RR on C3N5. I obtained several important results: 

1. The electronic structure analysis showed that due to the introduction of N=N bonds, C3N5 

possesses a more suitable bandgap (2.0 eV) compared to g-C3N4 and extends the π-network, 

resulting in more efficient electron transfer and effective separation of photogenerated e–/h+ 

pairs.  

2. Thermodynamic calculations suggest that C3N5 holds great promise as a CO2RR 

photocatalyst with excellent photocatalytic activity, capable of reducing CO2 to CH4 and 

CH3CH2OH with limiting potentials of −0.54 V and −0.61 V, respectively, driven by solar 

energy. 
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Second objective. I investigated the N2RR catalytic mechanism on three different doping 

B sites on g-C9N10. I obtained several important results: 

1. B substituted N (BN1) on g-C9N10 may be synthesized in N-poor condition, while B 

substituted C (BC1) may be synthesized in N-rich condition. 

2. The N2RR optimal mechanism pathway on BN1-doped g-C9N10 is Mixed I, namely N2* → 

NNH* → NH2N* → NH2NH* → NH2NH2* → NH2* → NH3*. 

3. BN1-doped g-C9N10 possesses efficient N2RR catalytic activity and selectivity, while H 

blocks the active site in the case of BA-doped g-C9N10, resulting in lower N2RR selectivity. 

4. The electronic structure analysis indicates that in the BN1 case, the fully unoccupied 2py 

orbital effectively hinders H adsorption, whereas in the BA case, the singly occupied 2py orbital 

leads to stronger binding with H, resulting in H poisoning on BA sites. 

Third objective. DFT calculations and AIMD simulations to investigate the ORR 

mechanism on sp-N1GDY/G and Pyri-NGDY/G. I got the following key points: 

1. Under both vacuum and water conditions, ORR firstly proceeds on sp-N1GDY/G via the 

dissociative mechanism because O2 can be chemisorbed on a clean surface and easily 

dissociated rather than protonated to OOH*. However, OH* is strongly adsorbed on the sp-

N1GDY/G surface, resulting in the weakening of the second O2 adsorption, and ORR takes 

place via the ET-OHP associative mechanism. Pyri-NGDY/G also prefers the ET-OHP 

associative mechanism. 

2. From AIMD simulation, the H bond networks at the contact region of water and NGDY are 

mainly composed of six-membered rings H bond networks. H bond with water stabilizes each 

ORR intermediate and the free energy diagram with solvation effect agrees well with 

experimental data. Moreover, we found that using the ice-like bilayer model to construct the H 

bond networks can also give a reasonable estimation of ΔSol. Therefore, the ΔSol of these 
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surfaces is independent of the water model, which arises from similar H bonds between 

adsorbates and water in the ice-like bilayer and AIMD H bond networks. 

3. The sp-N1GDY/G with OH* pre-adsorbed surface has the highest ORR electrocatalytic 

activity and the neighboring C site of –COH–N moiety is the active site for ORR. Incorporation 

of solvation effect is of importance because 𝜂 with solvation effect (0.46 V) is much closer to 

the experimental one (0.36 V).  

6.2 Outlook 

I should mention that the current study has its limitations. Therefore, there is a need for 

future research to enhance the results and uncover new insights into related issues. 

Design the new-type CNx as catalysts. I plan to design new CNx materials using ML 

(such as GOFFEE by Bjørk Hammer). I want to predict the catalytic activity for CO2RR, N2RR, 

and ORR. This project should collaborate with the experiment groups. 

Increase the computational efficiency and accuracy to perform AIMD 

simulation in solid/water interface. I plan to use machine learning (ML) technology to 

decrease the AIMD computation time and increase the model accuracy. 

Double metal-free atoms doped on GDY for ORR. In the previous study, I have 

already investigated the ORR electrocatalytic activity on single N-doped GDY and the 

overpotential is 0.46 V. To increase the ORR electrocatalytic activity, I plan to investigate the 

ORR mechanism on double atoms doped GDY, such as sulfur (S)/N codoped GDY in the future. 
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Appendix A 

Supporting Information in Chapter 3 

Table A.1: Calculated free energy of the reaction path followed by CO2 reduction to C1 

products on g-C3N4 and C3N5. 

  C3N5 g-C3N4 

  ΔG (eV) ΔG (eV) 

1e– CO2 + e– + H+ + * → COOH* 

CO2 + e– + H+ + * → HCOO* 

0.54 

2.42 

1.41 

— 

2e– COOH* + e– + H+ → CO* + H2O −0.48 −0.81 

3e– CO* + e– + H+ → HCO* 0.79 0.49 

CO* + e– + H+ → COH* −0.17 — 

4e– HCO* + e– + H+ → HCHO + * — −0.48 

COH* + e– + H+ → CHOH* 

COH* + e– + H+ → C* + H2O             

−0.10 

1.55 

— 

— 

5e- HCHO + * + e– + H+ → CH3O* — 1.43 

CHOH* + e– + H+ → CH2OH* 0.41 — 

 CHOH* + e– + H+ → CH*+ H2O −0.30 — 

6e– CH *+ e– + H+ → CH2* −0.30 — 

 CH3O* + e– + H+ → CH3OH + * — −2.07 

7e– CH2* + e– + H+ → CH3* 0.12 — 

8e– CH3* + e– + H+ → CH4 −0.14 — 
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Table A.2: The calculated adsorption energies (Eads) of various CO2RR species with C3N5 and 

g-C3N4 using DMol3 code with solvation model. 

 CO2 COOH CO CH3OH CH4 CH3CH2OH 

 Eads (eV) Eads (eV) Eads (eV) Eads (eV) Eads (eV) Eads (eV) 

C3N5 −0.09 −2.48  −1.80 — −0.06 −0.16 

g-C3N4 −0.09 −1.61  −0.23 −0.41 — — 

 

Table A.3: Calculated free energy of the reaction path followed by CO2 reduction to C2 

products on C3N5. 

  C3N5 

  ΔG (eV) 

1e– CO2 + e– + H+ + * → COOH* 0.54 

2e– COOH* + e– + H+ → CO* + H2O −0.48 

3e– CO* + e– + H+ → COH* −0.17 

CO* + e– + H+ → HCO* 0.79 

C–C coupling CO* + CO → COCO* −0.02 

4e– COH* + e– + H+ → CHOH* −0.10 

 COCO* + e– + H+ → COCOH* −0.63 

C–C coupling COH* + CO → COHCO* −0.48 

5e– CHOH* + e– + H+ → CH* + H2O −0.30 

 COHCO* + e– + H+ → CCO* + H2O 1.51 

 COHCO* + e– + H+ → HOCCOH* 0.26 

C–C coupling  CH* + CO → CHCO* 0.11 

6e– CH* + e– + H+ → CH2* −0.30 
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 HOCCOH* + e– + H+ → CCOH*+H2O 1.60 

C–C coupling CH2* + CO → CH2CO* −0.64 

7e– CH2CO* + e– + H+ → CH2COH* 0.33 

 CH2CO* + e– + H+ → CH2CHO* 1.03 

 CH2CO* + e– + H+ → CH3CO* 0.58 

8e– CH2COH* + e– + H+ → CH3COH* −0.59 

 CH2COH* + e– + H+ → CH2CHOH* −0.66 

9e– CH3COH* + e– + H+ → CH3CHOH* 0.61 

 CH2CHOH* + e– + H+ → CH3CHOH* 0.68 

10e– CH3CHOH* + e– + H+ → CH3CH2OH −0.11 
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Appendix B 

Supporting Information in Chapter 4 

In our work, the phonon contribution of solids to free energy is negligible. To verify this point, 

we estimated the ΔEZPE −	TΔS term of N2 +* → N2* process on BA-doped g-C9N10 with and 

without phonon contribution using harmonic approximation [1], the equation is as shown in 

following [2]: 

																																																																										𝐸q]1 =
>
!
∑ ℎ𝜐,,                                                   (B-1) 

																																										−𝑇𝑆 = 𝑘Z𝑇∑ ln <1 − 𝑒j
)*+
,-.> − ∑ ℎ𝑣, �

>

&
)*+
%-.j>

�,,                        (B-2) 

where ℎ, 𝜐, , and kB are Planck constant, vibrational frequencies, and Boltzmann constant, 

respectively. Vibrational analyses were performed using the finite difference method at the Γ 

point only. 

As shown in Table B.1, we found that ΔEZPE – 	TΔS values with and without phonon 

contribution differ by only 40 meV. Therefore, only the calculation of EZPE and S of reaction 

intermediates are needed as the contribution of substrate can be offset. 

Table B.1: Calculated EZPE and TS values (in eV) of N2 adsorbed BA-doped g-C9N10, BA-doped  

g-C9N10, and N2 gas with and without phonon contribution. Calculated ΔEZPE − TΔS of N2 + * 

→ N2* process on BA doped g-C9N10 with and without phonon contribution. 
 

with phonon contribution without phonon contribution 

system N2 adsorbed 

BA-doped 

g-C9N10 

BA-doped 

g-C9N10 

N2 

gas 

N2 adsorbed 

BA-doped 

g-C9N10 

BA-doped 

g-C9N10 

N2 gas 

EZPE 3.02 2.87 0.148 0.22 0 0.148 
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TS 0.64 0.74 0.593 0 0 0.593 

process N2 + * → N2* N2 + * → N2* 

ΔEZPE 0.002 0.072 

TΔS −0.703 −0.593 

ΔEZPE−TΔS 0.705 0.665 

 

 

Figure B.1: Free energy diagrams for N2 reduction on BN1-doped g-C9N10 through (a) 

alternating, (b) distal, (c) Mixed Ⅱ, and (d) Mixed Ⅲ mechanisms at different applied potentials. 
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Figure B.2: Free energy diagrams for N2 reduction on BA-doped g-C9N10 through (a) 

alternating, (b) distal, (c) Mixed Ⅱ, and (d) Mixed Ⅲ mechanisms at different applied potentials. 

 

Table B.2: Calculated free energy of the reaction path followed by N2RR on BN1-doped g-

C9N10. 

process  BN1 case 

  ΔG (eV) 

adsorption N2 + * → NN* −0.90 

1e– NN* + e– + H+ → NNH* 0.62 

2e– NNH* + e– + H+ → NH2N* −0.75 

NNH* + e– + H+ + → NHNH* −0.08 

3e– NH2N* + e– + H+ → NH2NH* −0.25 
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NH2N* + e– + H+ → N* +	NH3 

NHNH* + e– + H+ → NH2NH* 

0.37 

−1.44 

4e– NH2NH* + e– + H+ → NH2NH2* −0.44 

N*	+ e– + H+ → NH* 

NH2NH* + e– + H+  → NH*+NH3 

−0.85 

−0.13 

5e– NH2NH2* + e– + H+ → NH2* +	NH3 −1.15 

 NH* + e– + H+ → NH2* −1.36 

6e– NH2* + e– + H+ → NH3* −1.13 

desorption NH3* → NH3 + * 2.79 

 

Table B.3: Calculated free energy of the reaction path followed by N2RR on BA-doped g-C9N10. 

process                          BA case 

  ΔG (eV) 

adsorption N2 +	* → NN* −0.85 

1e– NN* + e– + H+ → NNH* 0.20 

2e– NNH* + e– + H+ → NH2N* −0.67 

NNH* + e– + H+ → NHNH* −0.24 

3e– NH2N* + e– + H+ → NH2NH* −0.92 

NH2N* + e– + H+ + → NNH3* 

NHNH* + e– + H+ → NH2NH* 

0.1 

−1.35 

4e– NH2NH* + e– + H+ → NH2NH2* 0.34 

NNH3 + e– + H+ → NH* + NH3 

NH2NH* + e– + H+ → NH* +	NH3 

−0.57 

0.45 

5e– NH2NH2* + e– + H+ → NH2*+NH3 −2.60 
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 NH* + e– + H+ → NH2* −2.71 

6e– NH2* + e– + H+ → NH3* 0.44 

desorption NH3* → NH3 + * 2.85 

 

 

Figure B.3: The band gap, PDOS HOMO, and LUMO distributions of BN1-doped g-C9N10 (a), 

BA-doped g-C9N10 in the spin up channel (b) and spin down channel (c) by using GGA/PBE 

functional. 

Reference 

[1] D. R. Lide, CRC handbook of physics and chemistry, CRC Press, Boca Raton, USA, 

76,1995-1996 (2001). 

[2] C. Ling, X.  Niu, Q. Li, A. Du, J. Wang, J. Am. Chem. Soc., 140, 14161-14168 (2018).  
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Appendix C 

Supporting Information in Chapter 5 

Table C.1: Band gap (Eg) of corrugated graphene (G), GDY, N (sp-N1, sp-N2, Pyri-N)-doped 

GDY, N (sp-N1, sp-N2, Pyri-N)-doped GDY/G were calculated by the PBE functional and 

HSE06 functional. 

 
 Eg (eV) 

 PBE HSE06 Ref. 

corrugated G zero-gap 

semiconductor 

zero-gap 

semiconductor 

— 

GDY 0.5 0.9 0.89 (HES06) [1]/1.10 (GW) [2] 

sp-N1GDY metallic metallic Metallic [3] 

sp-N2GDY metallic metallic — 

Pyri-NGDY 0.6 0.97 — 

sp-N1GDY/G metallic metallic — 

sp-N2GDY/G metallic metallic — 

Pyri-NGDY/G metallic metallic — 
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Figure C.1: The top view and side view of CDD on sp-N1GDY/G (a), sp-N2GDY/G (b), and 

Pyri-NGDY/G (c). The yellow and blue isosurfaces represent charge accumulation and 

depletion, respectively. The isosurface value is around 0.00018 e/Å3. The Bader charge of three 

N-doped GDY/G is listed in which ∆q = Z − q, where Z is the total valence electrons of atoms 

(1, 4, and 5 for H, C, and N, respectively) and q is the total Bader electrons.  

 

Table C.2: The calculated work function of planar graphene, corrugated graphene, GDY, sp-

N1GDY, sp-N2GDY, Pyri-NGDY, sp-N1GDY/G, sp-N2GDY/G, and Pyri-NGDY/G.  

 work function Ref. 
planar graphene 4.20 eV 4.25 eV [4], 4.38 eV [5], 4.50 eV (Exp.) [6] 

corrugated graphene 4.10 eV — 
GDY 5.10 eV 5.13 eV [7], 6.0 eV (Exp.) [7] 

sp-N1GDY 4.53 eV — 
sp-N2GDY 4.53 eV — 
Pyri-NGDY 4.93 eV — 

sp-N1GDY/G 4.40 eV — 
sp-N2GDY/G 4.40 eV — 
Pyri-NGDY/G 4.62 eV — 
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Figure C.2: The possible active sites of O2 absorption on sp-N1GDY/G (a, b), sp-N2GDY/G 

(c, d), Pyri-NGDY/G (e, f), sp-N1GDY(OH)/G (g, h), and sp-N2GDY(OH)/G (i, j). Red, white, 

gray, pink, and blue balls are O atoms, H atoms, C atoms in N-doped GDY, C atoms in G, and 

N atoms, respectively. 
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Table C.3: Adsorption energy (∆Eads/eV) of each ORR intermediate on each surface and 

distance (d/Å) between O2 and surface in vacuum. 
 

∆Eads 
(O2) 

d ∆Eads 
(2O) 

∆Eads  
(O+OH) 

∆Eads 
(OOH) 

∆Eads 
(O) 

∆Eads 
(OH) 

∆Eads 
(H2O) 

sp-N1GDY/G −0.60 1.425 −11.71 −9.56 — −6.05 −4.08 −0.11 
sp-N1GDY(OH)/G −0.15 3.074 — — −1.23 −4.97 −2.86 −0.09 

sp-N2GDY/G −1.37 1.368 −12.81 −10.17 — −7.08 −4.36 −0.18 
sp-N2GDY(OH)/G −0.58 1.426 −13.47 — — — — — 

Pyri-NGDY/G −0.10 3.100 — — −0.93 −4.98 −2.52 −0.06 
 

 

Figure C.3: Reaction path of (a) O2 dissociation, (b) O2 protonation to OOH*, and O2 

dissociation with one H2O on sp-N1GDY/G. Reaction path of (c) O2 dissociation, (d) O2 

protonation to OOH*, and O2 dissociation with one H2O on sp-N2GDY/G. Reaction path of (e) 

O2 dissociation, (f) O2 protonation to OOH*, and O2 dissociation with one H2O on Pyri-

NGDY/G. Structures corresponding to the initial state (IS), intersystem crossing 

state/transition state (ISC/TS), and final state (FS) are shown. Red, white, gray, pink, and blue 

balls are O atoms, H atoms, C atoms in N-doped GDY, C atoms in G, and N atoms, respectively. 
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Figure C.4: Free energy diagram (a) and structures of each ORR intermediate on sp-

N2GDY/G, (b) free energy of each ORR intermediate versus electrode potential (vs. RHE) on 

sp-N2GDY/G; Free energy diagram and structures (c) of ORR intermediates on sp-

N2GDY(OH)/G. Red, white, gray, pink, and blue balls are O atoms, H atoms, C atoms in N-

doped GDY, C atoms in G, and N atoms, respectively. 

Table C.4: The calculated EZPE, TS, and ∫ 𝐶]𝑑𝑇
m
)  of gas-phase molecules and each ORR 

intermediate. 

 EZPE/eV TS/eV ∫ 𝐶]𝑑𝑇
m
) /eV 

2O* 0.18 0.11 0.061 
O*+OH* 0.49 0.11 0.062 

OOH* 0.45 0.18 0.086 
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O* 0.10 0.05 0.026 
OH* 0.40 0.06 0.037 

H2O (g) 0.56 0.58 0.106 
H2 (g) 0.27 0.43 0.091 

Table C.5: Reaction Gibbs free energy of each ORR intermediate on sp-N1GDY/G, sp-

N1GDY/G(OH), and Pyri-NDGY with and without water, reaction Gibbs free energy of ORR 

on sp-N2GDY/G and sp-N2GDY/G(OH) without water. 

 ∆G1 ∆G2 ∆G3 ∆G4 ∆G5 ∆G6 ∆G7 
sp-N1GDY/G −2.24 −1.07 −0.88 −0.86 0.13 — — 
sp-N1GDY/G with water −2.49 −1.07 −0.89 −0.85 0.38 — — 
sp-N1GDY/G(OH) — — — −1.08 −1.15 −0.51 −2.18 
sp-N1GDY(OH)/G with 
water 

— — — −1.07 −0.90 −0.77 −2.18 

sp-N2GDY/G −3.35 −0.57 −0.88 −0.49 0.37 — — 
sp-N2GDY/G(OH) −4.00 1.06 (×) — — — — — 
Pyri-NDGY — — — −0.74 −1.47 −0.22 −2.49 
Pyri-NDGY with water — — — −0.52 −1.29 −0.48 −2.63 

 
Table C.6: Adsorption Gibbs free energy of each ORR intermediate on sp-N1GDY, sp-

N2GDY, sp-N2GDY/G, sp-N2GDY(OH)/G, and Pyri-NGDY without water; sp-N1GDY/G, 

sp-N1GDY(OH)/G, Pyri-NGDY/G, and Pyri-NGDY(OH)/G with and without water. 

 ∆Gads 
(2O*) 

∆Gads 
(O*+OH*) 

∆Gads 
(OOH*) 

∆Gads 
(O*) 

∆Gads 
(OH*) 

sp-N1GDY 2.82 1.63 — 0.91 −0.10 
sp-N1GDY/G 2.68 1.61 — 0.73 −0.13 
sp-N1GDY/G with water 2.43 1.36 — 0.47 −0.38 
sp-N1GDY(OH) — — 4.44 2.26 1.17 
sp-N1GDY(OH)/G — — 4.41 2.23 1.15 
sp-N1GDY(OH)/G with water — — 4.15 1.97 0.90 
sp-N2GDY 1.71 1.13 — 0.48 −0.31 
sp-N2GDY/G 1.57 1.00 — 0.12 −0.37 
sp-N2GDY/G(OH) 0.92 1.98 (×) — — — 
Pyri-NDGY — — 4.86 2.41 1.59 
Pyri-NDGY/G — — 4.70 2.21 1.47 
Pyri-NDGY/G with water — — 4.44 1.81 1.29 
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Figure C.5: Reaction path of (a) O2 dissociation, (b) O2 protonation to OOH*, and O2 

dissociation with one H2O on sp-N1GDY(OH)/G. Reaction path of (c) O2 dissociation, (d) O2 

protonation to OOH*, and O2 dissociation with one H2O on sp-N2GDY(OH)/G. Structures 

corresponding to the initial state (IS), intersystem crossing state/transition state (ISC/TS), and 

final state (FS) are shown. Red, white, gray, pink, and blue are O atoms, H atoms, C atoms in 

N-doped GDY, C atoms in G, and N atoms, respectively. 
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Figure C.6: The atomic orbital local density of states (AOLDOS), projected density of states 

into crystal orbitals (PDOS), and crystal orbital overlap population (COOP) of O2 adsorbed on 

sp-N1GDY/G. Red, gray, pink, and blue are O atoms, C atoms in N-doped GDY, C atoms in 

G, and N atoms, respectively. 
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Figure C.7: Top view (left) and side view (right) of H bond networks on the sp-N1GDY/G in 

400 K (a) and 0 K (b) and Pri-NGDY/G in 400 K (c) and 0 K (d) with 3×3 supercell. Red, 

white, gray, pink, and blue balls are O atoms, H atoms, C atoms in N-doped GDY, C atoms in 

G, and N atoms, respectively. The green dashed lines represent the H bond networks.  
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Table C.7: The ∆𝐸p;!k∗, and ΔSol of each ORR intermediate on sp-N1GDY/G with ice-like 

bilayer layer and five snapshots from AIMD, n is water number.  
 

∆𝐸p;!k∗ 

(eV/H2O) 

n ΔSol 

(2O*) 

ΔSol 

(O*+OH*) 

ΔSol 

(OOH*) 

ΔSol 

(O*) 

ΔSol 

(OH*) 

Ice-like bilayer 
 

−0.45(H-up)/ 

−0.46(H-down) 

16 −0.31 −0.26 −0.32 −0.28 −0.27 

AIMD-1 −0.43 18 −0.28 −0.28 −0.20 −0.27 −0.22 

AIMD-2 −0.42 17 −0.26 −0.27 −0.26 −0.26 −0.21 

AIMD-3 −0.41 17 −0.28 −0.28 −0.29 −0.28 −0.29 

AIMD-4 −0.41 17 −0.23 −0.23 −0.28 −0.23 −0.26 

AIMD-5 −0.43 19 −0.20 −0.20 −0.27 −0.20 −0.21 

Average with 5 

AIMD 

snapshots 

— — −0.25 −0.25 −0.26 −0.25 −0.24 
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Table C.8: The ∆𝐸p;!k∗ and ΔSol each ORR intermediate on Pyri-NGDY/G with ice-like 

bilayer layer and five snapshots from AIMD. n is the water number.  
 

∆𝐸p;!k∗ 
(eV/H2O) 

n ΔSol(OOH*) ΔSol(O*) ΔSol(OH*) 

Ice-like 
bilayer 

−0.45(H-up)/ 
−0.46(H-down) 

16 −0.27 −0.45 −0.21 

AIMD-1 −0.43 17 −0.20 −0.39 −0.21 

AIMD-2 −0.44 17 −0.20 −0.40 −0.10 

AIMD-3 −0.43 17 −0.23 −0.32 −0.13 

AIMD-4 −0.43 17 −0.37 −0.37 −0.15 

AIMD-5 −0.40 17 −0.31 −0.46 −0.33 

Average 
with 5 
AIMD 

snapshots 

— — −0.26 −0.40 −0.18 

 
 
Table C.9: The adsorption Gibbs free energy of each ORR intermediate on sp-N1GDY/G, sp-

N1GDY(OH)/G, and Pyri-NGDY/G with and without water using PBE+D2 functional. 

 ∆Gads 
(2O*) 

∆Gads 
(O*+OH*) 

∆Gads 
(OOH*) 

∆Gads 
(O*) 

∆Gads 
(OH*) 

sp-N1GDY/G 2.57 1.38 — 0.70 −0.16 
sp-N1GDY/G with water 2.24 1.06 — 0.40 −0.44 

sp-N1GDY(OH)/G — — 4.23 2.18 0.97 
sp-N1GDY(OH)/G with water — — 3.86 1.88 0.69 

Pyri-NDGY/G — — 4.58 2.20 1.35 
Pyri-NDGY/G with water — — 4.30 1.67 1.09 
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Table C.10: The ∆𝐸p;!k∗ and the ΔSol of each ORR intermediate on sp-N1GDY/G and Pyri-

NGDY/G with ice-like bilayer using PBE+D2 functional. 

 ∆𝐸p;!k∗ 
(eV/H2O) 

ΔSol 
(2O*) 

ΔSol 
(O*+OH*) 

ΔSol 
(OOH*) 

ΔSol 
(O*) 

ΔSol 
(OH*) 

 H-up H-down 
sp-N1GDY/G −0.56 −0.57 −0.33 −0.32 −0.37 −0.30 −0.28 
Pyri-NGDY/G −0.56 −0.57 — — −0.28 −0.53 −0.26 
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