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Abstract

This dissertation explored developing and characterizing diamond capsules and laser-
plasma interactions (LPIs) for direct-drive inertial confinement fusion (ICF).

In the first chapter, the principles and overview of nuclear fusion are explained, and the
aim of the dissertation is introduced. Nuclear fusion is a promising energy source in the
future thanks to advantages such as not emitting greenhouse gases. ICF is one of the
approaches to confine fusion plasmas, and adjustable power production is attractive. This
study was performed to contribute to improving the performance of ICF.

The second chapter explains the physics/issues of ICF and this study's background.
Achieving a high gain ignition is necessary to obtain inertial fusion energy (IFE), which
is industrial power produced in a plant. To realize it, a tiny capsule that contains fusion
fuels (1-3 mm in diameter) is compressed by high-power lasers I~101> W/cm? in direct-
drive ICF. However, ablation surface perturbations called laser imprinting due to non-
uniform laser irradiation, and the growth of such perturbations by Rayleigh Taylor (RT)
instability is detrimental issues. To address these issues, target-based approaches such as
a foam target, high Z coating, and a diamond target were explored, and advanced schemes
such as fast ignition (FI) and shock ignition (SI) schemes were proposed. This study
focused on diamond targets which can mitigate laser imprinting. Also, it should be noted
that diamond targets can be applied to advanced schemes such as SI scheme. This study
explored the fabrication of diamond capsules and LPIs in diamond targets to provide
fundamental technologies of capsule fabrication and an essential understanding of LPIs
to apply diamond targets to direct-drive ICF. It should also be noted that understanding
LPIs and subsequent hot electron (HE) generation is very important in SI scheme where
a high intensity laser pulse is employed.

The third chapter shows the study for the development and characterization of diamond
capsules. Diamond can mitigate laser imprinting thanks to its low compressibility and
higher density than conventional plastic targets. In this study, diamond was deposited by
hot-filament chemical vapor deposition (HF-CVD) technique, which is advantageous for
mass production compared to microwave plasma chemical vapor deposition (MP-CVD)
employed in previous works. Firstly, the deposition conditions were optimized, and the
fabrication process was improved from the previous works. Next, the fabricated diamond
capsules were comprehensively characterized. As a result, diamond capsules with surface
uniformity of several 10 nm were obtained, and essential parameters for the capsule, such

as non-diamond contents, thickness, density, and mode amplitude, were revealed. Then,



the characterized diamond capsules were introduced to a laser irradiation experiment, and
the implosion trajectories were observed by X-ray diagnostics. As a result, successful
implosion was observed, and their trajectories were consistent with radiation
hydrodynamic simulation calculations, verifying the quality of diamond capsules and the
accurate characterization. These results showed that diamond capsules can be fabricated
in the process that applies to mass production.

In the fourth chapter, the studies for LPIs and HEs are shown. In high-intensity laser
irradiation, stimulated Raman scattering (SRS) and two plasmon decay (TPD) occur, and
they produce Langmuir waves (LWs) that lead to HE generation. HEs could be either
detrimental or beneficial in direct-drive ICF. It is known that the growth rates of these
instabilities in inhomogeneous plasmas are depicted by Rosenbluth gain. However, LWs
could damp through various mechanics, and therefore, the extent of SRS, TPD, and HEs
is not apparent, which needs experimental investigation. To explore LPIs in diamond
target, an experimental platform that enables characterization for SRS, TPD, and HEs was
developed at the GEKKO-XII laser facility, and the extent of SRS/TPD and conversion
ratio of HEs were revealed in a conventional plastic target. Then, SRS, TPD, and HEs in
diamond targets were explored and compared with plastic. It was found that SRS, TPD,
and HEs decreased in diamond which did not contain hydrogen (H) in the material. From
the analysis, the difference between diamond and plastic was attributed to high ion wave
damping due to H ions. These results suggested that low H concentration is advantageous
in suppressing HE generation while HEs could be controlled by tuning H concentration
in target materials when active control of HEs is important. In this respect, the design of
diamond capsules for direct-drive ICF application is discussed.

In the fifth chapter, the conclusion of this dissertation is given.
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1. Introduction and research background

1.1. Principle of nuclear fusion

In a fusion reaction, two or more light nuclei are combined into one or more heavier
nuclei. At the reaction, mass-energy is released according to Einstein’s mass-energy

relationship [1].

Q= Zmi—me c? (1.1

i f

Here, m and c indicate the mass of nuclei and the speed of light, and i and f denote the
initial and final products, respectively. For example, in the DT reaction, deuterium (D)
and tritium (T) fuse into an alpha particle (helium nucleus) and a neutron, releasing a
mass-energy of Q = 17.6 MeV. Based on the momentum conservation, produced energy

is distributed to an alpha particle with 3.6 MeV and a neutron with 14.1 MeV, respectively.
D+ T - a (3.6 MeV) + n(14.1 MeV) (1.2)

These values are significantly larger than those of chemical reactions; for example, it is
around one million larger than that of the ionization energy of hydrogen 13.6 eV.

Two positively charged nuclei must come into contact to fuse, overcoming the repulsive
Coulomb force. Cross-section, defined as the probability of a fusion reaction, can be
calculated by Quantum mechanics. In the DT reaction, it peaks at a center-of-mass kinetic

energy of around 60 keV, indicating that fusion reactions require extremely high-energy

10



particles. Fig 1.1 shows plots of cross-sections for some famous reactions [2]. DT reaction
has the largest cross-section in this energy range, making it the most attractive to achieve

controlled nuclear fusion.

Cross section [mbarn]
—
o

— D(t,n)a
10 °t — *He(d,p)a |
10_4 | — D(d,p)T
10 10’ 10°
Kinetic energy [keV]

Figure 1.1. Cross-sections of famous fusion reactions as a function of a center-of-mass
kinetic energy. D, T, n, o, and p indicate deuterium, tritium, neutron, alpha particle, and

proton.

1.2. Approaches of nuclear fusion

One way to cause fusion reactions is to accelerate D nuclei up to high energy and shoot
it onto the T target. However, the cross-section for Coulomb scattering is much larger
than that of fusion reactions, which means that most beam particles lose their energy
before fusion reactions. A more practical method is to make a DT plasma of sufficiently
high temperature. In thermal equilibrium, the Coulomb collisions redistribute the kinetic
energy in a plasma, and fusion reactions will occur eventually after a sequence of
collisions. This approach is called thermonuclear fusion. [1]. It is required to keep

sufficiently hot plasma together over a sufficient time at a certain density. The required

11



temperature is calculated when the internal heating by fusion products W;, exceeds all
energy loss W,,;. The power produced from fusion reactions per unit volume is

calculated by

n2(0U>QDT (1.3)

Here, n is the density of a DT plasma in np, = ny = n/2, (ov) is a reactivity defined as
a probability of reactions per unit time and unit density, and Qpr is a power produced
from a single DT reaction. Since alpha particle mainly contributes to plasma heating, W;,
equals Wy,s/5. For energy loss, radiative loss by bremsstrahlung is a dominant

mechanism: W,,,;~W,.,,4. Here, W,.,4 is described by

1
W, qq % n2T2 (1.4)

Where n, is a plasma electron density in n; = n, = n, and T is an electron temperature.
Fig. 1.2. shows values of W;,,/n? and W,,;/n? as a function of temperature. A minimum
temperature for keeping fusion reactions can be calculated by W;,, = W,,;, obtaining

around 5 keV [1]. Typically, a temperature of ~ 10 keV is regarded as an ideal value.
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Figure 1.2. Energy deposition and energy dissipation in a fusion plasma as a function of

temperature.

In such high temperatures, any structural material melts, and therefore, a confinement
method must be devised. There are two main approaches: magnetic confinement fusion
(MCF) and inertial confinement fusion (ICF) [1]. In MCF, plasma particles are trapped
by a magnetic field. In this approach, the pressure of a plasma cannot be larger than the
magnetic field pressure, limiting a plasma density low. It requires keeping plasma
confined for some duration to achieve sufficient energy production. In ICF, which is the
main theme of this dissertation, a fuel capsule is compressed into ultra-high density by
energy drivers, which is called implosion, and the adiabatically heated plasma at peak

compression is confined by its inertia until it explodes for a very short time [3].
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1.3. Aim of this study

Fossil fuel power generation is currently a primary approach for terrestrial power
production. However, it emits greenhouse gases such as carbon dioxide that cause global
warming, and those fossil fuels would be exhausted in several decades. Nuclear fusion is
attractive for future power generation [4]. It can produce large amounts of energy and
does not emit greenhouse gases. Also, DT fuels are unexhausted because D is procured
from water, and T can be created by injecting neutrons into lithium, which is plentiful on
the Earth. Moreover, runaway reactions are never expected, which is a severe problem of
nuclear fission power generation. ICF is called laser fusion when lasers are employed as
energy drivers. Laser fusion is advantageous because power production can be easily
controlled by changing the repetition rate of laser irradiation. This dissertation aims to
contribute to the improvement of laser fusion. In the following manuscript, laser fusion

is called ICF because it is the most general and widely recognized term.
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2. Basics of Inertial confinement fusion and

role of this dissertation

2.1. Target gain

In ICF, as a result of implosion, it is expected that more energy Ef is produced from
fusion reactions than laser energy E;. Target gain is defined by G = Ef/E;. The term
“ignition” is used for G > 1. It was achieved at LLNL in 2022 [5-7], which is mentioned
later. For inertial fusion energy (IFE), which is a term to describe industrial energy
production by ICF, ignition is not a goal. ICF power plant will operate based on an energy

cycle as shown in Fig. 2.1 [1].

Laser L ‘m in Target f - L | Thermal cycle
(efficiency ;) (Gain G) (efficiency 1)
Eer = NenEfus
-
Ein=fEg
Ein=Q-f)Eq
To the grid

Figure 2.1. Energy cycle in ICF power plant.

In the system, the energy produced by fusion reactions Ef, is converted into electricity
E,; by thermal cycle with an efficiency 7. A fraction f of electricity is used to operate
laser E;,, and the remaining (1 — f) is sent to the grid. In a laser facility, electricity E;;,

is converted to laser energy E; with an efficiency 1,, and Ef,, is produced by fusion

15



reactions with a target gain G. The energy balance for this cycle is written by

fnneG =1 (2.1)

By inserting the values of f, 1, 7, the value G required for IFE can be calculated.

Usually, G~100 is required in practical operation [1].

2.2. Target design

In ICF, DT fuels are held by a spherical capsule, and the capsule absorbs laser energy,
and ablation pressure drives implosion. In this respect, a capsule is often called an ablator.
In general, ablator materials should consist of low atomic number (Z) elements to
minimize bremsstrahlung emissions that are regarded as energy loss and cause of fuel
preheating. It is known that a target gain decreases with increasing preheating [1]. Plastic
has been the most typical low-Z ablator material [8].

The mass of DT fuels should be small because the energy from a single explosion must
be limited to a few GJ to avoid damage in an ICF power plant vessel. The mass of

spherical DT fuels with radius R and density p is described by

M = 4mpR3/3 = 4n(pR)3/3 p*? 2.2)

With a constant value of pR, compression (i.e., a large value of p) is required to obtain a
small mass. The value of pR is determined in terms of burn efficiency ¢ = Npys/Npr

where Npy,s and Npr are the number of fusion reactions and DT pairs initially present in
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the plasma. It is known that ¢ is an increased function of pR, and pR ~3 g/cm? is
required to achieve an adequate burn efficiency (~0.3) for a high target gain. Without
compression, solid DT 0.2 g/cm? needs ~ 3 kg to obtain pR ~3 g/cm? according to Eq.
(2.2). 3 kg DT fuels produce 300 TJ based on 17.6 MeV/2mp; = 337 G]/g with a burn
fraction ~0.3, which is unrealistically large. When solid DT is, for example, compressed
by 1000 times, pR of ~3 can be achieved at a mass ~3 mg, which produces a controllable
amount of fusion energy ~300 MJ [9,10].

DT fuels usually consist of two layers (cryogenic and gas layers) as shown in Fig. 2.2.
Necessity of this two-layered structure can be explained by estimating a target gain
assuming whole DT fuels are heated up to ultrahigh temperature ~5 keV.

Erusion

G_

Ethermal

én (2.3)

Here, Efysion and Etpermq are energy from fusion reactions and thermal energy of DT
plasma per unit mass, and 7 is a beam to fuel coupling ratio. When assuming practical
values (¢ = 0.3, = 0.1), the achievable maximum gain is calculated to be around 20 [1],
which is insufficient for IFE. Therefore, heating only a small part to initiate fusion
reactions was suggested. As a result of implosion, the DT ice layer becomes ultrahigh-
density fuels, and the DT gas layer forms low-density ultrahigh temperature fuels called
hot spot, as shown in Fig. 2.2. In the hot spot, fusion reactions start to occur, and burn
waves propagate into the cold high-density part. The required hot spot size is estimated
by considering the conditions that a major fraction of a particles can deposit their energy
within the hot spot, and this typically requires p,R), ~ 0.3 g/cm? where p, R}, is an arial

density of hot spot [1]. This is a very small portion of DT fuels: only 10 % in areal density.
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From the above, ICF capsules consist of a low Z ablator, DT ice and gas layers, and
their mass is an order of mg. The detailed design of the thickness of an ablator, the total
mass of DT fuels, and the ratio of ice and gas layer varies in several implosion designs.
Typical capsule size is 1 to 3 mm in diameter [11]. For experimental purposes, a capsule

of a smaller diameter, such as 0.5 mm, is also sometimes employed [12].

Ablator plasma from ablator
/ DT ice Iayer /// / H]gh density part
Implosion o
\ x~1000
High temperature part
DT gas layer (hot spot)

Figure 2.2. Schematics of typical target design and burning fuels at peak compression.

2.3. Implosion process

Once a laser hits a capsule, the capsule surface turns into a plasma, and the laser energy
is absorbed in a low-density plasma up to a critical density point where a plasma
frequency equals a laser frequency: n, = mw} /(4me®) = 1.1 X 102! /Af () [cm™],
and absorbed energy is transported to the ablation surface. As a result, a reacting force,
called ablation pressure, creates a shock wave inward. A shock wave is a discontinuous
wave where parameters such as a density and a temperature drastically change before and
after its propagation [13], and its propagation leads to the creation of an ultrahigh

temperature hot spot surrounded by cold ultrahigh density fuels. The implosion of a fuel
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capsule is divided into four stages, as shown in Fig. 2.3 [11].
In early times, laser irradiation typically starts with one to three low-intensity pulses to
generate several shock waves that propagate into the target. An entropy jump across a

strong shock is proportional to Ap/p5/3

, where Ap is a pressure jump, and p is the pre-
shock density, and therefore, a gradual compression is favored to minimize an entropy
rise. The laser pulse intensity then increases, launching a stronger shock that merges with
the earlier shocks. When the shock reaches the inner surface of the DT ice layer, a
rarefaction wave moves outward toward the ablation surface, and the target shell and ice
layer (typically collectively called the shell) begin to accelerate inward toward the target
center. In the acceleration phase, the laser intensity increases, and a fuel capsule is
imploded very fast, typically at around 300 km/s, while the main shock within the DT gas
converges toward the target center. When the main shock wave reflects from the target
center and returns to the converging shell, the deceleration phase begins. As the shell
decelerates, its kinetic energy is converted into thermal energy and the DT fuels are
compressed and heated. The attainable maximum temperature depends on the kinetic
energy of the shell. In the final stage, peak compression occurs, and fusion reactions start

in a central hot spot. Then, the heating by a particles propagates into surrounded cold

fuels to burn a substantial part of DT fuel, as described in the previous section.
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Figure 2.3. Implosion process in ICF.

2.4. Laser requirements

To implode the target at adequate implosion velocity, such as ~300 km/s, large ablation
pressure, such as ~10 TPa, is typically required [10]. Here, an estimation of laser intensity
required to achieve such high pressure is shown. When assuming that laser energy is
absorbed at a critical density point via collisional absorption (inverse-bremsstrahlung),

the thermal flux toward the ablation surface can be described by

1= fa.mv} (2.4)

Where [, f,n., m,, and v, are an absorbed laser intensity, a flux limiter coefficient, a
critical density, the electron mass density, and an electron thermal velocity, respectively.
Here, (3/4)] = fn.m,v3 should be accurate because the absorbed energy is also

transported to lower-density plasma, but here coefficient 3/4 was ignored for the simplest
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discussion. From Eq. (2.4), the electron temperature is calculated from the function of /

through v, = /T,/m,, and a sound speed is a function of an electron temperature by

[(1 + 2T,
Cs = A—mp (25)

In a classical ablation model [14], ablated mass is assumed to blow off at critical density
point at the sound speed. Therefore, the mass ablation rate can be described as m = p.C;
where p. is a mass density at a critical density point and ablation pressure is described as

P = 2mC,, which can be calculated by [10]

2
1+2 (114)lﬁm>§ 1

P = 2mC.~09
Mbs 7 ) 2,

[TPa] (2.6)

Fig. 2.4 shows the scaling of ablation pressure as a function of an absorbed laser intensity
by using Eq. (2.6) with Z = 3.5 and A,,,, = 0.351 [10]. High intensity laser around 10"
W/cm? is required to create ~10 TPa pressure for ICF. It should be noted that collisional
absorption decreases with increasing laser intensity. Therefore, an absorbed laser intensity
deviates from the irradiation laser intensity in a high-intensity regime (more than ~10'°
W/cm?), which indicates that ablation pressure shows saturation tendency as a function

of irradiation laser intensity.
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Figure 2.4. Ablation pressure as a function of laser intensity.

An order estimation of required laser energy is also shown by considering the internal
energy of solid DT fuel. Here, for the simplest discussion, energy for hot spot formation
was ignored because it consists of a relatively small portion. The internal energy of DT

fuel per unit mass can be estimated by [10]

3&7/5
E,=—1 / ap (2.7)
Mpr

Here, & = (1/8)(3/m)*/*h?*n,?/3 /m, is a fermi energy of an electron, and ay is an
isentropic parameter to measure deviation from the fermi degeneracy, which should be as
small as possible. When solid DT is compressed 1000 times, and af is assumed to be 3,
E. is calculated to be 33 MJ/g. When the total mass of DT ice is ~ 3 mg, an internal energy
is calculated to be 33 MJ/g X 3 mg ~ 100 k]. When assuming a conversion efficiency of
internal energy from a laser as around 10 % [10], these estimations indicate that MJ class

laser is required in ICF. For example, Canaud et al. calculated a target gain of 60 with a
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1.5 MJ laser [15].

These high-intensity and high-power laser demands motivated the construction of giant
laser facilities worldwide [16-21]. The most powerful laser in the world can produce 2.2
MJ by 192 beams at the National Ignition Facility (NIF) at Lawrence Livermore National
Laboratory (LLNL) as of September 2023 [20]. The most powerful laser in Japan is the
GEKKO-XII laser at Osaka University, where the laser experiments in this dissertation
were performed and can produce ~8 kJ by 12 beams [21]. The laser energy at GEKKO-
XI1I is not enough for ignition experiments. However, laser intensity can be up to 10
W/cm? by focusing a laser on a target plane, which is high enough to explore physics
related to ICF. Those facilities employ laser energy amplification in glass excitation.
Amplification was performed through a long pass by extending its spatial width to avoid
damaging optics. Fig. 2.5 shows amplification passes of GEKKO laser beams as one

example.

Figure 2.5. Laser amplifier of GEKKO-XII.
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2.5. Issues

We can achieve a high gain ignition by imploding a small low Z capsule that contains
two-layered DT fuels by a high-intensity and high-power laser from the above section,
which is not as straightforward as it sounds due to some detrimental issues. Ablation
surface perturbations due to non-uniform laser irradiation and incompleteness of capsule
fabrication are critical issues to prevent ignition because such perturbations are amplified
during implosion by RT instability, destroying a shell or/and decreasing the temperature
and volume of a hot spot [22—-24]. RT instability is seen at the interface of two fluids with
different densities in an acceleration field pointing toward the lighter fluid. In RT
instability, the growth of sinusoidal modulations (wavenumber k) with the acceleration g

at the interface between a low-density p; and a high-density p, fluids is described by [1]

{ = {oexp(Yert) (2.8)

Where vy = \JAgk, A = (p2 — p1)/(p2 + p1), and {j is an initial amplitude. In ablative
plasma, it is known that the RT growth is suppressed more than classical growth, thanks

to ablative stabilization [25,26].

’ kg
y = T il Bkv, (2.9)

Here, L, v,, and [ are a plasma density scale length, an ablation velocity, and a
dimensionless value, respectively. Since growth rate is a function of modulation

wavelength, RT instability is analyzed based on a mode number [ = 2mR /A where R is a
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capsule radius. In the acceleration phase, the interface between a low-density plasma and
a dense shell is unstable, and therefore, outer surface perturbations grow according to Eq.
(2.9). The most unstable mode in this stage is usually [ = 100~300, with a corresponding
growth rate of ~1000 [27]. When perturbations become comparable with the shell
thickness, it leads to the destruction of a fuel shell. Here, it should be noted that the
perturbations also grow in the inner surface of the shell with the amplitude reduced by a
factor of exp (—I6R/R). Such a phenomenon of the transmissions of a perturbation is
called feed-through [28,29], and the inner surface perturbations become unstable in the
deceleration at the interface of a low-density hot spot and a high-density cold shell,
resulting in the decrease of hot spot volume and temperature. For the simple estimation
of the degradation due to the decrease in hot spot volume, the number of neutrons from
fusion reactions is estimated. The number of neutrons generated inside the hot spot is
described by N = npn{(ov)Vy,, ~ (4/3)7R3,,. When there is a perturbation {j,, on the
inner surface, the effective radius of the hot spot is regarded as R.rr = Rpor — (in -
Therefore, the number of neutrons generated inside the hot spot decreases with
(Rpot — {in)?. When the perturbation reaches the half of a hot spot radius, the generated

neutrons decrease to ~ 10% [27].

2.6. Approaches to address issues

Various works have been done to address the issues described above. To obtain better
irradiation uniformity, phase plates such as random phase plate (RPP) [30] and kinoform
phase plate (KPP) [31] were developed, and further improvement to incorporate temporal
smoothing techniques such as induced spatial incoherence (ISI) [32] and smoothing by
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spectral dispersion (SSD) [33] were also developed. Those techniques are employed in
high-power laser facilities. Another notable approach to mitigate drive beam non-
uniformity is indirect-drive ICF [34]. The basic concept of this approach is shown in Fig.
2.6 (a). A fuel capsule is placed inside a hohlraum of high Z element, and lasers irradiate
the inside of the hohlraum. As a result, laser-converted X-rays with high uniformity
implode a fuel capsule. After tremendous efforts to minimize initial ablation surface
modulations and their growth by hydrodynamic instabilities, scientists achieved ignition
using indirect-drive ICF at LLNL in December 2022 [5—7], which is regarded as the most
significant breakthrough in ICF research history. On the other hand, indirect-drive ICF is
not the best in the IFE application because of its low conversion rate of X-rays from laser
and the complex target design, which is difficult to apply to repetition laser irradiation
required in ICF power plant [35]. For the IFE application, the direct-drive approach is
advantageous because of its simplicity and higher efficiency. To mitigate laser imprinting,
a target-based approach was investigated; a foam ablator [36], a high Z dopant
ablator [37], and a diamond ablator [38] were suggested, which is explained in the next
chapter in more detail. Moreover, advanced ICF schemes such as fast ignition (FI)
scheme [39] and shock ignition (SI) scheme [40] were proposed. For FI and SI schemes,
implosion and ignition are separated to avoid rapid implosion to mitigate RT instability
growth. In FI scheme, DT fuel is ignited by relativistic electrons (~MeV) produced with
an ultra-intense short laser irradiation of 10'® ~10%° W/cm?. In FI scheme, to prevent
plasma from filling the pass of the ultra-intense laser, a cone target is typically employed

as shown in Fig. 2.6 (b) [41,42].
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Figure 2.6. Basic concept for (a) indirect-drive ICF and (b) fast ignition (FI) scheme. In
FI, the compression and ignition pulses are drawn in the same picture, whereas the

ignition pulse is launched after the compression pulse.

2.7. Shock ignition (Sl) scheme

SI scheme is a relatively new scheme that was proposed by Betti et al. in 2007 [40]. In
SI scheme, a low-intensity laser pulse of ~10'* W/cm? compresses a target, and DT fuels
are ignited by a converging shock wave produced by a higher-intensity spike pulse of
several 10%° to 10'® W/cm?. A schematic example of a laser pulse is shown in Fig. 2.7.
Slow implosion in the compression phase can avoid the growth of RT instability. In
addition, a larger fuel mass can be imploded compared with a conventional implosion in
the same laser energy, resulting in higher efficiency. Moreover, this scheme does not
require a complicated target in indirect drive ICF, nor an additional ultra-intense laser

required in FI scheme.
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Figure 2.7. Example of the laser pulse in SI scheme.

The most significant milestone for SI scheme is the creation of shock pressure enough to
ignite a hot spot; typically, an ablation pressure of 30 TPa is required [43]. This is why
spike pulse intensity is envisaged to have more than several 10> W/cm?. However, in
such a high-intensity regime, the laser absorption by collisional absorption decreases, and
laser-plasma interactions (LPIs) such as stimulated Raman scattering (SRS) and two
plasmon decay (TPD) become dominant, leading to hot electron (HE) generation. In ICF,
HE generation is generally considered detrimental because it preheats fuels before
compression [44,45]. Therefore, HEs should be suppressed in the implosion phase. On
the other hand, a high-intensity spike pulse in the SI scheme is launched in the ignition
phase when the areal density of the shell already increases by a factor of 10 to 20 and
therefore HEs of not too high energy (typically less than ~100 keV) are expected to be
absorbed in the outer region of the shell [40]. As a result, HE does not preheat fuels;
instead, it is expected to enhance ablation pressure [46—49]. From the above, HEs could
be a critical factor in SI scheme, and understanding LPIs and HE generation is of great

importance.
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2.8. Role of this dissertation

Diamond target is a low Z element material, it can mitigate laser imprinting, it can be
used together with other techniques such as high Z coating, and it can be applied to
advanced schemes in direct-drive ICF such as SI scheme. These advantages of the
diamond target make it attractive as a fuel capsule for direct-drive ICF in the future. This
dissertation focused on diamond targets and tried to establish fundamental technologies
to fabricate diamond capsules. Also, this study tried to improve the understanding of LPIs
and HE generation in diamond targets to apply them to direct-drive ICF.

In Chapter 3, the fabrication of diamond capsules in a way that can apply to mass
production was investigated, and the fabricated diamond capsules were comprehensively
characterized. Also, laser irradiation experiments were performed to demonstrate its
quality and characterization accuracy. The results indicated that the established
fabrication process in this study is promising to supply them in the future power plant.

In Chapter 4, LPIs and HEs were experientially explored in diamond targets. In this
study, an experimental platform that enables the characterization of LPIs and HEs was
developed, and those were characterized in plastic targets, which is the most typical
ablator material, and then, LPIs and HEs in diamond target were explored in comparison
with plastic targets. The results revealed the effects of hydrogen (H) in the ablator material,
and the design of diamond targets in terms of LPIs and HEs for direct-drive ICF

application was suggested.
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3. Development of diamond capsules

3.1. Diamond ablator for direct-drive ICF

Diamond target can mitigate laser imprinting thanks to its low compressibility and
higher density than conventional ablator materials. Here, the modeling of laser imprinting
explains the importance of material compressibility and density [27,38]. Fig. 3.1 shows

the schematic of the formation of laser imprinting by non-uniform laser irradiation.
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Figure 3.1. Illustration of laser imprinting due to non-uniform laser irradiation.

Irradiation with non-uniformity with 81 /I, produces the pressure perturbation § P,, which
introduces non-uniform fluid velocity v, with rippled shock propagation. From the
equation of motion, the time derivative of the momentum perturbations per unit surface
should be equal to the pressure perturbation on the ablation front [27] when flow in the

lateral direction can be neglected, obtaining
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S = 6P, (3.1)

Considering the momentum perturbation and velocity perturbation on the shock front in

an incompressible fluid model, Eq. (3.1) can be simplified into
Zdvaps(vso - vaO) = 6P, (32)

Here subscript 0 denotes unperturbed quantities. The imprint amplitude §x, is obtained

from Eq. (3.2)

t
ox, = f ov,dt
0

85x, = f t 6(F) (3.3)

dt
0 Zpso(vso - Uao)

As shown in the previous section, laser energy is absorbed in a low-density plasma by
collisional absorption, and the absorbed energy is then transported to the ablation surface
by electron thermal conduction. Here, pressure perturbations are relaxed by diffusive
electron’s thermal conduction, which is called thermal smoothing effect, and it is given

by cloudy-day model [50] by
5P, = %Pof—;exp(—szb) (3.4)
Here, Dy, is the effective separation from a point where the laser is absorbed to the

ablation front (so-called standoff distance). The exponential term indicates that the
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thermal smoothing effect becomes effective when the standoff distance is large. Many
works tried extending a standoff distance using techniques such as a foam target [36,37]
and high Z coating. However, in early irradiation timing and when wavelengths of
modulations are long, the thermal smoothing is not effective. Based on the conservation

of mass across a shock wave, the relation Eq. (3.5) can be obtained [13].

Ps _ _ Yso (3.5)

Po Vsp — Vgo

This means that material of low compressibility can reduce laser imprinting through
(Vso — Vg0)- Also, the term of pg, in Eq. (3.3) indicates that high material density reduces
an imprint amplitude. Diamond is a stiff material with the lowest compressibility under
dynamic compression [51], and it has a higher density (~3.5 g/cm?) than conventional
capsule materials such as plastic (~1 g/cm?). The reduction of laser imprinting, thanks to
material stiffness and density, is effective even in early irradiation timing and when
modulation wavelengths are long, making diamond an attractive material for direct-drive

ICF targets.

3.2. Significance of this study

Diamond capsules were first developed by J. Biener et al. in 2009 for the application to
indirect-drive ICF [52]. Here, it should be noted that diamond is also attractive in direct-
drive ICF owing to its higher density than conventional ablator materials (i.e., plastic,

etc.) [53,54]. In the fabrication work, microwave plasma chemical vapor deposition (MP-
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CVD) technique was employed for the diamond deposition, and the capsule surface was
polished to obtain high surface uniformity [52]. Also, Ding et al. demonstrated the
fabrication of diamond capsules by the high-pressure and high-temperature (HPHT)
method for the direct formation of diamond from amorphous carbon deposited by MP-
CVD [55]. On the other hand, the deposition area of MP-CVD is limited by microwave
wavelength, and therefore, it is not necessarily suitable in terms of mass production. Also,
the voids and pits are seen in diamond capsules, which requires further improvement of
capsule quality, although the improved capsule quality of diamond capsules in recent
years already contributed to the breakthrough at LLNL in 2022 [5-7]. Kato et al.
developed a basic fabrication process for diamond capsules by employing hot filament
chemical vapor deposition (HF-CVD) technique [56]. In HF-CVD, the deposition area
can be easily extended only by increasing the number of filaments, and therefore, it is
ideal for mass production [57]. However, there were technical issues that should be
addressed in the fabrication process. Also, the fabricated diamond capsules were not
characterized in detail. In this study, the improvement of the fabrication process is shown,
and the fabricated diamond capsules were comprehensively characterized. Moreover, the
implosion experiments were performed to demonstrate fundamental capsule quality and
the characterization accuracy. These results indicate that the fabrication process

established in this study is promising to apply them into the future power plants.

3.3. Fabrication of diamond capsules

3.3.1. Diamond deposition

In HF-CVD, hydrogen (H) and carbon (C) sources are dissociated into radicals by
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heating hot filaments. H radicals selectively etch the sp? bond (graphitic component);
therefore, the growth of the sp® component (diamond) predominates. Fig. 3.2 shows the

experimental setup for diamond deposition using HF-CVD technique.

CH,; + H,

e —

/57 7 77/””“(‘ :§§\ W filaments

Si spheres

Vibration motor

Figure 3.2. Experimental setup for diamond coating on Si sphere by HF-CVD technique.

As hot filaments, an array of 19 parallel tungsten (W) wires (¢ = 0.12 mm) was resistively
heated to ~2300 °C. Deposition duration was set to 1 to 4 hours. As a substrate, a Si sphere
of a typical diameter: 0.48 mm was set on the molybdenum (Mo) stage, where the distance
from the filaments was 10 mm. Note that the Si sphere had been subjected to typical
preprocessing (i.e., scratching by a diamond powder slurry) to enhance the nucleation
density in advance. Gas pressure in the chamber was set to 10 torr with hydrogen (H») at
1000 standard cubic centimeter per minute (sccm). Here, methane (CHa4) flow was chosen
as a variable, ranging from 10 to 30 sccm (1% to 3%), and the tendency of decreasing
grain size of polycrystalline diamond with increasing CH4 concentration was obtained as
shown in Fig. 3.3.
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Figure 3.3. Surface morphology in SEM images for different CH4 concentrations.

Such tendency is explained by the high nucleation rate due to higher CH4 concentration.
To realize high surface smoothness, a 3% CH4 concentration was employed for typical
conditions in this dissertation because diamond with small grain sizes was expected to
have smaller surface roughness. During deposition, the Si sphere was rotated by the
vibration of the Mo stage to deposit diamond all over the sphere. The vibration rate was
initially set to 30 seconds every 15 minutes. However, some of the diamond spheres were
found to be stuck onto the Mo holder during deposition, significantly impairing the
capsule quality. This problem was because the diamond was deposited not only on the Si
spheres but also on the Mo stage. This issue was easily solved by employing a higher
vibration rate: 30 seconds every 5 minutes. The improvement of diamond quality thanks
to a high vibration rate is shown in Fig. 3.4. It should be noted that an even higher
vibration rate would be ideal. However, to avoid any problems related to chamber leaks
due to vibration, the vibration rate of 30 seconds every 5 minutes was employed as a

typical condition in this study.
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Figure 3.4. Whole view of diamond spheres in SEM for different vibration rates.

3.3.2. Etching Process

The fabricated diamond-coated Si spheres were cleaned using a mixed acid (96 wt%
H>S04:61 wt% HNOs = 3:1) at ~250 °C to remove any graphitic contents and debris on
the surface of the diamond spheres. Then, cleaned spheres were subjected to the etching
process of the Si mold. In the first step, the diamond sphere was drilled using a
femtosecond laser to make a 10 pm diameter hole, and the Si mold inside the capsule was
removed through the hole by soaking diamond spheres in hydrofluoric acid/nitric acid
mixture (50 wt% HF:61 wt% HNOs = 3:1) solution. However, the preliminary laser
irradiation experiment revealed the existence of Si residual inside a diamond sphere. Fig.
3.5 (a) and (b) show the implosion trajectory from an X-ray streak camera and the image

from an X-ray pinhole camera.
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X-ray streak camera X-ray pinhole camera

Figure 3.5. Implosion image of diamond capsules for an X-ray streak camera and an X-

ray pinhole camera in preliminary laser irradiation experiment.

Significant asymmetry and abnormal X-ray emissions were observed, which were
attributed to mass non-uniformity and line X-rays due to Si residuals inside the diamond
capsule.

The Si residuals in the etching process were mainly attributed to two factors. The first
factor is that the diamond capsule rise onto the solution surface when buoyancy inside the
capsule become significant, which stops reactions from proceeding. The second factor is
due to the large surface tension at the hole of 10 um. The reaction proceeds by reaction
gases going out as bubbles. The surface tension exserted at radius R of fluid is estimated
from the Laplace-Young equation: P = 2y /R where y is the fluid’s viscosity. When R is
regarded as a small value, an order of hole size (i.e., 10° m), surface tension becomes
large, which is not negligible. It is supposed that in early times, reactions are active, and
therefore, the gas pressure inside a capsule overcomes surface tension at the interface of
the acid solution, and a reacting gas can go out. Once a reacting gas goes out of a capsule,
the pressure inside the sphere becomes low; therefore, the fresh acid solution gets into the

inside. Such repetition continues until the reacting gas pressure becomes low and stops
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its cycle. To solve the first problem, the diamond sphere was stuck on the bottom of beaker
by clay, and the clay was removed after the etching of the Si mold with acetone. To solve
the second problem, an external pressure was introduced by using ultrasonic vibration.

The schematic image of the improved etching process is shown in Fig. 3.6.

Reacting
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Figure 3.6. Si etching by acid solution with ultrasonic vibration.

3.4. Characterization of diamond capsules

The fabricated diamond capsules were comprehensively characterized. Not only the
typical parameters of diamond films (i.e., surface morphology and sp? content) but also
parameters important for direct-drive ICF applications (W and H contents, capsule
thickness, density, and mode amplitudes of surface roughness) were characterized in

detail.
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3.4.1. Surface Morphology and Sp? Content

The surface morphology was evaluated using scanning electron microscopy (SEM)
and atomic force microscopy (AFM). Fig. 3.7 shows a typical microscopic view from

SEM and an altitude image from AFM.
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Figure 3.7. Microscopic view of diamond surface from SEM and AFM.

In both images, nanocrystalline grains of round shapes were observed, and the root mean
square (RMS) value was evaluated to be 11 nm from the AFM data in Fig. 3.7, showing
small surface smoothness. On the other hand, the dome-shaped hills of several
micrometers in diameter were also observed in macroscopic SEM observation, as shown
in Fig. 3.8. This could be attributed to the incorporation of debris during the deposition

process that should be suppressed in future work.
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Figure 3.8. Macroscopic view of diamond surface in SEM image.

Sp? content was discussed using Raman spectroscopy with A = 532 nm laser excitation.

Fig. 3.9 shows the Raman spectrum after subtracting background linearly.
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Figure 3.9. Raman spectrum with multi-Voigt function fitting.

Multiple peaks were observed, including diamond, G-band, trans-polyacetylene (C2H>),

and D-band peaks, as shown in multi-Voigt function fitting. These multiple peaks are

typically observed in nanocrystalline diamond. D band and G band indicate sp?

contents [58—63]. Note that the Raman cross-section of these peaks is much larger than
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the diamond peak by a factor of typically 50-230 [64,65]. The trans-polyacetylene peak
indicates that the diamond film contains H [66,67], which is quantitatively evaluated by

SIMS evaluation in the next section.

3.4.2. W and H Contents

Hydrogen (H) and tungsten (W) are typical non-diamond contents in diamond
deposited in HF-CVD technique, and those are attributed to hydrocarbon source gases
and hot filaments, respectively. In direct-drive ICF, H and W are known to change LPIs
and radiation. High H concentration enhances LPIs and HE generation, which is discussed
in the next chapter. W enhances radiation, causing fuel preheating. The W and H contents
were measured using secondary ion mass spectroscopy (SIMS), which was absolutely
calibrated by a standard diamond sample of known H and W concentration. Here, SIMS
was performed on a diamond film deposited on the Si plate (thickness: 0.53 mm) in the
same deposition conditions as the spheres. Fig. 3.10 shows the results of SIMS for H and

W concentration profiles.
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Figure 3.10. Depth profile of H and W concentration from SIMS. This corresponds to

1.2 at. % of H concentration and 0.017 at. % of W concentration.
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The concentration of H was 2.2x10%' /cm?, corresponding to 1.2 at. % compared to the
number density of single-crystal diamond (1.8 X 10%3/cm?). For W, the concentration was
3.0x10" /cm?, corresponding to 0.017 at. %. 1.2 at. % of H concentration might slightly
enhance HE, as discussed in detail later. W incorporation is very low and seems negligible,

but quantitative evaluation should be done carefully in the future.

3.4.3. Thickness and Density

Thickness and density are crucial parameters because they directly determine the
implosion dynamics. To evaluate the thickness, a two-step procedure was employed in
which the radius difference of a spherical sample before and after diamond deposition
was evaluated. An optical microscope [68] was developed to evaluate the radius precisely.

Fig. 3.11 shows the entire view of the developed microscope system.

j ; QCD camera
\

—~

Telecentric lens

)

| Target
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Figure 3.11. Schematic of a developed optical microscope.
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In the system, a telecentric lens was employed for the focusing lens. A telecentric lens
enables the observation of an object with a small magnification deviation because it only
images parallel light. The obtained image was introduced to image data analysis, the flow

of which is summarized in Fig. 3.12.

At smallest dispe]

R [pixel] R [pixel]

Figure 3.12. Flow of image data analysis.

A polar transformation (x — y plane to r — 6 plane) was performed based on the assumed
center, and border points (radius) were determined with sub-pixel accuracy by fitting the
sigmoid function to calculate the dispersion of radius over 6. By reiterating this process
for different centers, the center was determined to have the smallest dispersion. Thus, the
radius can be calculated by averaging the radius values over 8. In addition, the data of the
smallest dispersion are utilized for the evaluation of the mode analysis in the later section.
For the absolute calibration of the developed microscope system, steel spheres of known
diameters were evaluated, and it was verified that the spatial scale of the system was
0.7260 um/pixel. The accuracy of the average radius evaluation was 0.1 pm, which led
to a thickness evaluation of 0.1 pm accuracy. Fig. 3.13 shows the results of the thickness
evaluation of several nanocrystalline diamond samples with different deposition times,

where the size of the marker represent the error bar.
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Figure 3.13. Thickness of diamond capsules at different deposition times.

It was shown that the thickness can be controlled by deposition time as shown in the
thickness function, h [um] = 1.04 t [h] + 0.14. Note that the offset of 0.14 um came from
the diamond deposition in the filament conditioning period prior to the deposition process.

The density of the nanocrystalline diamond was also evaluated using a two-step
procedure for the mass difference of the sphere before and after diamond deposition, and
the mass difference was divided by the capsule volume. For mass measurements, an ultra-
micro balance (METTLER TOLEDO, UMX2) with a minimum scale of 0.1 pg was
employed. The capsule volume was calculated from the thickness data obtained using the
developed optical microscope. As a result, the density was evaluated to be 3.2+0.2 g/cm?.
The lower density value than single crystal diamond (3.5 g/cm?) can be reasonably

explained by incorporating sp? contents as described in section 3.4.1.

3.4.4. Mode Amplitudes of Surface Roughness

The surface roughness of a fuel capsule is a critical factor in ICF because even a small

non-uniformity is amplified by RT instability during implosion. In ICF applications, the
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surface roughness is typically evaluated based on the mode number M, which is defined
by 2zR/4, where R is a capsule radius and A is a modulation wavelength. Typically, it is
pointed out that only nanometer-amplitude modes are acceptable for the realization of
ignition [69]. Mode analysis was performed using a Fourier transformation of the surface
roughness data. To evaluate low modes (large-scale modulations), a telecentric image was
analyzed, and the amplitudes of modes less than 150 were evaluated. There were no mode
amplitudes larger than 0.1 pm, which is the resolution limit of the telecentric imaging
system. It should be noted that mode 1 non-uniformity (i.e., non-concentricity of the
coating) cannot be evaluated in this method. Evaluation of mode 1 should be performed
in future work. For the evaluation of high modes (small-scale modulations), AFM data of
10 pum X 10 pm were analyzed, and the amplitudes of modes greater than 150 were
evaluated, as shown in Fig. 3.14. Typical values of the high modes are less than 40 nm,
which is reasonably comparable to the RMS values of the surface roughness mentioned
in section 3.4.1. It should be noted that the Si spheres before the diamond deposition also
had comparable surface roughness, which should correspond to the inner surface

roughness.
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Figure 3.14. Amplitudes of high modes evaluated by mode analysis in AFM data.
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3.5. Laser irradiation experiment

3.5.1. Experimental conditions

Characterized hollow diamond capsules were introduced into direct-drive laser
irradiation experiments at the GEKKO-XII laser facility at Osaka University.
Experiments were performed at target chamber I, where a target can be spherically

irradiated by 12 high-power laser beams, as shown in Fig. 3.15.

2N Laser [ __-Laser
" port Focusing lens

Chamber

Figure 3.15. Image of target chamber of GEKKO-XII with laser irradiation.

12 amplified beams were introduced to the center of the target chamber of ¢p ~ 1.7 m
by focusing a lens with a F-number of 3 through laser beam ports. The focusing lens
position was set to d/R = —5, where d is the lens position from the best focus position, R
is the radius of the capsule, and the negative sign indicates that the lens is closer to the
target from the position of best focus. The pulse shape was Gaussian, with a duration of

1.3 ns. The total energy of the laser light was typically 3 klJ.
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3.5.2. Plasma Diagnostics

To comprehensively evaluate capsule implosion, three types of X-ray diagnostics were
employed. Fig. 3.16 shows the plan view of the target chamber at the location of each
diagnostic where the direction cosine (x,y,z) is shown in italic letters. X-ray emissions are
supposed to be the strongest at the ablation front, as defined by the maximum value of
n2,/T,, where n, and T, are the electron density and electron temperature, respectively,
when assuming thermal bremsstrahlung. Therefore, the implosion trajectory of a capsule
can be evaluated by following the maximum X-ray emissions. Two X-ray streak cameras
(XSC1 and XSC2) were used to evaluate the one-dimensional time-resolved implosion
trajectory. The magnification and sweep time window were 10.3 and 4.81 ns for XSCI,
respectively, and 9.5 and 5.62 ns for XSC2, respectively. Considering the pinhole
diameter and cathode width of each XSC, the spatial and time resolutions were calculated
to be 27 um and 90 ps for XSC1, respectively, and 28 um and 89 ps for XSC2, respectively.
An X-ray framing camera (XFC) was employed in order to evaluate two-dimensional
implosion performance at six consecutive timings (+0ns, +0.1 ns, +0.2 ns, +0.23 ns, +0.33
ns, and +0.43 ns). The magnification was 14.4, and the spatial resolution was 27 um. Two
X-ray pinhole cameras (XPHC1 and XPHC2) were employed to evaluate the time-
integrated information on the overall implosion. The magnification and spatial resolution
were 8.8 and 28 pm for XPHC1, respectively, and 4.4 and 31 pm for XPHC2, respectively.
Note that the x-ray energy range of all diagnostics was observed to be more than 1 keV
owing to a Be filter of 50 pm, which enabled the exclusion of contributions from line X-

rays of carbon.
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Figure 3.16. Configuration of X-ray diagnostics. Direction cosine (X,y,z) of each
diagnostic is shown in italic letters.

3.5.3. Experimental results

As targets, three nanocrystalline diamond capsules (thickness: 2.6 um, 3.1 um, and 4.0
um) were introduced into the experiment. Those capsules were glued with ultraviolet-
curing resin onto a glass stalk and introduced into the chamber center. An optical image

of the nanocrystalline diamond target is shown in Fig. 3.17.

Figure 3.17. Optical image of a hollow nanocrystalline diamond target for laser

irradiation experiments.
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Those capsules were successfully imploded, different from preliminary implosion
experiments. Herein, the experimental results of a 3.1 pm-thick hollow nanocrystalline
diamond capsule are shown, where the complete dataset of all the diagnostics is obtained
without any failures. In the 2.6 um-thick diamond capsule shots, two laser beams were
lacking due to technical issues, and in the 4.0 um-thick diamond capsule shot, one of the
X-ray diagnostics was lacking due to technical issues.

Fig. 3.18 shows the results for XSC1. We can see the implosion trajectory in the form
of X-ray emissions from the ablation front. The time axis was shown, assuming a peak
laser timing of 0 ns. The left and right trajectories are symmetrical, and x-ray emissions
reach their maximum value at peak compression timing, which means that kinetic energy
is converted to thermal energy owing to collision at the center of the capsule. This verifies
that the capsule is successfully compressed, unlike in a preliminary experiment where
significant implosion non-uniformity and abnormal X-ray emissions were observed.
Notably, XSC2 also showed successful implosion, which is not shown here. As an
analysis, the implosion trajectories (i.e., plots of the capsule radius as a function of time)
were evaluated from the peak X-ray emission points over time. The results are compared

with the one-dimensional radiation hydrodynamic simulation in the next section.
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Figure 3.18. One-dimensional implosion image from a streaked image of the XSC1.

Fig. 3.19 shows the XFC image. The XFC captures the early midpoint of the
implosion, 0-0.43 ns. The white dotted circle indicates the initial size of the capsule. A
two-dimensional compression trajectory is observed through X-ray emissions from the
ablation front, showing a successful capsule implosion two-dimensionally without
implosion failures due to capsule incompleteness, at least in current resolution. In the
images, X-ray emissions from the resin and stalk were also observed, and the X-ray
emissions from the capsule center before peak compression are explained by the prior

collision of light blowoff plasma from the inner surface of the capsule.
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Figure 3.19. Two-dimensional implosion image in 6 different times from the XFC

image.

Mode analysis was performed by polar transformation of the XFC image to determine
implosion non-uniformity, as shown in Fig. 3.20 (a), where the green line indicates the
plots of peak X-ray emission points. Note that non-uniformity at 0.43 ns cannot be
obtained since strong X-ray emissions from the center obscure the ablation front
emissions. Fig. 3.20 (b) shows the mode amplitudes at 0.33 ns as one example. Mode
amplitudes of less than 8 are shown because there are no large amplitudes in more than

mode 8 in our analysis. Implosion non-uniformity was observed in mode 2.
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Figure 3.20. (a) Result of polar transformation of the XFC image, (b) Mode amplitudes
at 0.33 ns.

Fig. 3.21 shows the time evolution of the amplitude of mode 2, where we can see a
growing tendency of nonuniformity. The error bar was evaluated based on the deviation
from the ideal cosine function. The cause of this experimental implosion non-uniformity

is discussed later, with the radiation hydrodynamic simulation calculations.
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Figure 3.21. Amplitudes of mode 2 at different times.

Fig. 3.22 shows the XPHC1 image. Because XPHC integrates X-rays over the

implosion, the data contains all the information over the entire implosion, both in scale
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and time. In the image, X-ray emissions from the resin and stalk are also observed, and
the strongest emissions are located at the capsule center, which verifies the overall success
of the implosion. This is unlike in the previous experiment, where abnormal X-ray
emissions were observed at the side of the capsule owing to line X-rays of Si residuals. It
should be noted that the XPHC2 image also showed the successful implosion of

nanocrystalline diamond capsules.

<~
Resin + Stalk100 pm$
e

Figure 3.22. XPHC image.

3.5.4. Comparison with Radiation Hydrodynamic Simulation

The capsule trajectories from X-ray diagnostics were compared with one-dimensional
radiation hydrodynamic simulations (ILESTA-1D [70]). Fig. 3.23 shows the simulation
results by comparing the experimental implosion trajectories obtained from the x-ray

diagnostics.
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Figure 3.23. Implosion trajectories from one-dimensional simulation (ILESTA-1D) and

experimental results.

The green line shows the laser intensity, and the gray line represents the implosion
trajectory from the simulation. The yellow, red, and blue plots represent the experimental
capsule trajectories from XSC1, XSC2, and XFC, respectively. The trajectory from the
XFC was evaluated by averaging the radii over angles. The experimental results were
precisely reproduced by radiation hydrodynamic simulation calculations, indicating the
accurate characterization of the density and thickness of the nanocrystalline diamond
capsules.

The cause of the nonuniformity of mode 2 observed in the XFC image is investigated
here. In the experiment, there was a laser nonuniformity. Fig. 3.24 (a) shows an
experimental laser non-uniformity in the direction of implosion non-uniformity of mode
2, where the peak and valley of mode 2 are described as “Fast” and “Slow”, respectively.
The laser energy in each position is assumed as the sum of two laser beams nearest to
each position, and the phase was ~22° throughout the implosion. Note that actual laser

energy subjected to upper “Slow” place was smaller than the calculated value shown in
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Fig. 3.24 (a) since laser light was lost at the resin and stalk. The laser energy of the “Fast”
places is reasonably higher than that of “Slow” places, implying that laser nonuniformity
might produce implosion nonuniformity in mode 2. For investigating laser non-
uniformity effects on implosion, two-dimensional radiation hydrodynamic simulation
code (PINOCO) [71] calculations were performed, assuming three cases of laser non-
uniformity (5%, 10%, and 15%). Fig. 3.24 (b) shows the simulation results and
experimental non-uniformity of the XFC. Experimental results were well reproduced by
simulation of 10% laser non-uniformity, showing experimental non-uniformity can be

reasonably attributed to the laser non-uniformity of GEKKO beams.
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Figure 3.24. (a) Sketch of laser non-uniformity at the position of implosion non-
uniformity of mode 2. “Fast” indicates the place of fast implosion, and “Slow” indicates
the place of slow implosion. Laser energy and its ratio are also shown. (b) Simulated
implosion non-uniformity assuming three cases of laser non-uniformity with the

comparison as experimental results.
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3.6. Summary and future prospects

Diamond is an attractive target material in direct-drive ICF, which can mitigate laser
imprinting thanks to its stiffness and higher density than conventional capsule materials.
This chapter focused on the fabrication of diamond capsules using HF-CVD technique.
HF-CVD is an ideal method that can be applied to mass production. However, there were
technical issues with the fabrication process. Also, the comprehensive characterization of
fabricated capsules was not performed in previous works. Therefore, their applicability
to actual laser experiments was unknown. In this study, experimental conditions
(vibration rate of the stage and CH4 concentration of source gases) were optimized to
deposit uniform nanocrystalline diamond over Si spheres to obtain better quality capsules
by HF-CVD process. Also, the etching process of the Si substrate was improved; the
diamond sphere was stuck on the bottom of the beaker by clay so as not to rise onto the
solution surface during etching, and the clay was removed after the etching process by
acetone. Also, ultrasonic vibration was introduced to exert external pressure to overcome
high surface tension at the small hole. Next, important parameters of capsules for direct-
drive ICF application were evaluated. An optical microscope that employed a telecentric
lens was developed to obtain an ideal backlight image of the sphere, and the average
radius was evaluated by image data analysis with 0.1 um accuracy. By using this system,
a thickness was evaluated from the radius difference before and after diamond deposition.
By changing the deposition duration, it was shown that capsule thickness can be
controlled. Density was evaluated by electronic balance measurement, obtaining 3.2
g/cm?. Surface roughness was evaluated to be several 10 nm by SEM and AFM, and H
and W incorporation was revealed to be 1.2 at. % and 0.017 at. %, respectively. The

Raman spectrum indicated the existence of sp? content, which reasonably explained lower
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density than single crystal diamond (3.5 g/cm®). Then, the characterized diamond
capsules were introduced into laser irradiation experiments to verify the quality of
diamond capsules and the characterization accuracy. In the experiment, the implosion
dynamic was evaluated by X-ray streak cameras, an X-ray framing camera, and X-ray
pinhole cameras, and the successful implosion was observed, different from the previous
experiments where significant non-uniformity and abnormal X-ray emissions due to Si
residuals were observed. Experimental implosion trajectories were also compared with
radiation hydrodynamic simulation calculations, which showed good agreement within
the error bars. These results revealed that diamond capsules can be fabricated in a process
that applies to mass production for future power generation. These results will inspire
further experimental work to improve the quality of diamond capsules in this process. For
example, surface roughness could be reduced by depositing ultra-nanocrystalline
diamond whose grain sizes are less than 10 nm. Also, dome-shaped hills observed in the
SEM image could be suppressed by changing the Mo stage into other materials where the

diamond is not deposited.
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4. Experimental study on laser-plasma

interactions and hot electron generation

4.1. Physics of laser-plasma interactions

4.1.1. Collisional absorption

Laser energy absorption in a plasma is a fundamental phenomenon in ICF. In a laser-
ablated plasma, a laser light can penetrate up to a critical density point and is mainly
absorbed through collisional absorption (alias: inverse bremsstrahlung). Collisional
absorption is the process where the kinetic energy of oscillating electrons due to electric
fields is transferred to thermal energy by colliding with an ion and another electron. The

absorption rate 14, can be derived when assuming a liner density profile [72].

32v,;(n,)L
Nap =1 —exp (_E%> (4.1)
n.ZIlnA
Ve =3 X 1076 = (4.2)
T?[eV]

Where v,; and L, are a collisional frequency and a plasma density scale length,
respectively. T, increases with increasing laser intensity, and n, decreases with
increasing laser wavelength, which leads to the decrease of v,;. Therefore, the absorption
rate becomes low in high-intensity and long-wavelength lasers. In fact, according to
experimental work for a low Z ablator, an absorption rate with 351 nm laser was evaluated
to be ~90 % for 10'* W/cm? and ~70 % for 10! W/cm? while those for 527 nm laser was

~80 % for 10'* W/cm? and ~50 % for 10'> W/cm? [73].
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4.1.2. Parametric instabilities

When laser intensity becomes high (typically more than several 10'* W/cm?),
parametric instabilities start to occur. Parametric instabilities are wave-wave interactions
that involve unstable growth of multiple waves (electromagnetic waves, Langmuir waves,
and ion-acoustic waves) [74]. Plasma waves driven by oscillators x; and x, and a pump

wave E can be described by

l;—; + wgl E(®) =0 (4.3)
d? )
lﬁ + wll x1(t) = C1x,E (4.4)
L;i—; + w%l x,(t) = Cuxq E (4.5)

Where w; and w, are characteristic frequencies, and C; and C, depict the strength of the

coupling. Here, the damping of waves is ignored. From (4.3), the pump wave can be

described by

E = Eycos(wyt) (4.6)

By taking the Fourier transform of Eq. (4.4),

C1E,

2

((U% — w*)x(w) = [%2(w + wp) + Xx(w — wy)] (4.7)

From this, x; (w) can be coupled to oscillator x,(w + w,) through a pump wave E. Here,

2(w) = 1/2m [ x(t)exp(iwt)dt. By considering w + w, of oscillator x, and taking the
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Fourier transform of Eq. (4.5),

CoE,
2

((U% — (0 % wo)z)fz(a) T w,) = (%1 (0 £ 2wp) + %, (w)] (4.8)

X, (w + wy) can feed back to the oscillation x; (w). Here term X, (w + 2w,) is ignored

because we are looking for solutions for w~w;. As a result, Eq. (4.9) is obtained.

w? — w? C1Ey C1E,
1
22 (- wp)? — w? 0 X, (w — wy) (4.9)
%, (w +
C,E, - % (w + wy)
5 0 (w + wo)* — w3

For a non-trivial solution of Eq. (4.9), the determinant must be zero. Defining D, (w) =

w? — wZ, the solutions were found by

C,C,E? 1 .\ 1
4 Dz((l) - 0)0) Dz(a) + 0)0)

D;(w) = (4.10)

The solution w = x + yi with y > 0 indicates the instability growth and its growth rate
is y. Here, we are looking for the parametric instabilities involving a laser decaying into
two waves, requiring a higher frequency pump wave to decay lower frequency waves.

Then, frequency w + w, can be neglected, obtaining

(A)O ES 0)1 + (l)z (4’.11)
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This is called frequency matching conditions. A similar equation can be found in

wavevector.

kO = kl + k2 (4’.12)

In this dissertation, as important parametric instabilities, stimulated Raman scattering
(SRS) [72], where laser light decays into an electromagnetic wave (EMW) and a
Langmuir wave (LW) and two plasmon decay (TPD) [72] where laser light decays into

two LWs are discussed. The dispersion relation of each wave is described by

w§ = wpe + c2k§ (4.13)
wé = wpe + ki (4.14)
Wiy = wpe + 3Vikiw (4.15)

Where s indicates EMW (i.e., scattered wave). wy,, ¢ [cm/s], and V, [cm/s] are a plasma
frequency, the speed of light, and a thermal velocity, respectively, and w,, and V;, can be

described by

1
4tn,e?\?
Wpe = [~ (4.16)
e
1
T,\2
v, = (m—) (4.17)

Where n, [/cm®], e [esu], m, [g], and T, [erg] are a plasma density, the elementary
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charge, the electron mass, and temperature. Please note that CGS unit is employed here.
LWs generated by SRS and TPD lead HE generation, whose energy can be scaled by the

phase velocity of LWs v,j,.

(4.18)

It should be noted that electrons can be accelerated through multiple LWs; Therefore, HEs

of higher energy than phase velocity are also produced.

4.1.3. Stimulated Raman scattering (SRS)
In SRS, laser light decays to an electromagnetic wave (EMW) and a LW with energy

and momentum conservation.

CUL = (US + (ULW (4’.19)

kL == kS + kLW (4’.20)

An example sketch of the conservation of frequency and wavevector for SRS is shown

by drawing the dispersion relation of each wave one-dimensionally in Fig. 4.1.
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EMW

Figure 4.1. Dispersion relation of SRS.

SRS can only occur below the quarter critical density region. From Eq. (4.14), (4.15), and

(4.19), the relation of frequencies is obtained.
Wy = Ws + WLy > 2wy, (4.21)

According to Eq. (4.16), a ratio of plasma density and critical density can be described

by wj./w§; Therefore, the density range where SRS can occur is calculated.
1
0 < ngps < 77 (4.22)

The growth rate of SRS can be calculated based on Eq. (4.10) [72], obtaining

1

1 Wi, \?
¥ =7 kuwvos (—”) (4.23)

Ws Wy
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Where v,; = eE,/m,w, is the quiver velocity of an electron. The growth rate becomes
the maximum for the case of backscattering through k;,,, and therefore only the
backscattering case is discussed in this dissertation. An instability threshold can be given

considering wave damping of a scattered light and LW: v4 and v, .
Y2 > v (4.24)

This threshold intensity is easily satisfied, and in an inhomogeneous plasma, the threshold
of SRS is typically given by inhomogeneity of plasma rather than Eq. (4.24). In
inhomogeneous plasma, local dispersion relations for the waves depend on plasma density.
Therefore, the wave number matching term k(z) = ky(z) — ks(z) — kyy (2) varies with
wave propagation in plasma. The perfect resonance is seen at k(z) = 0, and SRS can be
amplified until daughter waves convect away from the resonance region. When assuming

the pump wave is uniform, the coupled equations can be obtained.

0 0 z
[& — Vys 5] as = YoaLwexp <1f K(z’)dz’) (4.25)

0 0 z
[a — Vgw E] arw = Yoasexp <i f K(z’)dz’) (4.26)

14

gs and vy, are group velocities for a scattered light and a LW. The integral term on the

right-hand side indicates the de-phasing of the resonance. Considering k(z) = k'z, so-
called Rosenbluth gain that depicts spatial amplification of the instability is derived [75],

which is called convective SRS.

64



2my?

Ggps = | (4.27)

ngw|
Here, the thermal noise in a plasma is amplified by I = I, exp(G), and Gsgs = 27 (i.c.,
Y2 /K'|UgsngW| = 1) is typically used as a threshold. This conclusion is practically

understood by introducing a resonance length, assuming that the resonance is lost at

k(z) > 1/2[72].
lint
fo Kdz = % (4.28)

Therefore, the resonance length is obtained as l;,,, = 1/vk’. It can be regarded that the

wave convects away from this resonance length with damping rate vs, = v45/l;n; and
Viws = Vgrw/line . Therefore, the instability threshold given by Y2 > Ve Vi, i8S
calculated to Y2/ K’|UgsngW|. It should be noted that when the density is very close to
n./4, vys approaches zero, and convective SRS cannot occur. Instead, absolute SRS
could occur, which is amplified not spatially but temporarily at n./4 [76].
The general form of Eq. (4.27) can be more specific by substituting v,5 = ksc?/wg and

Vgrw = 3k, Vi oLy and calculating k' (2) [77],

21 (&)Z k%,

Gsps = — —— L, < IL 4.29

Because vZ « I, a convective gain of SRS is proportional to a laser intensity and a

density scale length.
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4.1.4. Two plasmon decay (TPD)

In TPD, laser light decays into two LWs with energy and momentum conservation.

Wy = W1 T Wrw2 (4.30)

ko =k, + kiy» (4-31)

An example sketch of the conservation of frequency and wavevector for TPD is shown

by drawing the dispersion relation of each wave one-dimensionally in Fig. 4.2.

»
>

EMW

Figure 4.2. Dispersion relation of TPD.

Because frequency of a LW is close to plasma frequency wye,

CUO = wLWl + wLWZ ~ 20) (4’.32)

pe

This means that TPD occurs at around a quarter-critical density. In more detail, because
the dispersion relation of LWs has a term of 3V% k%, @iy, and w,y, shift from wq/2,

higher frequency wyr and lower frequency wpg. The growth rate of TPD is also
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calculated by dispersion relation [72].

(kpw — ko)? — ki
kiw|kiw — Kol

_ kiw - vos

4

(4.33)

Similarly, Rosenbluth gain for convective TPD can be derived when v, < ¢ [77],

Grpp = 2”<v05)2k L, o« IL, /T (4.34)
TPD — 24 vth o~n n e '

The gain of convective TPD is proportional to laser intensity and a plasma density scale

length. Also, it is inversely proportional to plasma temperature because of v3, < T,.

4.2 Significance of this study

As mentioned in the previous chapter, HEs could be detrimental or beneficial in
direct-drive ICF. For example, in SI scheme, HEs degrade implosion performance due to
fuel preheating in the compression phase. In contrast, they are expected to contribute to
ablation pressure formation in the ignition phase. From the above, it is essential to
understand the occurrence of SRS, TPD, and HE generation. In inhomogeneous plasma,
their extent is depicted by Rosenbluth gain by considering a finite resonance length, as
shown above. However, it is known that plasma waves are subjected to damping due to
multiple factors, which also could suppress their growth. Such saturation due to the
damping of LWs was explored in detail in homogeneous plasma in indirect-drive ICF

conditions. It was found that ion-acoustic wave (IAW) damping is an important factor for
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SRS saturation through damping of LWs due to Langmuir decay instability (LDI) [78—
84], showing that plasma composition is important to control their occurrence [79,84,85].
On the other hand, it was unknown whether those damping also determines the level of
SRS and TPD in direct-drive ICF conditions, making it difficult to anticipate the extent
of SRS, TPD, and HEs in direct-drive ICF conditions; there is only a limited number of
works that explored the effects of plasma composition on the levels of SRS and TPD in
direct-drive ICF conditions where different saturation mechanisms were
discussed [49,86,87]. From the above, it was important to experimentally explore the
extent of SRS, TPD, and HEs in direct-drive conditions and discuss their saturation
mechanisms. Here the experimental platform which enables to characterize SRS, TPD,
and HEs was developed at the GEKKO laser facility (Section 4.4), and the SRS, TPD,
and HEs were comprehensively characterized in detail for plastic targets, which is the
most typical ablator material (Section 4.5). Then, the diamond ablator's SRS, TPD, and
HEs were explored and compared to plastic (Section 4.6). This study's results and
discussion provided detailed information on the extent of SRS, TPD, and HEs. Also, from
the comparison of diamond and plastic targets, H effects in the ablator material on the
saturation of SRS and TPD through IAW damping were revealed. This finding will

contribute to the design of ICF target to improve the implosion performance.

4.3. Experimental conditions

An experimental platform was established at Chamber II at the GEKKO laser facility,
called “GEKKO-HIPER”, where twelve laser beams (f/15) are combined into one /3 laser
bundle. In the experiments, seven frequency-tripled laser beams 3w, I~2.2x10'° W/cm?)
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with a Gaussian temporal profile (full width at half maximum (FWHM)=230 ps),
delivering an energy of 420-510 J was employed. Its spot size was 280 um at the FWHM,
providing an envelope peak intensity of 1.9-2.4x10'> W/cm?. Also, three frequency-
doubled beams (2w) were used as the prepulse to produce a preformed scale-length
plasma 200 ps before the main pulse. They delivered 250 J in 240 ps with a Gaussian
profile and were focused on a spot of 850 um FWHM for an intensity of 1x10'* W/cm?.
The 3w and 2w beams were mounted on random phase plates (RPP) [30] and kinoform
phase plates [31], respectively. As a target, three layered targets consisting of ablator,
copper (Cu), and quartz (Qz) layers were typically employed, as shown in Fig. 4.3. As
ablators, diamond (C) 40 pm, polystyrene (CH) 10 pm, or polyethylene (CHz) 10 um
were employed. Cu and Qz layers were employed for X-ray diagnostics for HEs and
shock parameter measurements, respectively. Table 4.1 shows the summary of laser shot
conditions referred in the dissertation. Multiple diagnostics were employed to explore
SRS, TPD, and HEs, and some of them were developed in this study, which are explained

in the next section. The plan view of all diagnostics is shown in Fig. 4.4.

Stalk

Laser

Ablator L
P

Vi

Copper (Cu) =/
25um  Quartz
50 um

Figure 4.3 Structures of Multi-layered targets.
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Table 4-1. List of laser and target conditions

#shot | Ablator Pre-pulse intensity [10'3 Main pulse intensity [10'3
W/cm?] W/cm?]
44690 | CH: - 2.2
44733 | CH: - 2.4
44681 CH» 0.11 2.1
44682 C 0.12 2.2
44683 CH 0.10 1.9
44684 C 0.11 2.0
44685 C 0.11 2.1
44687 | CH: 0.12 2.3
44688 | CH: 0.13 2.3

Tlme resolved

spectrometer —
Time- mtegrated ”m

spectrometer

GEKKO beams

4
Target Chamber II’

SOP
(-0.87, -0.50, 0)

ESM1
(-0.87, -0.15, 0.47)

. X-ray spectrometer
(-0.87, 0.40, 0.29)
’ ESM2
(-0.64, 0.62, 0.45)

HEXS
(-0.34, 0.76, 0.55)

Figure 4.4. Plan view of all diagnostics. (a, b, c¢) indicates a direction cosine of the

chamber port from the center of a chamber when that of the laser port is (7, 0, 0).
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4.4. Development of experimental platform

In this chapter, principles, typical analysis, and typical results for diagnostics are

explained.

4.4.1. Backscattered optical spectrometer

Optical systems for measuring backscattered emissions were developed to evaluate the
occurrence of SRS and TPD. For SRS, the wavelength of scattered light in a vacuum is

calculated by

A = (4.35)

From 1/2 wy S ws < wq, 351 < Aggss S 702 nm is obtained for A, = 351 nm. For
TPD, TPD itself does not produce EMWs. However, LWs generated by TPD interact with
laser light, producing scattered light: w, + wyr and wy + wpg [88]. In the case of

difference frequency,

Wsp = Wo — Wyg (4.36)

Wsgp = Wo — WpEg (4.37)

From w~wyg~wpe~1/2 0wy, wsg~wsg~1/2 w,, and therefore, Arpps~702 nm. wgp
and w,p are usually called “blue shift” and “red shift”, respectively.

Time-resolved and time-integrated spectrometers were arranged to obtain optical
emissions from SRS and TPD. The time-resolved optical spectrometer was employed to
evaluate the timing of each instability, and the time-integrated spectrometer was
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employed to obtain a scattered spectrum and its magnitude. Fig. 4.5 shows the developed

system for the time-resolved and time-integrated spectrometers.

GEKKO laser
Chamber wall / KDP  Turning mirror
Chamber center / / / Fiber head
'\ '\ :4\ Spectrometers
715 72

Figure 4.5. System of the time-resolved and time-integrated optical spectrometers.

The backscattered light generated at an ablation plasma from the target traveled
backward along the same path as the incident laser up to the turning mirror, which only
reflected A=1053 nm light. It then passed through three optical filters: a 400 nm high-pass
filter, a 527 nm notch filter, and a 1000 nm low-pass filter. Finally, a Fresnel lens focused
the transmitted light into a fiber and transported it to the two spectrometers. A 1.8 m quartz
fiber was employed to transport the backscattered light to the time-integrated
spectrometer (OCEAN optics, HR2000), while a 20.4 m quartz fiber was employed for
the time-resolved spectrometer (Hamamatsu, A6365). The spectral resolution was
evaluated to be 3 nm and 2 nm for time-integrated and time-resolved spectrometers, and
the sweep time window of the streak camera was 1.62 ns or 5.26 ns, leading to a time
resolution of 20 ps or 50 ps. Here, the chromatic time delay in an optical fiber for the
time-resolved optical spectrometer was corrected by considering a group velocity of light.

The required time for light to propagates in an optical fiber is described by

t=L(n—Adn/dA)/c (4.38)
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where L, n, A, and c are a cable length, a reflective index, a wavelength, and the speed of
light, respectively. The reflective index n was calculated from the Malitson equation in

fused quartz [89].

0.69616631% N 0.407942622 N 0.89747942%
A2 —0.0684043%2 12 —0.1162414? 1?2 —9.8961612

n?—1=

(4.39)

Fig. 4.6 shows the result of the time-integrated spectrometer for SN 44681 as an example.
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Figure 4.6. Result of the time-integrated optical spectrometer for SN 44681.

The scattered lights from 550 to 650 nm were from convective SRS [88,90,91], and half-
harmonic spectra wy/2 where blue- and red-shifted broad peaks were attributed to
convective TPD [88,92], and the sharp redshifted peak close to 702 nm was attributed to
hybrid absolute SRS/TPD [88]. In the following manuscript, convective SRS and
convective TPD are mainly discussed. Signals from hybrid SRS/TPD were employed for

an evaluation of plasma temperature by
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ow
— =22x%x1073T, (4.40)

This equation can be obtained by considering backscattered TPD [88]. Absolute
calibration of energy of backscattered SRS was performed by employing a power meter.
However, stray signals were included in the measured energy. When assuming that stray
signals were proportional to laser intensity, measured energy in the power meter can be
described by E.y; = iEjqser + jIsrs+Tpp Where i [-] and j [J/counts]. Using the pre-pulse
irradiation dataset, the optimum value of j was calculated to minimize }(E.q —
Eeasure)?, obtaining 0.000719 [mJ/count]. In addition, the total transmittance rate of all
the optical components from the target to a power meter was measured to be 0.15 by
employing A = 660 nm laser. These estimations enabled the evaluation of the absolute
backscattered light intensity, revealing that the SRS reflectivity in SN 44681 was 0.03 %.

Fig. 4.7 shows a streaked image of the time-resolved optical spectrometer in the same
shot (SN 44681). A similar spectrum with the time-integrated optical spectrometer is
observed where convective SRS, convective TPD, and absolute hybrid SRS/TPD were
seen. Here, it should be noted that the onset of TPD was observed earlier than SRS, which

1s discussed later.

600nm 650nm 700 nm

\

l 100 ps Convective Convective
SRS TPD

Figure 4.7. Streaked image of the time-resolved optical spectrometer for SN 44681.
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4.4.2. Electron spectrometer

HE energy due to LPIs are typically in the range of 10 to 200 keV. An electron
spectrometer (ESM) was developed to evaluate such HE spectra. The basic structure of

ESM is shown in Fig. 4.8.

IP

&

IP

magnetic field ®

Figure 4.8. Structure of ESM.

Neodymium magnets were employed to bend electron trajectory, and electrons were
detected on an imaging plate (IP). IP records (i.e., stores) the energy deposition of
radioactive ways such as electrons and X-rays, and the stored energy is read as a unit of
PSL in the GE scanning system. Empirical sensitivity curves of IP were known in
previous works [PSL/electron, PSL/photon] [93,94]. The stored signals decrease with
time, which is called fading, and therefore, the raw signal should be corrected by a fading
curve in the analysis [94]. IPs were set on both sides of the ESM, as shown in Fig. 4.8;
therefore, this ESM could measure both electron and ion spectra. Two ESMs were made,
and the magnetic fields were measured by a magnetic probe. Measured magnetic fields

were slightly different; therefore, two ESMs were named ESM1 and ESM2, respectively.
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The result of the magnetic field measurement for ESM1 is shown in Fig. 4.9.

magnetic field [mT]

32
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Figure 4.9. Measured magnetic field for ESM1.

Because the magnetic fields were not uniform, an electron trajectory was calculated at the

local magnetic field according to its pass. For relativistic electrons, the relation of kinetic

energy and its velocity can be described by

The equation of motion of an electron in the magnetic field B is described by

mv, = —ev,B
mv, = —ev,B

(4.41)

(4.42)

(4.43)

From Eq. (4.42) and (4.43) and by assuming initial values of velocity from Eq. (4.41),

dvy, dvy, dx, and dy due to dt were calculated in the local magnetic field values. The

projected position of an electron on an IP was obtained by reiterating the calculations.
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Here, the time step was set to 5 fs. The calculated results for ESM1 and ESM2 are shown

in Fig. 4.10.
'— ESM1
; 1000} — ESM2
<
>
o 500}
c
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OL; ; -
0.00 0.05 0.10

Position [m]

Figure 4.10. Relation of electron energy and IP position for ESM1 and ESM2.

The lowest energy for ESM1 and ESM2 was ~10 keV, and the maximum energy was
~1.3 MeV. However, low-energy electrons mainly pass through the edge of a magnetic
field where they are not uniform (i.e., unreliable). Therefore, practical data for the energy
range of 100 keV to 1.3 MeV was employed for their analysis. Fig. 4.11 shows the results
of ESM1 and ESM2 for SN 44688. In this shot, Cu and Qz layers were not employed in
the target to avoid the attenuation of HEs in those layers. In fact, HE spectra were too
weak to conduct reliable analysis in other shots with the targets, including Cu and Qz
layers. Slope temperature was evaluated by fitting electron spectra between 100 and 300

keV in SN 44688, obtaining 24 keV for ESM1 and 22 keV for ESM2.
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Figure 4.11. Electron spectra for ESM1 and ESM2 for SN 44688.

4.4.3. X-ray spectrometer

An X-ray spectrometer was employed to measure the Cu-Ka line to evaluate HEs. Here,
a principle of the diagnostic and analyzation method are explained. When HEs hit the Cu
layer, characteristic X-rays are emitted. Fig. 4.12 shows the schematic of the structure of
the X-ray spectrometer. The incident X-ray is reflected on the HOPG plate at the Bragg

angle and reaches the IP.

Figure 4.12. Structure of X-ray spectrometer.
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A position y on the IP from its center is described by
y=Ltanf — Ltan 6, (4.44)

Applying Bragg law: A = 2d sin (d is a lattice spacing; Here, d was 3.3557 A.), eq.

(4.44) is rewritten by

(4.45)

A = 2d sin {tan‘1 (M)}

L

Depending on the purpose of the experiment, values of 6, or L are chosen. In this
experiment, to place the Cu-Ka line (8.04 keV, 1.542 A) to the center of IP, 8, was set to
12.84 ° (Correspondingly L was 500 mm). Using two different energy lines, a relation of
IP position to X-ray energies can be calculated throughout the IP. In this work, because
the attentions were placed on the Cu-Ka line, the IP position only near the Cu-Ka line
was calibrated by calculating dE /dy from E = 12.4/A [4] and Eq. (4.45). The result for

SN 44681 is shown in Fig. 4.13 as an example.
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Figure 4.13. Result of X-ray spectrometer for SN 44681.
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4.4.4. High energy x-ray spectrometer

A high-energy X-ray spectrometer (HEXS)[95-97] was employed to collect
Bremsstrahlung continuum X-ray emissions to evaluate the HE spectrum and its fluence.
Here, a principle and analysis process are explained. Fig. 4.14 shows the schematic of
HEXS where interposed metal filters separate 12 IPs; the filters consisted of Al (100 um),
Ti (100 pm), Fe (100 um), Cu (100 pm), Mo (100 um), Ag (200 um), Sn (500 pm), Ta

(400 um), Pb (1 mm), Pb (2 mm), Pb (3 mm), and Pb (4 mm).

Figure 4.14. Principle of HEXS.

Because the minimum detectable X-ray energy is 10 keV, HEXS requires sufficiently
high energy of X-ray signals. The analysis can deduce the electron spectrum from
experimental results by comparing it with simulation. The analyzation flow is shown in

Fig. 4.15.
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Figure 4.15. Flow for analysis of HEXS. In this figure, HE temperature was evaluated
to be B keV.

Analysis for SN 44681 is shown as an example. IPs #1 to #7 were employed for the
analysis because the signals of IPs #8 to #12 were too weak. Fig. 4.16 shows the dose

value on each IP [PSL/pixel] after correcting the fading effects of the IPs.
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Figure 4.16. Experimental fluence on IPs for SN 44681.
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In a simulation, HEs with a single Maxwellian distribution T, was assumed, and they
were injected into a target from a normal direction, and the X-ray spectrum was measured
at the entrance of the HEXS. The simulation was done using the PHITS code (Particle
and Heavy Ion Transport Code System) [98]. HE temperature in the simulation was
chosen from 14 to 34 keV with the step of 2 keV. Also, to save simulation cost, the solid
angle of HEXS entrance in the simulation was extended 392 times compared to an actual
setup. Fig. 4.17 shows an example of the X-ray spectrum at the entrance of HEXS

calculated in T,=22 keV.

>

s

=  -13

2 10

X

o

Q

e s

| 4l

o .

0.0 0.1 0.2 0.3

Energy [MeV]

Figure 4.17. X-ray spectrum at the entrance of HEXS from simulation for T=22 keV.

Next, X-ray spectra at the HEXS entrance were converted to dose value in each IP. Here,

a sensitivity curve calculated in the previous work [95], shown in Fig. 4.18, was employed.
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Figure 4.18. Sensitivity curve of HEXS.

As aresult, deposited energies in each IP were obtained. The appropriate temperature was
determined by comparing the simulation and experimental results to minimize the
deviation between the experiment and simulation results. Fig. 4.19 shows the simulation
results for 22 keV with the smallest deviation from the experiments. Also, by using the
coefficient between PSL and MeV: 2.05 MeV/PSL [95], the absolute hot electron fluence
was evaluated, and therefore the conversion rate of HE from laser energy was evaluated,

obtaining 0.3 % in SN 44681.
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Figure 4.19. Comparison of simulation and experimental results for SN 44681.
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4.4.5. Streaked optical pyrometer

In the regime where LPIs are significant, a scaling of ablation pressure based on
collisional absorption and the classical ablation model that considers a constant heat flow
due to thermal heat conduction is no longer valid because of loss of laser absorption due
to LPIs and energy transport of HEs. Previous works implied that HEs could enhance
ablation pressure. From the above, experimental measurements of ablation pressure are
of great importance. In this experimental platform, the shocked temperature in the Qz
layer was measured by a streaked optical pyrometer (SOP) [99]. Qz is a popular material
for shock wave measurements because the hugoniot of Qz (i.e., the relation of shock
velocity ug and particle velocity u,) is well known [100]. Also, the relation between
shocked temperature and shock velocity in the Qz is studied [101]. Therefore, the shock
pressure P can be obtained from the shocked temperature by [13]

P = pou,ug (4.46)

P
In the SOP system, the self-emissions from the shock front are recorded on a streak
camera whose time range was set to 9.72 ns. The optical lights were transported through
an image relay system, and emissions were limited to 450 nm by using bandpass filters.
For analysis, temperature was evaluated by using Planck’s law, which connects optical

emission and the temperature of a material [99].

T, hc
T = T, = —, (4.47)

ln(1+1_TR ), ’ Ao
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where [ is the optical intensity in the SOP image, R is a reflectivity of the shock front, /
is Planck’s constant, ¢ is the speed of light, A, is an emission wavelength, and 4 is a
unique constant that depends on the experimental setup. To determine A, SOP was
calibrated by measuring the shock velocity by a VISAR system (velocity interferometer
system for any reflector) [102], obtaining A = 890 * 290 [Appendix]. For example, the

analysis results for the shocked temperature for SN 44681 are shown in Fig. 4.20.
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Figure 4.20. Shocked temperature from the SOP for SN 44681.

In the dataset referred in this dissertation, the ablation pressure enhancement was not
observed in the SOP, and therefore, SOP was not discussed in the following manuscript.
In this dataset, the dominant source of HEs was TPD, whose divergence angle is large
(close to 45 degrees), and laser intensity was not high enough to produce a high flux of
HEs (around 0.3 %). Therefore, an ablation pressure enhancement was not observed. The

details of characterization of LPIs and HEs are shown later in greater detail.
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4.4.6. Consistency of diagnostics

The experimental results were compared to verify the consistency of measuring
instruments. The results of the time-integrated spectrometer and the integrated spectrum
of the time-resolved spectrometer were compared for SN 44681 in Fig. 4.21. The spectra

were normalized at ~580 nm.
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Figure 4.21. Comparison of time-resolved and time-integrated spectrometer for SN
44681.

The basic features of spectra are the same as expected. However, the relative intensity of
those spectra differed in wavelength. This could be explained by color aberration due to
the Fresnel lens. A slight deviation from the focusing lens position makes a difference.
For accurate calibration, it is ideal to introduce an integrated sphere before the time-

integrated spectrometer in the future.
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The consistency of diagnostics for HE characterization was also confirmed. The X-ray
spectrometer and HEXS should be correlated with each other. Fig. 4.22 compares the
absolute number of HEs from the HEXS and integrated intensity from the X-ray

spectrometer for the CHa target.
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Figure 4.22. Comparison of HEXS and X-ray spectrometer for CHy targets.

The number of HEs from the HEXS increased with increasing Cu-Ka intensity from the
X-ray spectrometer, showing a reasonable tendency. ESM should also be correlated with
HEXS. In SN 44688, the slope temperature was evaluated as 24 keV for ESM1 and 22
keV for ESM2. For HEXS, the temperatures of HEs were evaluated in the range of 20 to
22 keV in the CH; target for all the shots, which show reasonable agreement with each

other.
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4.5. Characterization of SRS, TPD, and hot electrons

This chapter discusses the experiential results for CH> targets to understand the details

of SRS, TPD, and HEs in this dataset.

4.5.1. Effects of pre-pulse irradiation

Fig. 4.23 compares without pre-pulse irradiation (SN 44690) and pre-pulse irradiation
(SN 44687). In pre-pulse irradiation, SRS and TPD become significant, although the main
laser intensity in SN 44687 was lower than that of SN 44690. This can be explained by
considering Rosenbluth gain factor. Rosenbluth gain factors of SRS and TPD have simple
relations Gggg « IL, and Grpp < IL,/T, , indicating that SRS and TPD become
significant with longer density scale length. With pre-pulse irradiation, the plasma scale
length was extended, which led to an increased gain of SRS and TPD. This verified that
SRS and TPD in this dataset can be described by Rosenbluth gain, which considers

plasma inhomogeneity in direct-drive ICF conditions.
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Figure 4.23. Comparison of the time-integrated spectrometer without and with pre-pulse
irradiation (W/o SN 44690 and W/ SN 44687).
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4.5.2. Dependence of laser intensity

The dependence of SRS and TPD on different laser intensities was discussed to
understand SRS and TPD further. Fig. 4.24 shows the result of the time-integrated
backscattered spectra for SN 44681 (2.1 X 10> W/cm?) and SN 44688 (2.3 x 1015

W/cm?).
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Figure 4.24. The results of time-integrated spectrometer in different laser intensity.

When the laser intensity slightly increased by ~10 %, the spectrally integrated SRS light
intensity (1=560—640 nm) increased by a factor of 2.3, whereas that of TPD (4=650—-700
nm) remained virtually the same.

One-dimensional radiation-hydrodynamic simulations (ILESTA-1D) were performed
to estimate the plasma conditions, such as electron temperature and a plasma density scale
length, to understand experimental conditions. The electron temperature at 0.25n, (n.:
critical density for A=351 nm) was also evaluated from a red-shifted sharp peak at ~702
nm using Eq. 4.40 [88]. Data from the time-resolved optical spectrometer were used for
the evaluation. Fig. 4.25 shows the evaluated peak electron temperature and the

corresponding simulation results at 0.25n, in all shots in the dataset with pre-pulse
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irradiation.
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Figure 4.25. Comparison of plasma temperature between simulation and experiment.

Note that the triangle plot refers to the results of a shot on a polystyrene (CH) target.
Temperatures evaluated from the experimental data generally demonstrated acceptable
agreement with the simulation results, verifying the validity of the simulation.

By using the electron temperature and plasma scale length from the simulation, a
density n, and parameter k;,Ap (ki : LW wavenumber, A,: Debye length) for SRS and
TPD were evaluated [90]. The value of k;Ap is typically considered a marker for
assessing the significance of Landau damping. Typically, when k;,Apis greater than 0.3,
kinetic effects due to trapping of HEs become important. In such cases, electron
distribution could differ, and frequency shifts of LWs could occur [103—107]. For SRS,
by assuming a plasma density and the temperature, parameters of the dispersion relation
of each wave can be calculated by using Eq. (4.13) — (4.15), (4.19), and (4.20) for the
case of backscattering. That means that a plasma density and a wavenumber of each wave
can be obtained from the measured backscattered light (i.e., a frequency) when assuming

a plasma temperature. For TPD, obtaining parameters of the dispersion relation is not as
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straightforward as SRS. The frequency shift of scattered light Awrpp is described from

Eq. (4.15)

3vd, (kg — kbp)
A(l) = wUE - CUDE ==

Wo
lAwrppl  Aw 9 , 1 (kyg ko 1
= =—VjH— - = 4.48
Wy 2w, 4 M2\ kZ 2 (4.48)

This means that kg is obtained from a frequency shift. Here || indicates that parallel to
the incident laser light. As mentioned in the section above, LWs that meet hyperbola have

the highest growth rate [90].

kIZJEJ_ = kUEII (kUEII - ko) (4-49)

Therefore, ky is obtained. As a result, from an experimentally measured frequency shift,
plasma density and a wavenumber of each wave can also be obtained by Eq. (4.13) —
(4.15), (4.30), (4.31), (4.48), and (4.49). For SN 44681 and 44688, shown in Fig. 4.24,
the shapes of backscattered spectra were comparable, and n, and kA, were calculated
for the emission in the range of 560—640 nm for convective SRS, obtaining n,=0.11-0.19
n. and kAp=0.28-0.19. The peak emission was at ~580 nm, corresponding to 0.13 n. and
kAp = 0.26. For convective TPD, peak emission at 690 nm corresponded to n,=0.23n,
and kAp=0.19. Because the values of kA, are smaller than 0.3, kinetic effects should not
be dominant in this condition. Also, from Eq. (4.29) and (4.34), Rosenbluth gain for
convective SRS and TPD were calculated at peak emission points. For SN 44681 and SN

44688, Gsrs was evaluated to be 0.80 and 0.95, respectively, and Grpp was 11.1, and 12.2,
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respectively. This means that SRS is below the threshold whereas TPD is above the
threshold when considering the threshold as 2. This suggests that convective SRS
occurred only in local higher-intensity regions produced by RPP speckles [108], the
superposition among the beams, and the subsequent self-focusing [47]. Therefore, SRS
was far from the saturation regime, which agrees with the steep rise in SRS with laser
intensity (i.e., SRS increased by 2.3 times with a 10 % increase in laser intensity).
However, laser intensity was well above the threshold of convective TPD, and therefore
it occurred in the saturation regimes as the mo/2 intensity remained virtually the same with
increasing laser intensity. This also explains why the TPD signal was observed earlier
than SRS in the time-resolved optical spectrometer, as shown in Fig. 4.7. Since the gain
of TPD is high, TPD was observed in early timing even when laser intensity was still low.
These discussions indicate that TPD was dominant in this experimental condition, and
therefore HE should be produced mainly by TPD. This can be further verified by
comparing SRS reflectivity and HE conversion ratio. For example, in SN 44681, SRS
reflectivity was 0.03 %, while HE conversion ratio was evaluated 0.3 % in the shot from
the HEXS. One order magnitude smaller SRS reflectivity indicates that SRS is not a main
mechanism for HE generation in this condition. It should be noted that this discussion is
consistent with Gabriele et al. referring experimental data at GEKKO-XII under similar

experimental conditions [109].
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4.6. SRS, TPD, and hot electrons in diamond targets
(Hydrogen effects in ablator material)

4.6.1. Experimental data

Here, SRS, TPD, and HEs in diamond target were explored, and compared to plastic
targets. For direct comparison of C and CH> targets, the two shots for the same laser
conditions are mainly compared here. Fig. 4.26 shows the time-integrated backscattered
spectra measured for SN 44681 (CH2) and SN 44685 (C). The shapes of the spectra are
similar, indicating broad peak emissions at ~580 nm emitted by convective SRS
(n,~0.13n.) and at ~690 nm due to convective TPD (n,~0.23n.). However, the spectrally
integrated intensity of SRS light (1=560—-640 nm) for the shot on the CH; target was 14
times greater than that obtained on the C target, whereas the ratio of the integrated
intensities of ®o/2 (1=650-700 nm) was reduced to five. Correspondingly, the Cu-Ka
intensity from the X-ray spectrometer suggests that the HE fluence in the CH> target was
4 times greater than that in the C target. Note that the different HE stopping and X-ray
radiation powers in different ablator materials were corrected using PHITS simulation,
assuming that single Maxwellian electron beam hits the targets that consist of C (3.5
g/cm?40 um) and CH> (0.96 g/cm? 10 um) with a 25 pm Cu layer. Here, the HEXS signals
in the C targets were overly low to allow a reliable analysis to compare the results of the

CH> target presented above. Again, the increase in HEs can be explained by enhanced

TPD.
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Figure 4.26. Backscattered lights from time-integrated optical spectrometer for C and
CH..

4.6.2. Discussion

The possible mechanisms responsible for the different enhancements in SRS and TPD
between C and CHa targets are discussed. The Rosenbluth gain factors for convective
SRS and TPD (Gszs and Grpp) were calculated based on the plasma parameters provided
by the hydrosimulations. We obtained Gsrs of ~0.80 for both C and CHa targets at 0.13n,
at the peak laser time. Grpp was 10.0 and 11.1 for C and CHo, respectively, at 0.23n, at
50 ps before peak laser time. It should be noted that the electron temperature was greater
for the C plasma than for the CH» plasma owing to the higher collisional absorption (e.g.,
T, =2.5 keV, T., cu»=2.2 keV at peak laser time), as shown in Fig. 4.25, although the
density scale length was virtually the same. This led to a reduced TPD gain in the C
plasma compared to that in the CH> plasma. Fig. 4.27 displays the plots of spectrally
integrated intensity (a) for SRS and (b) for TPD versus laser intensity in all the pre-pulse
irradiation shots and Fig. 4.27 (c) and (d) display the intensities versus the corresponding

Rosenbluth gain factors.
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Figure 4.27. (a) Relationship between SRS and laser intensity. (b) Relationship between
TPD and laser intensity. (c) Relationship between SRS and gain factor. (d) Relationship
between TPD and gain factor. Note that the triangle plots refer to the CH target results.

Note that the error bars of the plots are within 10 %, smaller than the marker size, and the
triangle plot refers to the result of a shot on a CH target. The results obtained for the CH
and CH> targets were similar, which is discussed later in terms of the [AW damping. In
TPD, a reasonable decrease in the gain factors for C was observed. However, as
mentioned above, TPD was in a saturated regime, where its growth was only smoothly
influenced by the difference in the expected gain, indicating a clear discrepancy in the
saturation level between C and CH,. Therefore, it is clear that the different extents of SRS
and TPD between the C and CH> targets cannot be explained in terms of the Rosenbluth

gain factors.
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Damping of daughter waves reduces the growth of SRS and TPD to different extents
for C and CH> plasmas, which could explain the experimental results. Williams et al.
derived that the net gain factor of convective instability [110], accounting for the damping

of the daughter waves, can be expressed by G - F(I'), where the reduction factor:
2
F(D) ==~ (arccos(r) — V1 - 12) (4.50)

Here, I' = \/¥1Y2 /Yo, and v, , depicts the damping rate of the daughter waves [110]. The
damping rates of the EMW and LW were evaluated by considering collisions and the

Landau effect as

Vei wpe
= — 4,51
Vei
Yiw =~ + Vig (4.52)

where w,, and w; are the plasma and EMW frequencies, respectively, and ve; and viq
are collisional and Landau damping rates, respectively. Fig. 4.28 (a) and (b) display plots

of the SRS and TPD integrated intensities versus the corresponding net gain values.
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Figure 4.28. (a) Relationship between SRS and net gain factor. (b) Relationship between
TPD and net gain factor. Note that the triangle plots refer to the CH target results.

As expected, the gain values became smaller than those obtained in the Rosenbluth gain,
as indicated in Fig. 4.27 (c) and (d). However, the relative decrease in the net gains for
the C and CH> targets remained overly small to explain the discrepancy observed in the
SRS and wo/2 intensities.

The above results suggest that additional mechanisms influenced by the presence of H
in the ablator could have a role in determining the effective growth/saturation of both SRS
and TPD. LDI is a possible saturation mechanism for SRS. In LDI, a LW decay into
another LW and ion-acoustic wave (IAW), and therefore the occurrence of LDI saturates
SRS [78-84,111,112]. In addition, kinetic effects such as phase shift, bowing, and self-
focusing of LWs due to particle trapping have been suggested to cause SRS
saturation [103—-107,113,114]. Because such kinetic effects do not directly involve ion
motion, here the effect of LDI was evaluated as a possible cause of the different extents
of SRS. In addition, the kAp, values of the convective SRS in this experiment
(kAp=0.28-0.19) indicate that such kinetic effects were not dominant because kinetic
effects in convective SRS are typically observed in higher values of kAp, > 0.3. The LDI

threshold is described in terms of the density fluctuation [79].
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where k, Ap., v, and w are the LW wave number, Debye length, damping rate, and
frequency, respectively. As demonstrated by this expression, a high IAW damping rate
leads to a high LDI threshold, which results in favorable conditions for SRS, leading to a
higher reflectivity level. Here, IAW damping rates were calculated at a plasma density of
0.13n, from the plasma dielectric function: i.e., 1 + x, + X xip = 0, where y, and y;z
denote the susceptibility of electrons and ions £, [115] obtaining v,y / sy = 0.007
for C and 0.23 for CH». The LDI thresholds in terms of density fluctuation were calculated
to be 0.006 and 0.022, respectively, reasonably verifying a lower reflectivity level of SRS
in the C plasma with respect to the CHz plasma. It should also be noted that the
Viaw | Wraw ratio for the CH plasma was 0.26; the difference with respect to CH» plasma
was only 10 %, explaining the similar SRS intensities obtained for CH and CH> targets.
LDI is also a possible saturation mechanism in TPD [116,117]. However, a much
smaller discrepancy of measured wo/2 intensity for C and CH» plasma compared to that
of SRS implies that other saturation mechanisms overwhelmed in the case of TPD. This
is in agreement with previous simulation works, suggesting that TPD is saturated by ion
density fluctuation and cavitation [92,118—122]. Weber et al. demonstrated the transition
from LDI-induced saturation occurring at a low plasma temperature of ~0.5 keV to
saturation by cavity and density fluctuation in plasmas at a temperature of 2 keV and
greater, similar to our case [123]. In terms of [AW damping, Myatt ef al. demonstrated,

in the simulation, that the HE flux from TPD doubled with a 20 times increase in the [AW
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damping rate owing to a favorable nucleation-collapse-burnout cycle in cavitation, which
was comparable to our results (four times enhanced HE by 30 times increased AW
damping) [124]. In addition, Seaton et al. suggested the same tendency [125]. The results
obtained in this dissertation are the first experimental indication of the dependence of

TPD on the IAW damping rate.

4.7. Summary and future prospects

LPIs are essential phenomena in ICF, and HEs generated by LPIs could be detrimental
or beneficial in direct-drive ICF, depending on the design of implosion and the HE
characteristics. In inhomogeneous plasma seen in direct-drive ICF conditions, the extent
of SRS and TPD is typically described by Rosenbluth gain. However, other factors, such
as the damping of plasma waves, could also affect their growth and saturation, and
therefore, experimental investigation was required. This chapter first developed an
experimental platform that enables the characterization of SRS, TPD, and HEs, and its
consistency was confirmed through the cross-correlation of each diagnostic. The
experimental results without pre-pulse and with pre-pulse shots for plastic targets showed
that Rosenbluth gain could reasonably explain the experimental data. Also, from the
experimental results of different laser intensities and the detailed discussion based on gain
factors, it turned out that TPD occurred dominantly with high gain, mainly responsible
for HE generation. In contrast, SRS occurred with low gain only in local high-intensity
regions such as speckles. SRS, TPD, and HEs in diamond targets were also investigated
and compared to plastic. The extent of SRS, TPD, and HEs decreased for diamond targets
compared with plastic targets. Plasma inhomogeneity and different plasma temperatures
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could not explain the difference, and therefore, the greater extent in plastic targets was
attributed to high IAW damping due to H ions. From the above, it was turned out that low
H concentration is suitable to suppress HEs. Also, it is suggested that HEs could be
controlled by H concentration in target materials. Regarding the target design, diamond
capsules whose H concentration is as low as possible are ideal for convectional direct-
drive ICF application because HEs cause fuel preheating. In SI scheme, the outer layer of
the diamond capsule should also have the lowest H concentration to mitigate fuel
preheating. On the other hand, HEs could have beneficial effects and should be actively
controlled in the ignition phase when a spike pulse is launched. In this respect, H
concentration in diamond in the deeper layer might have higher values to obtain HE
fluence high enough to enhance ablation pressure. Further investigations are required to
understand and model the effects of HEs on ablation pressure, which also would reveal
an appropriate HE amount and energy. As a result, an ideal H concentration of ablator
materials can be determined. For example, the diamond containing an H concentration of
4 at. % doubles the IAW damping rate compared with a pure carbon ablator. Here, it also
should be noted that ~1 at. % H concentration in the diamond evaluated in Chapter 3 leads
to ~20 % increase in the IAW damping rate, which could slightly increase SRS. H
concentration in polycrystalline diamond deposited by CVD is known to be adjusted by
deposition parameters up to ~10 at. %. Also, H concentration can be even higher in
diamond-like carbon. In this respect, a two-layer capsule (First layer: the lowest H
concentration/second layer: higher H concentration) might be suitable for the SI scheme

application.
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5. Conclusion

Nuclear fusion is an attractive energy source for the future, which can produce large
amounts of fusion energy while not emitting any greenhouse gases, and the fuels are
unexhausted. In ICF, a fuel capsule that contains fusion fuels is compressed by high-
power lasers to create ultrahigh density and ultrahigh temperature states where fusion
reactions can occur. ICF is promising because the repetition rate of the laser easily
controls power production.

In direct-drive ICF, laser non-uniformity causes ablation surface perturbations called
laser imprinting that is amplified by RT instability during implosion. Several target-based
approaches were suggested to mitigate those issues, such as a foam target, a high Z
coating, and a diamond target. Also, advanced schemes such as FI scheme and SI scheme
were suggested, where the implosion is divided into the compression stage and the
ignition stage. This study focused on diamond targets. Diamond is a low Z element, which
is essential to avoid radiation, and it can mitigate laser imprinting thanks to low
compressibility and higher density than conventional plastic targets. Moreover, it can be
used with other techniques such as high Z coating, and it can be applied to advanced
schemes such as SI scheme. This dissertation explored the fabrication of diamond
capsules in a way that can apply to mass production required in future power plants. Also,
LPIs and HEs were explored to obtain fundamental knowledge in diamond targets.

The fabrication process of diamond capsules by HF-CVD technique was proposed by
Kato et al., which is advantageous for mass production because the deposition area can
be extended only by increasing the number of filaments. This study improved the process
of obtaining higher-quality diamond capsules. The deposition conditions were optimized

regarding the vibration rate of the Mo stage and CH4 concentration in source gases, and
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the etching process of the Si substrate was also modified to address the issues of Si
residuals revealed in the preliminary laser experiment. Also, the fabricated diamond
capsules were comprehensively characterized in terms of thickness, density, surface
roughness, non-diamond contents, and mode amplitudes. As a result, it was shown that
deposition duration could control thickness, density was 3.2 g/cm?® (lower than single
crystal diamond 3.5 g/cm?), and the surface roughens were several 10 nm. It contained H
(1.2 at. %), W (0.017 at. %), and sp? (graphitic content) that reasonably explained the
lower density of the deposited diamond. Then, diamond capsules were introduced into a
laser irradiation experiment, and successful implosion was observed in X-ray streak
cameras, an X-ray framing camera, and X-ray pinhole cameras. Implosion trajectories
were also compared with radiation hydrodynamic simulation calculations, which showed
reasonable agreement within the error bars. These results indicated that diamond capsules
can be fabricated in a process that applies to mass production for future power generation,
and these facts inspire further experimental works to improve the quality of diamond
capsules in the future.

LPIs are essential phenomena in ICF, and HEs generated by LPIs could be detrimental
or beneficial in direct-drive ICF, and understanding them is a prerequisite. In
inhomogeneous plasma in direct-drive ICF conditions, the extent of SRS and TPD is
typically described by Rosenbluth gain that considers damping due to plasma
inhomogeneity. However, other saturation mechanisms, such as LW damping, could also
affect their growth and saturation, and therefore, experimental investigation was required.
In this study, an experimental platform that enables the characterization of SRS, TPD, and
HEs was established, and its consistency was confirmed through the cross-correlation of

each diagnostic. From the experimental results referring to plastic targets, it was found
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that the tendency of experimental data can be explained by Rosenbluth gain, and
calculation of the gain factors revealed that TPD occurred dominantly with high gain
values, mainly responsible for HE generation. In contrast, SRS occurred with low gain
values only in local high-intensity regions such as laser speckles. SRS, TPD, and HEs in
diamond targets were also explored compared to plastic targets, observing that SRS, TPD,
and HEs decreased in diamond. The difference between diamond and plastic was
attributed to high IAW damping due to H ions in plastic, which suggested that H
concentration should be minimized to suppress HEs, whereas HEs could be controlled by
H concentration in the ablator material in some applications. Therefore, in target design,
diamond capsules whose H concentration is as small as possible are ideal for convectional
direct-drive ICF application because HEs lead to fuel preheating. On the other hand, in
the SI scheme where HEs should be avoided in the compression phase, whereas HEs
could contribute to ablation pressure enhancement in the ignition phase, a layer-capsule
(First layer: the lowest H concentration/ Second layer: higher H concentration) might be

suitable.
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Appendix

Determination of constant A in the SOP

The calibration experiments were performed to derive a value of constant 4 of the SOP
system. In the calibration shot, in addition to the SOP, A VISAR was employed to measure
shock wave velocity. A principle of the VISAR is based on a Doppler shift of surface
movement and interferometry. When a shock wave propagates in the Qz layer, the
reflectivity of Qz dramatically increases due to metallization. In the VISAR system, the
laser is injected into the target from the back side of the target (Qz), and the reflected laser

light is split into two passes, as shown in Fig. Al.

beam splitter etalon

reflection light :
. mirror

mirror \ \ streak camera

beam splitter

Figure. Al. Optical pass of the VISAR system.

The phase difference is created by inserting etalon into one pass, creating an interference
fringe pattern. When a shock wave propagates in the Qz layer, due to the Doppler effect
of the moving shock front, the phase difference varies from the stationary case, shown in

Fig. A2. Here, the phase shift of the fringe pattern represents shock velocity by

v() = ¢ [L] (1)
27(1 + 9)

Where ¢ is a phase shift, and T and § are constant, that should be calculated depending
on the setting of etalon. The term 1/27(1 + &) is called velocity per fringe (VPF). Here,
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two VISARs were employed, and the VPF values were 5.554 km/s for VISAR1 and 9.024
km/s for VISAR2. For determining A, VISAR1 was employed. The streaked image of
VISARI is shown in Fig. A2.

Ablator Cu Qz

\ / /  Probe laser

Shock wave

[\_

A2. Streaked image of VISAR1 and corresponding schematic image of shock propagation

and laser light reflection.

The phase difference can be evaluated by performing a Fourier transformation of the
image. From the phase shift from the stationary case, the shock velocity was evaluated as
a function of time. It should be noted that shock velocity should be corrected by
considering the reflective index of the Qz. In this experiment, the velocity jump was more
than VPF. Therefore, candidates of shock velocity are infinite (i.e., v; + i X VPF1). To
find out appropriate i, VISAR2 was also analyzed, obtaining v, +j X VPF2. i is
determined by v; + i X VPF1 ~ v, + j X VPF2. Also, from the shock transit time in
the Qz layer, the value of shock velocity was verified. From the above, shock velocity
was evaluated as a function of time, and the shock velocity was converted to the shocked
temperature. In the SOP, an emission intensity was obtained as a function of time. By
comparing shocked temperature data from the VISAR1 and emission intensity data from

the SOP in Eq. 4.47, the constant 4 was evaluated to 890 + 290.
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