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Recognizing Human Internal States through Deep Learning Approaches
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For service—oriented robots, the capability to recognize and interpret human internal states, such as
emotions and intentions, is paramount. Recognizing these states not only enhances their ability to
effectively communicate but also allows them to provide tailored services closely aligned with human
needs. This recognition ability is not exclusive to robots but extends to other AI systems and
devices, such as autonomous vehicles and smart home systems. This dissertation addresses the critical
capability of robots and Al systems to recognize human internal states, with a primary focus on
emotions and intentions, as they directly affect human actions and might be inferable from observable

behaviors even after short—term observation.

The existing research on emotion recognition, while extensive, reveals certain shortcomings. These
works have predominantly focused on facial expressions and vocal intonations, often overlooking the
rich information conveyed through gestures. Furthermore, many existing methodologies neglect modeling
the human body’ s spatial structure. Additionally, there is a scarcity of efficient multimodal fusion
methods, which are vital for comprehensive emotion recognition. To address these gaps, this research
introduced innovative deep learning models that leverage gesture-based modalities for emotion
recognition. Utilizing the IEMOCAP database, a self-attention enhanced spatial-temporal graph
convolutional network was developed that accurately models the skeletal structure and dynamic
connections between body joints. This approach significantly outperformed existing models
highlighting the untapped potential of gesture—based emotion recognition. Furthermore, a graph
attention—based fusion method was proposed, integrating audio, textual, and skeletal data,

demonstrating the efficacy of comprehensive data fusion in emotion classification

On intention recognition, existing research is constrained by limited real-world scenarios and has not
reached its full potential in terms of accuracy. To address these limitations, this research collected
data on human behaviors observed at a building entrance, which include intentions related to the use
of hand dispensers and temperature scanners. A spatial-temporal graph convolutional network was
proposed for skeleton—based intention recognition, outperforming baseline models and surpassing human
predictive abilities in our experiments. In the realm of intelligent transportation systems, a deep—
learning model harnessing multimodal features was proposed for automatic pedestrian intention

inference, improving accurate predictions essential for the safety and convenience of road users

In this research, new methods for recognizing human internal states, specifically emotions and
intentions, using deep learning were proposed and verified for their effectiveness through
experiments. With the ongoing refinement and adaptation of these methodologies in diverse scenarios
robots and Al systems are expected to achieve more effective communication with humans, enhancing

their capabilities across various applications.
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