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With the explosive growth of the number of online services and the items (i.e., products) they provide, it
becomes extremely time—consuming for users to explore their interested products from the countless available
ones. Recommender systems (RSs) are developed to generate personal recommendations for users by modeling their
preferences towards items, where the recommended items are empirically shown to be superior in satisfying
users’ needs, resulting in substantial value for service providers as well as users. The tremendous commercial
profits of RSs motivate flourishing research that strives to improve the performances of RSs in the past few

decades.

Thanks to the rapid development of deep learning models, deep learning-based RSs have demonstrated their
effectiveness in accurately modeling users’ preferences and also practically boosting commercial profits over
the past few years. Such RSs, however, require a large amount of users’ item—interacted data to learn their
parameters due to the data—hungry nature of deep learning. This requirement significantly limits the practical
implementation of deep learning—based RSs, especially in cases where there is only a limited number of
interactions for each user or each item, a scenario often referred to as sparse interaction data (i.e., the
sparse scenario). As the mainstream solution to tackle the issue of sparse interaction data, transfer
learning—based RSs are widely studied. Transfer learning can be applied inner one service or across two
services. The former transfers knowledge from users or items that have relatively sufficient interactions
to the ones with sparse interactions. The latter transfers knowledge from an external service with sufficient

data to facilitate the learning of user preferences in the sparse local service

However, user preferences vary from service to service and even differ in different periods of the same service.
Current transfer learning—based approaches ignore these changing user preferences, leading to a significantly
limited performance on recommendations. Since sparse scenarios and changing user preferences are ubiquitous
in real-world services, handling changing user preferences in sparse scenarios becomes an essential and

critical demand when developing RSs for practical services. By capturing such preferences accurately, RSs
are expected to further boost business revenue and better satisfy users’ needs by providing high-preference

recommendations.

Based on the above observations, our goal in this thesis is to improve recommendation performances by developing
RSs that can handle changing user preferences and work well in sparse scenarios. Recall that user preferences
change in different periods of the same service and vary from service to service, this thesis studies both
types of changes in user preferences. For the first type of changes, we study the RSs for flash sale e-commerce
services, which is a typical scenario that user preferences change very frequently (i.e., every few weeks).
The challenge of handling changing user preferences in such scenario have not been discussed in the literature
yet. If our RSs can effectively handle the frequently changed user preferences in flash sale scenario, it
is reasonable to expect that our RSs can work well in other sparse scenarios with changing user preferences

For the scenarios that user preferences are different between two services, we studied RSs that improve




recommendations in the local sparse service by effectively leveraging data from external services to boost
the poor recommendation performance in previous RSs. External data include public data and private commercial
data, this thesis, hence, studies how to effectively leverage both types of external data. We elaborate on
the details of the three practical scenarios we studied and introduce the challenges still required to be

tackled in these scenarios below.

i) In a flash sale e-commerce scenario, such as Amazon daily deals, available and discounted items are
periodically changing based on the current sale strategies. Users are attracted by the high discounts and
show period-specific interactions. The frequent changes of interacted items provoke sparse interactions.
Periodically changed interactions also represent users’ period-specific preferences. Considering the periodic
changes in user preferences, it is reasonable to learn users preferences in a period by leveraging only the
interactions in that period. However, previous works simply combine users’ interaction data in all the past
periods and learn only a uniform preference, making such works difficult to perform well in different sale
periods. Therefore, modeling period-specific user preferences with only limited interactions is still a

challenge in flash sale e—commerce

ii) The second scenario is to effectively leverage rich public data to enhance local recommendations. In
real-world online services, most users interact with only a small number of items (sparse interactions),
occurring not only in new services and small companies but also in established services and large companies.
Due to the data—hungry nature of deep learning models, services with sparse interactions have a practical
demand for leveraging rich public data to enhance their recommendations, where the public data are released
by service providers for the purpose of organizing competitions and promoting researches, such as the Amazon
Review data released by Amazon Inc.. Cross—domain recommender systems (CDRSs) are a promising approach that
can facilitate the recommendations in the sparse target domain by transferring knowledge from the interaction
data in an auxiliary source domain, where the sparse target domain and the source domain are, respectively,
the local service and the external service that provides public data.

However, existing CDRSs cannot effectively leverage rich public data due to a so—called negative transfer
issue which generally leads to worse recommendation accuracy compared to single—domain methods. This issue
is caused by the misleading of the source interactions that present users’ unique interests within the source
domain, which is also called domain—specific preferences. Existing CDRSs solve this issue by merging individual
interactions across domains. With the individually merged interactions, these systems can assign a minimal
weight to such source interactions, thereby, alleviating their impact. However, merging individual
interactions between domains requires these methods to identify the users having interactions in both domains.
These users are commonly referred to as domain—-shared users. Identifying such users has to match individuals
(i.e. user matching) through shared user information, e.g., user profiles or other characteristics that
facilitate individual identification, between domains. In public data, the user characteristics that can
identify individuals are definitely unavailable due to the privacy issue. Therefore, it is impractical to
identify domain—shared users in the case of leveraging public data. In other words, effectively leveraging

public data to improve local recommendations is still a challenge because of negative transfer issue.

iii) The third practical scenario is to effectively leverage commercial data to enhance local recommendations

Public data may suffer from incompleteness or outdated information and may lack quality and accuracy due to
limited support. Consequently, it is logical to utilize commercial data to enhance local recommendations by
partnering with commercial corporations. However, addressing the negative transfer issue is more challenging
in this scenario. While directly merging individual interactions is not feasible in the second scenario, it
is possible to merge interactions from the source domain and the target domain at a cluster level by jointly
clustering items. Then, the weighting technology also can assign minimal scores for source interactions that
present domain—specific preferences at a cluster level to handle the negative transfer issue. However, in

the third scenario, merging interactions (i.e. sharing the information on interactions), even cluster—level




interactions, is prohibited, as it may disclose personal preferences, behaviors, or patterns of individuals
without their explicit consent to other companies. Due to the prohibition of merging interactions, it is
impossible to explicitly identify and directly operate on source interactions that present domain-specific
preferences when learning user preferences in the target domain. As a result, another type of entity is required
to bridge domains and transfer knowledge, e.g., itemclusters that contain items having similar textual features
from both the source and the target domains. Without sharing interactions, the impact of source interactions
has to be implicitly alleviated based on such entities. Different from the explicit and direct methods working
on source interactions, it is hard to design implicit methods due to the difficulty in distinguishing how
the operation on entities affects the impact of source interactions. This gives the reason why addressing

the negative transfer issue is more challenging in this scenario

In this thesis, we focus on improving recommendations with transfer learning—based methods and tackle the
above-mentioned challenges. This thesis consists of five chapters. We introduce the research background and
issues for improving recommendations in Chapter 1. In Chapter 2, we address the challenge of modeling

period—specific preferences in flash sale e—commerce. In Chapter 3, we address the challenge of leveraging
public data to improve target recommendations. In Chapter 4, we address the challenge of boosting target
recommendations with external commercial data. Finally, in Chapter 5, we summarize this thesis and discuss

our future work

In Chapter 2, we introduce a novel meta—learning—based RS to model users’ period—-specific preferences
Moreover, we propose a new hierarchical meta—training algorithm to guide the learning of our recommendation
model via user— and period-specific gradients. With the guidance of these gradients, the model can learn user-—
and period—share prior knowledge, supporting modeling users’ period-specific preferences with only limited
interactions and several updating steps. By doing so, our RS can quickly adapt to the recommendation tasks
for new flash sale periods. Our experimental result on a real-world flash sale e-commerce dataset shows that
our proposal remarkably outperforms current state—of-the—art methods. This result also demonstrates the

effectiveness of our proposal in modeling period-specific preferences

In Chapter 3, to effectively leverage public data, we propose a novel CDRS that requires no domain—shared
users and can handle the negative transfer issue. To remove the requirement of domain—shared users, we merge
cluster—level interactions between domains by jointly clustering items from both domains. Besides, to handle
the negative transfer issue, we construct a cross—domain interaction graph to transfer cluster—level
interaction between domains, and propose a new debiasing graph convolutional layer to weight source
cluster—level interactions. Constructing this graph only requires jointly clustering the items in the source
domains and the ones in the target domains based on their semantic embeddings extracted from their text data,
i.e., titles of products. This removes the requirement of domain—shared users to bridge the two domains. Our
debiasing layer handles the negative transfer issue by adaptively weighting source interactions in the
cross—domain graph to alleviate the impact of the source interactions that present users’ unique interests
within the source domain. Our experimental results on three public datasets and a pair of private datasets
verify the advantages of our method over state—of-the—art models in terms of cross—domain recommendations

and handling the negative transfer issue.

Different from Chapter 3, utilizing external commercial data requires no user interaction merging between
domains due to privacy concerns. We, hence, develop a novel CDRS that does not merge any interactions between
domains and can handle the more challenging negative transfer issue in Chapter 4. To remove the mergence of
interactions, our CDRS constructs a similarity—based cross—domain graph to bridge domains and transfer
knowledge. To handle the more challenging negative transfer issue, our CDRS transfers knowledge based on the
cross—domain graph by focusing on the items that are from different domains and have similar textual features

i.e., similar titles. This alleviates the impact of the source items with irrelevant titles which cause the




negative transfer issue. Our experimental results on real-world datasets show that our method significantly
outperforms state—of—the—art cross—domain comparisons, which indicates the effectiveness of our proposal in

the negative transfer issue.
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