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Abstract

With the explosive growth of the number of online services and the items (i.e., prod-

ucts) they provide, it becomes extremely time-consuming for users to explore their in-

terested products from the countless available ones. Recommender systems (RSs) are

developed to generate personal recommendations for users by modeling their prefer-

ences towards items, where the recommended items are empirically shown to be supe-

rior in satisfying users’ needs, resulting in substantial value for service providers as well

as users. The tremendous commercial profits of RSs motivate flourishing research that

strives to improve the performances of RSs in the past few decades.

Thanks to the rapid development of deep learning models, deep learning-based RSs

have demonstrated their effectiveness in accurately modeling users’ preferences and

also practically boosting commercial profits over the past few years. Such RSs, how-

ever, require a large amount of users’ item-interacted data to learn their parameters due

to the data-hungry nature of deep learning. This requirement significantly limits the

practical implementation of deep learning-based RSs, especially in cases where there

is only a limited number of interactions for each user or each item, a scenario often

referred to as sparse interaction data (i.e., the sparse scenario). As the mainstream

solution to tackle the issue of sparse interaction data, transfer learning-based RSs are

widely studied. Transfer learning can be applied inner one service or across two ser-

vices. The former transfers knowledge from users or items that have relatively sufficient

interactions to the ones with sparse interactions. The latter transfers knowledge from an

external service with sufficient data to facilitate the learning of user preferences in the

sparse local service.

However, user preferences vary from service to service and even differ in different

periods of the same service. Current transfer learning-based approaches ignore these

changing user preferences, leading to a significantly limited performance on recom-

mendations. Since sparse scenarios and changing user preferences are ubiquitous in

real-world services, handling changing user preferences in sparse scenarios becomes an

essential and critical demand when developing RSs for practical services. By captur-

ing such preferences accurately, RSs are expected to further boost business revenue and

better satisfy users’ needs by providing high-preference recommendations.
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Based on the above observations, our goal in this thesis is to improve recommen-

dation performances by developing RSs that can handle changing user preferences and

work well in sparse scenarios. Recall that user preferences change in different periods

of the same service and vary from service to service, this thesis studies both types of

changes in user preferences. For the first type of changes, we study the RSs for flash

sale e-commerce services, which is a typical scenario that user preferences change very

frequently (i.e., every few weeks). The challenge of handling changing user preferences

in such scenario have not been discussed in the literature yet. If our RSs can effectively

handle the frequently changed user preferences in flash sale scenario, it is reasonable to

expect that our RSs can work well in other sparse scenarios with changing user pref-

erences. For the scenarios that user preferences are different between two services, we

studied RSs that improve recommendations in the local sparse service by effectively

leveraging data from external services to boost the poor recommendation performance

in previous RSs. External data include public data and private commercial data, this the-

sis, hence, studies how to effectively leverage both types of external data. We elaborate

on the details of the three practical scenarios we studied and introduce the challenges

still required to be tackled in these scenarios below.

i) In a flash sale e-commerce scenario, such as Amazon daily deals, available and

discounted items are periodically changing based on the current sale strategies. Users

are attracted by the high discounts and show period-specific interactions. The frequent

changes of interacted items provoke sparse interactions. Periodically changed interac-

tions also represent users’ period-specific preferences. Considering the periodic changes

in user preferences, it is reasonable to learn users’ preferences in a period by leveraging

only the interactions in that period. However, previous works simply combine users’

interaction data in all the past periods and learn only a uniform preference, making such

works difficult to perform well in different sale periods. Therefore, modeling period-

specific user preferences with only limited interactions is still a challenge in flash sale

e-commerce.

ii) The second scenario is to effectively leverage rich public data to enhance local

recommendations. In real-world online services, most users interact with only a small

number of items (sparse interactions), occurring not only in new services and small

companies but also in established services and large companies. Due to the data-hungry
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nature of deep learning models, services with sparse interactions have a practical de-

mand for leveraging rich public data to enhance their recommendations, where the pub-

lic data are released by service providers for the purpose of organizing competitions

and promoting researches, such as the Amazon Review data released by Amazon Inc..

Cross-domain recommender systems (CDRSs) are a promising approach that can facil-

itate the recommendations in the sparse target domain by transferring knowledge from

the interaction data in an auxiliary source domain, where the sparse target domain and

the source domain are, respectively, the local service and the external service that pro-

vides public data.

However, existing CDRSs cannot effectively leverage rich public data due to a so-

called negative transfer issue which generally leads to worse recommendation accuracy

compared to single-domain methods. This issue is caused by the misleading of the

source interactions that present users’ unique interests within the source domain, which

is also called domain-specific preferences. Existing CDRSs solve this issue by merging

individual interactions across domains. With the individually merged interactions, these

systems can assign a minimal weight to such source interactions, thereby, alleviating

their impact. However, merging individual interactions between domains requires these

methods to identify the users having interactions in both domains. These users are

commonly referred to as domain-shared users. Identifying such users has to match

individuals (i.e. user matching) through shared user information, e.g., user profiles or

other characteristics that facilitate individual identification, between domains. In public

data, the user characteristics that can identify individuals are definitely unavailable due

to the privacy issue. Therefore, it is impractical to identify domain-shared users in the

case of leveraging public data. In other words, effectively leveraging public data to

improve local recommendations is still a challenge because of negative transfer issue.

iii) The third practical scenario is to effectively leverage commercial data to enhance

local recommendations. Public data may suffer from incompleteness or outdated infor-

mation and may lack quality and accuracy due to limited support. Consequently, it is

logical to utilize commercial data to enhance local recommendations by partnering with

commercial corporations. However, addressing the negative transfer issue is more chal-

lenging in this scenario. While directly merging individual interactions is not feasible in

the second scenario, it is possible to merge interactions from the source domain and the
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target domain at a cluster level by jointly clustering items. Then, the weighting technol-

ogy also can assign minimal scores for source interactions that present domain-specific

preferences at a cluster level to handle the negative transfer issue. However, in the

third scenario, merging interactions (i.e. sharing the information on interactions), even

cluster-level interactions, is prohibited, as it may disclose personal preferences, behav-

iors, or patterns of individuals without their explicit consent to other companies. Due to

the prohibition of merging interactions, it is impossible to explicitly identify and directly

operate on source interactions that present domain-specific preferences when learning

user preferences in the target domain. As a result, another type of entity is required

to bridge domains and transfer knowledge, e.g., item clusters that contain items having

similar textual features from both the source and the target domains. Without sharing

interactions, the impact of source interactions has to be implicitly alleviated based on

such entities. Different from the explicit and direct methods working on source inter-

actions, it is hard to design implicit methods due to the difficulty in distinguishing how

the operation on entities affects the impact of source interactions. This gives the reason

why addressing the negative transfer issue is more challenging in this scenario.

In this thesis, we focus on improving recommendations with transfer learning-based

methods and tackle the above-mentioned challenges. This thesis consists of five chap-

ters. We introduce the research background and issues for improving recommendations

in Chapter 1. In Chapter 2, we address the challenge of modeling period-specific pref-

erences in flash sale e-commerce. In Chapter 3, we address the challenge of leveraging

public data to improve target recommendations. In Chapter 4, we address the challenge

of boosting target recommendations with external commercial data. Finally, in Chapter

5, we summarize this thesis and discuss our future work.

In Chapter 2, we introduce a novel meta-learning-based RS to model users’ period-

specific preferences. Moreover, we propose a new hierarchical meta-training algorithm

to guide the learning of our recommendation model via user- and period-specific gradi-

ents. With the guidance of these gradients, the model can learn user- and period-share

prior knowledge, supporting modeling users’ period-specific preferences with only lim-

ited interactions and several updating steps. By doing so, our RS can quickly adapt to

the recommendation tasks for new flash sale periods. Our experimental result on a real-

world flash sale e-commerce dataset shows that our proposal remarkably outperforms
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current state-of-the-art methods. This result also demonstrates the effectiveness of our

proposal in modeling period-specific preferences.

In Chapter 3, to effectively leverage public data, we propose a novel CDRS that

requires no domain-shared users and can handle the negative transfer issue. To remove

the requirement of domain-shared users, we merge cluster-level interactions between

domains by jointly clustering items from both domains. Besides, to handle the negative

transfer issue, we construct a cross-domain interaction graph to transfer cluster-level

interaction between domains, and propose a new debiasing graph convolutional layer

to weight source cluster-level interactions. Constructing this graph only requires jointly

clustering the items in the source domains and the ones in the target domains based on

their semantic embeddings extracted from their text data, i.e., titles of products. This

removes the requirement of domain-shared users to bridge the two domains. Our de-

biasing layer handles the negative transfer issue by adaptively weighting source inter-

actions in the cross-domain graph to alleviate the impact of the source interactions that

present users’ unique interests within the source domain. Our experimental results on

three public datasets and a pair of private datasets verify the advantages of our method

over state-of-the-art models in terms of cross-domain recommendations and handling

the negative transfer issue.

Different from Chapter 3, utilizing external commercial data requires no user inter-

action merging between domains due to privacy concerns. We, hence, develop a novel

CDRS that does not merge any interactions between domains and can handle the more

challenging negative transfer issue in Chapter 4. To remove the mergence of interac-

tions, our CDRS constructs a similarity-based cross-domain graph to bridge domains

and transfer knowledge. To handle the more challenging negative transfer issue, our

CDRS transfers knowledge based on the cross-domain graph by focusing on the items

that are from different domains and have similar textual features, i.e., similar titles. This

alleviates the impact of the source items with irrelevant titles which cause the negative

transfer issue. Our experimental results on real-world datasets show that our method

significantly outperforms state-of-the-art cross-domain comparisons, which indicates

the effectiveness of our proposal in the negative transfer issue.
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Chapter 1

Introduction

With the explosive growth of online information and services, efficiently exploring use-

ful content from the overwhelming amount of available services becomes a tough yet

essential task in our daily lives. The personal recommendations provided by service

providers can counterbalance the overload of information and are effective in reducing

the time costs of users’ exploration process.

Consequently, they are a central part of the overall user experiences on many online

services, such as e-commerce and media streaming sites. In Figure 1.1, we sketch

four types of online services, including e-commerce, video streaming services, social

networking sites (SNS), and app stores. In these services, recommendations are central

to the user experience. We also provide a screenshot of the personal recommendations

provided by Amazon Japan. Recommender systems (RSs), which provide the above-

mentioned personal recommendations, have become an essential component of many

modern websites and online services. Therefore, they have been studied in academia

and industry over the past few decades.

Figure 1.2 depicts a paradigm for an RS. To build an RS, service providers collect

the history of user-item interactions (i.e., the observed interaction set in Figure 1.2)

within their services, e.g., the records of what users have previously liked, purchased,

or clicked. Then, the RS trains a learning model to predict users’ preferences towards

items (the item set in Figure 1.2) by using interaction records, where items include all

the products, services, or content that the system is designed to suggest to users. After

learning such a model, items are ranked based on the learned preferences, and the top

1
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⚫ E-commerce 

⚫ Video streaming services 

⚫ SNS 

⚫ App stores

Online services Personal recommendations in Amazon Japan

Figure 1.1: The left lists some leading online services providing different recommenda-

tions, including product recommendations in e-commerce, video recommendations in

video streaming services, news recommendations in social networking sites (SNS), and

app recommendations in app stores. The right shows an example of the personal rec-

ommendations provided by Amazon Japan, where the recommendations are generated

based on historical browsing data.

part of items will be recommended to users engaged in these services (i.e., the user set

in Figure 1.2). If preferences are learned precisely, recommendations are expected to

satisfy the interests of users.

In industry, the performance of an RS is generally assessed by conducting an online

A/B test, which measures the change of indicators in a certain period when adopting a

new RS on a practical service. The indicators can be the click-through-rate (CTR), the

conversion rate, or sales and revenue [1]. For example, in [2], the authors compared a

“purchase-based” recommendation system with a baseline condition where no recom-

mendations were provided to users on an online DVD retailer. Their comparison results

revealed that the recommender system led to an increase in sales by 35%. Moreover,

RSs producing higher performances are always demanded by service providers to im-
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Figure 1.2: A paradigm of a recommender system. In such a system, recommended

items for each user are generated by ranking all items based on preference scores. Such

preference scores are predicted by a learning model given the input of all pairs of that

user and items. To predict scores that can capture users’ preferences, the learning model

is trained based on users’ interaction records (i.e., the interaction set) collected by ser-

vice providers.

prove their commercial profits further. The enormous profits led by high-performance

RSs have been reported in many studies [3, 4, 5, 6]. For example, in the study at

YouTube [7], the difference in CTR between two RSs is as high as 200%. In another

study at Google News [8], the improvement of CTR is 38% after replacing the method

recommending the most popular items with their proposed recommendation method.

On the other hand, academic RSs are often assessed by offline experiments that

measure the accuracy of their recommendations on held-out data. The offline exper-

iments are based on an assumption: when an RS can rank items interacted by users

higher in held-out data, the recommendations will better match user interests. Thus,

RSs with higher offline accuracy are supposed to achieve a better performance in practi-
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cal services [1]. The results in most of the above-mentioned literature studied by service

providers also reveal a high level of alignment towards the performance of RSs between

online tests and offline experiments.

We now see that improving the performance of RSs cannot only elevate the com-

mercial profits for service providers but also reduce the costs in users’ decision-making

process. Therefore, it is necessary to study how to improve the performance of RSs,

which motivates this thesis to focus on improving the performance of RSs.

In the past decade, the success of deep learning has drawn attention, motivating

modern RSs that stem from deep learning and have empirically demonstrated their su-

periority in accurately modeling users’ preferences and boosting the performance of

recommendations [9]. Unfortunately, deep learning-based RSs always require a large

amount of users’ item-interacted data to learn their millions or even billions of param-

eters due to the data-hungry nature of deep learning [10, 11, 12, 13]. In other words, it

is almost impossible to build a high-performance deep learning-based RS from scratch

with only a limited number of interactions for most users. Such limited interactions are

usually referred to as sparse interaction data. Sparse interactions (i.e., sparse scenar-

ios) are ubiquitous and realistic in real-world services. This is because of a long tail

phenomenon that most users interact with only a small number of items in real-world

online services [14, 15]. This phenomenon is observed not only in new services and

small companies but also in established services and large companies.

Transfer learning technology is the current mainstream solution to tackle the chal-

lenge of sparse interaction data. This technology can transfer knowledge from a well-

learned task to a relevant new task, where the knowledge is defined as a recommendation

model or embeddings for users and items [15, 16, 17, 18]. In established services and

large companies (e.g., Amazon), even though most users have only a limited number of

interactions (i.e., cold users), these services and companies still have a large amount of

users having sufficient interaction data (i.e., warm users). Given this fact, previous stud-

ies transfer knowledge from warm users to cold users [15, 18, 19, 20, 21]. For example,

transfer networks are developed to learn mapping functions for embeddings between

warm and cold users [18, 21]. Unfortunately, these approaches are inapplicable in new

services and small companies due to lacking sufficient warm users. To tackle this issue,

Some studies transfer knowledge from external services with relatively sufficient inter-



1.1. RESEARCH CHALLENGES AND MOTIVATION 5

actions to facilitate the learning of recommendation models in the sparse local service

[16, 17].

However, current transfer learning-based approaches ignore the fact that user pref-

erences towards items are changing. These preferences vary from service to service

and differ even in different periods of one service. This significantly limits the perfor-

mance of these approaches in accurately learning user preferences and providing high-

performance recommendations. Since changing user preferences and sparse scenarios

are ubiquitous in real-world services, the RSs that can handle the changing preferences

and work well in sparse scenarios are practically required to provide high-performance

recommendations.

1.1 Research Challenges and Motivation

Considering the practical demand and the lack of a RS that can handle the changing

preferences and work well in sparse scenarios, our goal in this thesis is to develop such

RSs. Recall that user preferences change in different periods of one service and vary

from service to service, this thesis studies both types of changes in user preferences. We

itemize scenarios that user preferences change below.

• Changes of user preferences in one service

– The case where user preferences change slowly

* General e-commerce services, e.g., Amazon.com and Rakuten Market.

* Online movie watching services, e.g., Netflix and Amazon Prime Video.

– The case where user preferences change very frequently

* Flash sale e-commerce services, e.g., Daily sale in Amazon and the au

PAY market. (the scenario we studied in Chapter 2)

* Video streaming and online news, e.g., YouTube and Microsoft News.

• Changes of user preferences between two services

– The case to leverage public data. (the scenario we studied in Chapter 3)
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– The case to leverage private commercial data from another service. (the
scenario we studied in Chapter 4)

For the first type of changes, we focus on challenging cases that user preferences

change very frequently (every few weeks), e.g., the services of flash-sale e-commerce,

video streaming, and online news. In such cases, previous RSs are inapplicable to pre-

dict users’ current preferences with models learned in the past. The services of video

streaming and online news are out of our sparse scenario scope because it is easy to col-

lect large numbers of user interaction data, e.g., click records, in these services. There-

fore, we study the scenario of flash sale e-commerce, which suffer from severe sparse

interactions and practically requires a RS that can capture changing user preferences to

boost recommendation performances.

For the scenarios that user preferences are different in two services, it is still a prac-

tical challenge to improve recommendations in the sparse local service by effectively

leveraging the data from external services. we, hence, study RSs that can extract useful

knowledge from external data to facilitate recommendations in the sparse target service.

Since external data include public data and private commercial data, this thesis studies

how to effectively leverage both types of external data.

After achieving our goal, our RSs are expected to provide recommendations that can

better meet users’ interests in the future by accurately predicting their future preferences

in a sparse service. Besides, our RSs are promising to leverage knowledge from external

services to improve the recommendations for the local sparse service, even when user

preferences are different between external and local services. We next elaborate on the

challenges in the three practical sparse scenarios we studied and introduce why these

scenarios are still required to be studied.

1.1.1 Model Period-specific Preferences in Flash Sale E-commerce

In recent years, flash sales e-commerce, which sells items with high discounts within

a limited time to attract users’ buying interests, has achieved great success and has

attracted more and more attention all over the world [11]. Given the great success

achieved by recent flash sale e-commerce, it is reasonable to improve these services

by developing RSs that are specific to flash sales. In such services, modeling users’
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period-specific preferences is a practical challenge when developing RSs, and it im-

pacts the performance of current RSs and their practical implementations. Available

and discounted items vary significantly from period to period in flash sale e-commerce

according to their current sale strategies, where a period is regarded as the time span of

a flash sale event. Users of these services are easily attracted by high discounts and may

buy items they would not usually buy, resulting in users’ period-specific preferences.

For example, when coupons or other price discounts are offered, users react positively

by purchasing the discounted items because it is perceived to be a “good deal”. How-

ever, previous RSs learn only a uniform user preference for each user by leveraging that

user’s interaction data from different past periods. Therefore, these works are impos-

sible to model users’ period-specific preferences due to ignoring the changes of user

preferences and are hard to work well for future sale periods in which user preferences

are different from the past. Besides, the frequent changes of interacted items provoke

sparse interactions, which makes the challenge of modeling period-specific preferences

more difficult in this scenario.

1.1.2 Improve Recommendations with Public Data

Limited by the data-hungry nature of deep learning, building high-performance deep

learning-based RSs requires a large amount of training data, where the data here are usu-

ally the interaction records of user behaviors towards items, e.g., purchases and clicks

[10, 11, 12, 13]. As a result, it is an essential and practical requirement for services that

have sparse interaction data to improve the performance of their RSs with the help of

rich public data. These public data, e.g., movie ratings in MovieLens25M1 and prod-

uct ratings in Amazon2, are collected from real business services and are released by

service providers to organize competitions and promote researches. Cross-domain rec-

ommender systems (CDRSs) are a promising approach that facilitates target (i.e., local)

recommendations by transferring knowledge from an external source domain with rel-

atively sufficient interactions to facilitate recommendations in the target domain with

sparse interactions, where the source and the target domains are respectively an external

1grouplens.org/datasets/movielens/25m/
2jmcauley.ucsd.edu/data/amazon/
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service that provides public data and the local service [9, 22].

However, effectively leveraging public data to improve target recommendations is

still a challenge. This is because the existing efforts of CDRSs suffer from a negative

transfer issue in the scenario of leveraging public data. This issue is caused by mis-

guiding the source interactions that represent users’ unique interests within the source

domain, i.e., domain-specific preferences, which lead to a limited improvement or even

a negative impact on recommendations [23, 24]. Existing CDRSs handle the impact

of such source interactions by merging individual interactions between domains and

operate directly on these interactions to reduce their impact [16, 17, 25, 26, 27]. For

example, systems in [28, 29] assign a minimal weight to these interactions. Merging

individual interactions requires identifying the users who have interaction data in both

domains (i.e., domain-shared users), where this identification is impossible when one of

the domains is public. Therefore, handling the negative transfer issue is still a challenge

for effectively leveraging public data.

1.1.3 Improve Recommendations with External Commercial Data

Exploiting only public data is often insufficient, as such data tends to be incomplete,

outdated, and lacking in quality and accuracy due to limited support. Companies and

services that require more data to improve their RSs, therefore, have the practical de-

mand to utilize commercial data from other companies (other domains) in the way of

commercial corporations. Furthermore, companies with rich data also request such cor-

porations to sell their data to boost profits.

Different from the scenario in Subsection 1.1.2, leveraging commercial data pro-

hibits the exchange of user interaction data due to privacy concerns [30]. This makes

the negative transfer issue harder to be addressed. For example, in the scenario of lever-

aging public data, interactions in different domains can be merged at a cluster level, in-

cluding the cluster of users and the one of items from these domains. The work in [31]

proposed a method to transfer such cluster-level interactions. However, this approach is

prohibitive by privacy regulations (e.g., the General Data Protection Regulation in the

European Union) in this scenario, as merging interactions, even at a cluster level, dis-

closes personal preferences, behaviors, or patterns of individuals without their consent
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to other companies [32, 33]. This forces the requirement of another type of entities,

such as semantic similarities between item clusters in [34], to transfer knowledge and

handle the impact of source interactions implicitly. However, distinguishing the rules

governing how operations on entities impact source interactions is challenging, further

complicating the issue of negative transfer.

1.2 Research Contents

We overcome each of these challenges and propose new RSs. Our systems, which utilize

various transfer learning-based technologies, solve the research issues stated in Section

1.1. The outlines of the proposed RSs are as follows.

• Hierarchical meta-learning for flash sale recommendations.

In Chapter 2, we address the challenge of modeling users’ period-specific pref-

erences to improve the recommendations in flash sale e-commerce. Meta-learning

methods, e.g., Model-agnostic meta-leaning [35], learn cross-task knowledge from

past tasks to guide the model fast adapt to similar unseen tasks with only a few

updates. Inspired by this concept, we propose a novel hierarchical meta-training

algorithm that guides the learning of our recommendation model via user- and

period-specific gradients to achieve our goal. With the guidance of such gradi-

ents, the model can learn prior knowledge shared in different periods and among

users, which significantly simplifies its learning process when adapting to differ-

ent periods and users, including unseen ones. By doing so, the learned model can

capture users’ period-specific preferences with only a few interactions and several

updating steps.

• Debiasing graph transfer for non-overlap cross-domain recommendations.

In Chapter 3, we address the challenge of improving recommendations with pub-

lic data. To overcome this challenge, we propose a novel CDRS that can han-

dle the negative transfer issue and requires no domain-shared users. Our CDRS

removes the requirement of domain-shared users by merging cluster-level inter-

actions between domains. Besides, it handles the negative transfer issue at the
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level of the cluster by adaptively weighting the source clusters to avoid users’

source-specific preferences. After mitigating the influence of these clusters, an

enhancement in recommendation performance is anticipated.

• Semantic relation transfer for privacy preserved cross-domain recommendations.

In Chapter 4, we overcome the challenge of improving recommendations with

external commercial data. Employing such data requires that RSs do not merge

interactions between domains to preserve user privacy. We, therefore, propose a

new CDRS that meets the above requirement and can handle the more challeng-

ing negative transfer issue. Our CDRS removes the mergence of interactions by

bridging domains and transferring knowledge through a similarity-based cross-

domain graph. To handle the negative transfer issue in this scenario, our CDRS

transfer knowledge focuses on the items that have similar textual features, e.g.,

similar titles or similar descriptions. In this way, the impact of source items that

have irrelevant textual features and tend to present users’ source-specific prefer-

ences can be alleviated.

1.3 Organization

This thesis consists of five chapters. The remainder of the thesis is organized as follows.

In Chapter 2, we study the challenge of improving recommendation performance in

flash sale recommendations. In Section 2.1, we introduce users’ period-specific prefer-

ences in flash sale e-commerce and also the issue caused by these preferences. Section

2.2 reviews prior works related to the topic of this chapter. Section 2.3 introduces some

preliminaries of this chapter. Our proposed framework is presented in Section 2.4. We

first give an overview of our framework. Then, we elaborate on our model that pre-

dicts user preferences and our novel hierarchical meta-training algorithm which guides

the training of our model with the user- and period-specific gradients to capture users’

period-specific preferences. The experiment setup and the results, including the com-

parison with state-of-the-art methods and the ablation study, are described in Section

2.5. After that, Section 2.6 discusses the interests and limitations of our proposal in this

chapter. Finally, a conclusion of this chapter is given in Section 2.7. The study in this
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chapter is based on our works published in [11], [36], and [37].

In Chapter 3, we introduce and discuss the problem of improving recommendation

performances by leveraging public data under the scenario of sparse interaction data.

In Section 3.1, we describe the existing problem, i.e., requiring domain-shared users or

suffering the negative transfer issue, held by prior works when leveraging public data.

Next, we review some related works on this topic in Section 3.2. In Section 3.3, we give

some preliminaries of this chapter. Our proposed framework in this chapter is presented

in Section 3.4. First, we exhibit an overview of our framework. Then, we elaborate

on the details of each component in our framework, including the semantic domain

fusing, the debiasing graph convolutional predictor, and the restrictions for debiasing

learning. In particular, the semantic domain fusing module removes the requirement

of domain-shared users by transferring cluster-level interaction information between

domains, and the debiasing graph convolutional predictor weights the interactions from

the source domain that successfully alleviates the negative transfer issue. We compare

our proposed method with existing methods and conduct an ablation study to evaluate

the effectiveness of each component in our proposal in Section 3.5. Finally, this chapter

is summarized in Section 3.6. The study in this chapter is based on our work published

in [31].

In Chapter 4, we focus on improving recommendation performances by leveraging

external commercial data for the cases of sparse interaction data. We describe the issue

of prior works in leveraging commercial data from another company in Section 4.1. In

Section 4.2, we review some related works on this topic. The problem studied in this

chapter is formulated in Section 4.3. Section 4.4 presents our proposed framework. We

first give an overview of our proposed framework. We also elaborate on the details of

our methods that effectively address the issue of leveraging external commercial data.

We conduct experiments to examine the performance of our proposed method, and the

setting and results of experiments are described in Section 4.5. Finally, this chapter is

concluded in Section 4.6. The study in this chapter is based on our work published in

[34].

Finally, in Section 5, we summarize this thesis and discuss future work.
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Chapter 2

Hierarchical Meta-learning for Flash
Sale Recommendations

2.1 Introduction

As we described in Section 1.1, the great success and the enormous commercial benefits

flourish the development of flash sale e-commerce. Besides holding flash sale events

and providing flash sale services, some companies also started to develop platforms that

focus on only flash sale services, such as Vip.com1 (the biggest flash sale e-commerce

platform in China) and Taoqianggou2 (the flash sale e-commerce platform of Alibaba).

RSs, which are essential components of modern e-commerce websites, have empirically

shown their superiority in improving user experiences and online business revenue [36,

38, 39, 40, 41, 42]. Therefore, it is natural to develop RSs for flash sale e-commerce to

improve their services.

In flash sale e-commerce services, users are easily attracted by periodically changed

discounted items and show period-specific preferences, which can be observed in their

purchases in different sale periods. Naturally, it is important for RSs in flash sale e-

commerce to improve their recommendations by modeling period-specific preferences

toward discounted items.

1https://www.vip.com/
2http://qiang.taobao.com/

13
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2.1.1 Challenge

Most existing RS studies lose their superiority in flash sale e-commerce because they

learn user preferences from all users’ past interactions and ignore the differences in pref-

erences between periods. Here, interactions mean user behaviors in the services such as

purchases, carts, and reviews. Note that session-based recommendations [43, 44, 45, 46]

are not suitable for flash sale recommendations because the temporal information in

these systems is different from users’ period-specific preferences defined in this chap-

ter. The temporal information indicates the relation hidden in the order of interactions,

and the relation is determined by the inherent feature of items. In flash sales, users’

period-specific preferences are influenced by external factors, e.g., high discounts. Be-

sides, Graph neural network-based RSs, such as GraphSAGE [47] and AMAN [48],

learn embeddings for users and items by capturing structural knowledge from a graph

composed of user-item interactions. However, the embeddings learned by these RSs are

static and cannot handle period-specific preferences in flash sale recommendations.

Notice that the frequent changes of items, including available ones and interested

ones, in flash sale scenarios provoke the cold-start problem. This problem means that the

recommendation performance degrades because of limited interaction data [12, 13]. To

alleviate this problem, many efforts [49, 50, 51] developed cross-domain recommender

systems (CDRSs) that leverage some data from external domains as prior knowledge

to support the learning of the target recommendation model. For example, in [49], the

domain-invariant contextual features from external domains are leveraged as a regular-

ization to alleviate overfitting and to improve the user and item representations learned

in the target domain. Most CDRSs require domain-shared users or domain-invariant

contextual features to bridge the domains and transfer knowledge from external domains

to the target domain. Unfortunately, external domains that contain domain-shared users

or domain-invariant features with flash sale e-commerce domains do not always exist.

CDRSs that require no domain-shared users and features usually transfer the latent ma-

trix learned via matrix factorization algorithms [52, 53]. However, they cannot provide

recommendations for users and items that appear for the first time after the recommen-

dation model has been trained and hence are not applicable for flash sale e-commerce

recommendations.
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In recent years, some works [54, 55] introduced optimization-based meta-learning

[35] into RS due to its superiority in mitigating the cold-start problem and improv-

ing the model’s generalizability. Meta-learning learns cross-task knowledge from past

tasks to facilitate the model to fast adapt to similar unseen tasks with only a few updates

[56]. Meta-learning-based RSs usually learn a user-shared model and fast generate user-

specific models for each user [54, 55]. These user-specific models have empirically

demonstrated their effectiveness in alleviating the recommendation accuracy decrease

caused by individual differences. However, previous meta-learning-based RSs consider

static user preferences and thus cannot handle users’ period-specific preferences well.

We below summarize the challenges we overcome in this chapter to enhance recom-

mendation accuracy in flash sale scenarios.

• The first challenge is addressing the cold-start problem caused by the period-

ically changed items, including the provided and interacted ones, in flash sale

e-commerce.

• The second challenge is modeling users’ period-specific preferences accurately.

2.1.2 Contribution

We propose a novel hierarchical meta-learning-based RS named HML4Rec to tackle the

cold-start problem and simultaneously handle users’ period-specific preferences in flash

sale e-commerce recommendations. Motivated by the effectiveness of existing meta-

learning-based RSs in alleviating the cold-start problem and modeling the individual

bias in user preferences, we employ the same local update in [54] as a user local up-

date. However, different from existing meta-learning-based RSs that further customize

user-specific models, we consider hierarchically combining the user local update with

a new period local update, which enables HML4Rec to learn user- and period-shared

knowledge with the guidance of user- and period-specific gradients generated by two

types of local updates. By doing so, HML4Rec can quickly track users’ period-specific

preferences and alleviate the cold-start problem with the learned knowledge.

Specifically, HML4Rec learns a recommendation model that contains prior knowl-

edge and is shared by users and periods, enabling the trained model to quickly adapt
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to new users and new periods with only several steps of updates and a few interac-

tions. To learn a model that contains prior knowledge, we propose a novel hierarchical

meta-training algorithm that hierarchically combines the user local update and the pe-

riod local update. In this algorithm, the period local update generates period-specific

models for different periods to handle users’ period-specific preferences. The user local

update further generates user- and period-specific models for different users to prevent

the recommendation accuracy decreases caused by individual differences. The recom-

mendation model shared by users and periods is optimized by minimizing the losses

calculated on different users and periods, where losses are measured by the user- and

period-specific models. As a result, the learned recommendation model contains user-

and period-shared knowledge and can quickly adapt to new users and periods. Our

contributions in this chapter are summarized below.

• We propose a novel hierarchical meta-learning RS for flash sale recommenda-

tions. Our system can handle users’ period-specific preferences in flash sales and

mitigate the cold-tart problem. To the best of our knowledge, this is the first work

that focuses on improving recommendation accuracy for flash sale e-commerce

recommendations.

• We develop a novel hierarchical meta-training algorithm to learn the user- and

period-shared knowledge and provide user- and period-specific recommendations.

Moreover, we introduce some effective methods to improve this algorithm.

• We conduct extensive experiments on a private flash sale e-commerce dataset and

a widely used benchmark dataset to evaluate the effectiveness of our framework

in both flash sale and non-flash sale recommendations. The results show that

HML4Rec outperforms the state-of-the-art methods in flash sale recommenda-

tions and non-flash sale cold-start recommendations.

The organization of this chapter is as follows. We introduce related works in Section

2.2. Next, we describe some preliminaries of this chapter in Section 2.3. Then, we

present the detail of our proposed hierarchical meta-learning RS in Section 2.4. The

experimental setup and results are presented in Section 2.5. After that, we discuss the

interests and limitations of our proposal in Section 2.6. Finally, a conclusion of this

chapter is given in Section 2.7.
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2.2 Related Work

2.2.1 Cold-start Problem in RS

Deep learning-based RSs [57, 58, 59, 60] have empirically shown their superiority in im-

proving recommendation accuracy. However, it is difficult for the above deep learning-

based RSs to make decent recommendations for new users and new items that appear

after the prediction model is trained (named cold users and cold items) due to their

limited historical data and the bias in user preferences caused by personal differences.

Such a cold-start problem generally exists in RSs. To alleviate the problem of lacking

historical data, side information, e.g., user profiles, item content features, and auxil-

iary information from other domains, is utilized in RSs to describe cold users and cold

items. With this method, side information can represent cold users and items by the

representations learned from warm users and warm items, where warm users and warm

items have relatively sufficient interactions. For example, Bansal et al. [61] applied

word-level embedding to represent new items with their semantic features that are ex-

tracted from their descriptions. Li et al. [62] introduced the Behavior-Intensive Neural

Network, which also utilizes textual contents of items to learn the semantic latent item

vectors and represents new users by aggregating their interacted items. Besides the

above textual feature-based RSs, Cheng et al. [39] exploited sparse features and pro-

posed Wide&Deep to learn the linear and deep relations from these features jointly.

To better learn the relations between feature embeddings, Cheng et al. [63] developed

the Adaptive Factorization Network (AFN). AFN proposed a logarithmic transforma-

tion network to learn arbitrary-order cross-features from data effectively. However, the

above content-based RSs always provide the same recommendations for users with the

same side information, even when the users have different historical interaction data

[54]. As a result, these RSs ignore the individual differences in users’ interactions and

cannot provide personal recommendations accurately.

Meanwhile, CDRSs leverage the data from external domains to supply the insuffi-

cient interactions in the target domain. CDRSs have been viewed as a promising solu-

tion to mitigate the problem of lacking interactions. Some efforts [28, 29, 49, 50, 51]

have been proposed following this line. For example, in [49, 51], they employed domain

adversarial learning to implicitly transfer the interaction patterns from support domains
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to the target domain. Efforts, such as [28, 29], explicitly transferred the embedding

of users and items as prior knowledge when the common users or items exist across

domains. As aforementioned in Section 2.1, user-shared or contextual feature-shared

external domains do not exist for our flash sale e-commerce domain. Therefore, these

existing CDRSs are not applicable to our flash sale e-commerce recommendations.

2.2.2 Meta-Learning in RS

Meta-learning has empirically demonstrated its effectiveness in improving the general-

ization of the model. Representatively, Optimization-based meta-learning [35] learns

cross-task knowledge, i.e., a global shared initialization of model parameters, and lever-

ages the learned knowledge to initialize a model that can fast adapt to a new task with

a few task-wise data. In RSs, optimization-based meta-learning usually generates cus-

tomized models for every user to handle the bias in user preferences caused by indi-

vidual differences and further improve personalized recommendations [54, 55, 64]. For

example, Lee et al. [54] proposed a meta-learned User Preference Estimator (MeLU)

upon optimization-based meta-learning technology. First, MeLU generates a global

user preference estimator model that is shared among users. The global model is then

updated with users’ historical interactions to generate user-specific models for every

user. Dong et al. [55] proposed Memory-Augmented Meta-Optimization (MAMO)

to enhance the customization of their RS with the guidance of two memory networks.

Specifically, compared with MeLU, MAMO further customizes the global initialization

for each user with the guidance of a memory network before generating user-specific

models.

In addition, optimized-based meta-learning is also introduced into RSs to solve other

problems. For example, in [65], the author considered the bias in different items and

developed a session-based meta-learning framework to facilitate the recommendation

tasks for new items via a task embedding learned from the past recommendation tasks

on warm items. Sequential Scenario-Specific Meta Learner (S2Meta) [66] is devel-

oped to adapt to the bias in different scenarios, where scenarios are denoted as the

different tags of movies. Song et al. [67] proposed a novel cluster-based meta-learning

model (CBML) for session-based RSs, and CBML can better transfer shared knowledge
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across similar sessions and preserve the characteristics of each session itself. Lu et al.

[68] constructed two GNN-based aggregators and a temporal meta-learning method to

extract users’ global long-term and internal short-term preferences from two graphs.

Metric-based meta-learning, which learns task representations to facilitate model

generalization, was also introduced into RSs. For example, Contextual Modulation

Meta Learning [69] aggregates context embeddings from a user’s past interactions to

specify the learned user-item features effectively. In [65], the author considered the bias

in different items and developed a session-based meta-learning framework to facilitate

the recommendation tasks for new items via a task embedding learned from the past

recommendation tasks on warm items. Meta Warm Up Framework [70] focused on the

warm-up of the embedding of cold items with a warm-up model learned by the relation-

ship between the cold and warm embedding of items. Meta-learning-based approaches

have been proven to be promising in mitigating the cold-start problem. However, most

of them assume that user preferences are static and lack modules to handle users’ period-

specific preferences in flash sale scenarios.

2.2.3 Session-Based Recommendations

To provide better recommendations, temporal features hidden in the order of user inter-

actions are considered in session-based recommendations. In such recommendations,

historical interactions are organized as sessions in an individual manner. Then, Re-

current Neural Network and its variants, i.e., Gated Recurrent Unit (GRU) [71] and

Long Short-Term Memory [72], are usually applied to capture sequential information

from sessions. For example, in [43], the author developed a session-based GRU model

with ranking loss to capture the sequential information in users’ historical interactions.

Moreover, General Knowledge Enhanced Framework [73] incorporated sequential in-

formation with graph knowledge and empirically improved the performance and ex-

plainability of recommendations. In addition, some recent efforts [44, 74, 75] intro-

duced attention mechanisms into session-based recommendations to weigh the impact

of different items in a session. For example, Sun et al. [44] introduced bidirectional

encoder representations from Transformer into session-based recommendations to cap-

ture the bi-direction sequential information. Zheng et al. [74] proposed an attentive
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meta-graph embedding approach to learn graph information from the heterogeneous

information network.

Graph neural network-based RSs [47, 48, 76, 77] also attracted much attention due

to their effectiveness in capturing the structural information hidden in the user-item

interaction graph. For example, As an instance, Adaptive Multi-Attention Network [48]

constructed a graph attention network and a co-attention network to learn users’ multi-

behaviors jointly. Other deep learning approaches, such as convolutional networks and

memory networks, are also studied in session-based recommendations. Tang et al. [45]

proposed a convolutional sequence model that learns sequential information by using

both horizontal and vertical convolutional filters. In [78] and [46], the memory network

is also taken into consideration to improve session-based recommendations.

In general, session-based RSs represent users with the sessions of their interacted

items. However, in flash sale scenarios, available items frequently change in different

flash sale periods. When items are significantly changed, it is hard for session-based

RSs to infer user preferences with the knowledge learned from previous items. Be-

sides, session-based RSs learn unique embeddings for items in different periods and

thus ignore users’ period-specific preferences raised by the sales strategies. Therefore,

session-based RSs are not suitable for flash-sale e-commerce recommendations.

2.3 Preliminaries

2.3.1 Problem Definition

In this chapter, a recommender task is denoted as top-K recommendations for a user in

some period. We consider a flash sale e-commerce domain that contains U , V , R, and

P , where U (V ) denotes the user (item) set and R is the interaction set between them. P

is the flash sale period set, where we collect a period p ∈ P with the method described

in Subsection 2.5.1. For each user u ∈ U in each period p ∈ P , we predict a preference

score ŷpu,v for each item v ∈ V̄ p
u , where V̄ p

u denotes the item set that have not interacted

with u in p. The preference score ŷpu,v is calculated by a user- and period-specific model

fθp,u , given the user-item pair (u, v). ŷpu,v is formulated as:

ŷpu,v = fθp,u (u, v) . (2.1)
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Then, items in V̄ p
u are ranked based on their preference scores, and the top-K items

in the ranking list are recommended to u. It is worth mentioning that we measure the

preference scores with different models for different users in different periods to provide

user- and period-specific recommendations.

2.3.2 Optimization-based Meta-learning

The optimization-based meta-learning algorithm [35] considers some learning tasks and

a meta-learner fθ, where θ is the parameter of fθ. fθ can quickly adapt to a new task

with the guidance of the prior knowledge that is learned from previous tasks. In previ-

ous meta-learning-based RSs [54, 55], a learning task T u is defined as making recom-

mendations for a user u. First, for each learning task T u, the observed interaction set

Ru = {(u, v)|v ∈ Vu} of user u is divided into a support set Ru
s and a query set Ru

q ,

where Vu contains items that are interacted with u. The model fθ is locally updated to

generate the user-specific model fθu and adapt to T u by the gradient descent:

θu ← θ − α∇Lu (fθ) , (2.2)

where Lu (fθ) is the task-related loss measured on Ru
s and α is a universal learning rate.

Lu (fθ) is calculated by

Lu (fθ) =
∑

(u,v)∈Ru
s

ℓ (fθ (u, v) , yu,v) , (2.3)

where ℓ is the loss between fθ (u, v) and yu,v, and yu,v is the ground truth of interaction

between u and v. Then, θ is globally updated based on the meta-loss L′ (fθu) for the

task-wise fine-tuned parameter θu over task-provided Ru
q , where L′ (fθu) is formulated

by

L′ (fθu) =
∑

(u,v)∈Ru
q

ℓ (fθu (u, v) , yu,v) , (2.4)

and θ is then updated by gradient descent θ ← θ − β∇θL′, where β is a learning rate.

After training, when serving recommendations for a new user u′, fθ can fast customize

the user-specific model fθu′ with a few update steps.

However, the learned user-specific model fθu predicts the same user preference score

given the same user-item pair in different periods. As a result, the user-specific model
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cannot handle users’ period-specific preferences in flash sale e-commerce recommen-

dations. Therefore, RSs that can learn users’ period-specific preferences and provide

period-specific recommendations are required. Inspired by previous meta-learning-

based RSs, we define a learning task T p as making recommendations for a flash sale

period p and locally update the model fθ with the historical interaction data in p. By

doing so, fθ learns users’ period-specific preferences and fast customizes the period-

specific model fθp to provide period-specific recommendations.

2.4 Proposed Framework

The details of our proposed framework, HML4Rec, are given in this section. First,

we present an overview of our framework. We then elaborate on the details of the

recommendation model. After that, we describe our new hierarchical meta-training

algorithm, which optimizes our model and adapts the model to different users and flash

sale periods. We next present the methods for improving the optimizing process of our

model. Last, we introduce the top-K recommendations.

2.4.1 Overview of Framework

Motivated by the observations that existing RSs cannot handle users’ period-specific

preferences or suffer from the cold-start problem in flash sale recommendations, we

propose a novel HML4Rec, which is depicted in Figure 2.1 and does not have these

drawbacks. To handle users’ period-specific preferences, HML4Rec generates user-

and period-specific models for every user and period, where such a model learns pref-

erences for a user in a specific period. Then, users’ preferences in different periods

can be captured by the corresponding models. Besides, we address the cold-start prob-

lem by learning a global recommendation model that contains prior knowledge shared

among users and periods. Under the guidance of this knowledge, the global recommen-

dation model can initialize the above user- and period-specific models to fast adapt to

recommendations for cold-start users and future periods. This approach significantly

simplifies the learning process of user- and period-specific models. By doing so, these

models are expected to be learned well with only sparse interaction data and few steps
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Figure 2.1: Overview of HML4Rec. The recommendation model infers user preferences

and calculates a preference score by inputting the side information of a user-item pair.

The hierarchical meta-training consists of the user local update and the period local up-

date and is applied to learn the parameters in the recommendation model. The user local

update adapts the recommendation model to a user by locally updating the model with

this user’s historical interactions. The period local update adapts the recommendation

model to a flash sale period and contains several user local update operations.

of updates. Table 2.1 summarizes important notations used in this chapter.

2.4.2 Recommendation Model

The recommendation model predicts a preference score ŷu,v, given a user-item pair

(u, v). That is, we aim at having fθ(u, v) = ŷu,v, where θ is the learnable parameters

of the model. The recommendation model consists of a user & item embedding mod-

ule and a user preference estimator. It takes one-hot vectors of user profiles (e.g., age

and occupation) and item contents (e.g., genre and price) as input. First, the embed-

ding module embeds the input to generate latent representations for each user-item pair.
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Table 2.1: Summary of notations
Notation Description

u a user

v an item

p a flash sale period

I number of the user preference estimator layer

cun, c
v
m categorical feature of u and that of v

eu,v latent embedding of the user-item pair (u, v)

V̄ p
u item set that have not interacted with u in p

Rp,u
s , Rp,u

q support set and query set of u’s interactions in p

Up
s , Up

q support user set and query user set in p

fθ global shared recommendation model

fθu , fθp user-specific model and period-specific model

fθu,p user- and period-specific model

Ti transformation matrix for layer i

Hp entropy of interacted items in p.

βp entropy customized period local update learning rate in p

Then, from the representations, user preferences are inferred by utilizing a multi-layered

fully connected neural network, namely user preference estimator, which is widely used

to learn complex non-linear user preferences in previous studies [54, 55, 57]. Last, the

model outputs a score to describe the probability that a user interacts with an item.

User & Item Embedding Module. In this part, the embedding process, which has

empirically shown its advantages in improving recommendation performances in [79,

80], automatically extracts latent features from the contents of users and items. We

use this embedding process for the following observations. First, the auxiliary side

features, including user profiles and item contents, provide general information that can

be used to represent users and items. In the cold-start scenario, this embedded process

can provide representations for new users and items that appear after model training has

finished. Second, traditional one-hot embedding represents users and items with their

unique ID, making it impossible to describe new users and new items. Our user & item
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embedding module learns the embedding vector for each categorical feature in user and

item side information. Suppose that the number of user (item) categorical features is

N (M ). The embedding of the user-item pair (u, v) is denoted as eu,v, where eu,v is an

aggregation of all feature embedding vectors and can be written as:

eu,v = AGG (Eu
1c

u
1 ; · · · ;Eu

Nc
u
N ;E

v
1c

v
1; · · · ;Ev

McvM) , (2.5)

where cun ∈ Rdn and cvm ∈ Rdm are the one-hot vectors for categorical features n ∈
{1, · · · , N} of user u and for those m ∈ {1, · · · ,M} of item v, respectively. Eu,n ∈
Rde×dn is an adaptive embedding matrix for the corresponding categorical feature n,

while Ev,m ∈ Rde×dm is an adaptive embedding matrix for the corresponding categorical

feature m. de, dn, and dm are the embedding dimension, the number of categories for

feature n, and the number of categories for feature m, respectively. All the embedding

matrices {Eu
1 · · ·Eu

N ,E
v
1 · · ·Ev

M} are learnable parameters in this embedding module. If

numerical features exist, the normalized values are connected directly with ev,u. As for

the aggregation function AGG(·), we adopt the simple concatenation method to keep the

model backbone consistent with previous efforts [54, 55, 57] for a fair comparison. In

addition, as our aggregation function, we employ the same logarithmic transformation

network as AFN, for fair comparison with AFN. The HML4Rec with the logarithmic

transformation network is denoted as HML4Rec-AFN.

User Preference Estimator. The user preference estimator is a fully connected neural

network with I dense layers. This estimator learns the complex and non-linear user

preferences. These layers are defined as:

x0 = eu,v,

x1 = σ
(
W⊤

1 x0 + b1

)
,

...

xI = σ
(
W⊤

I xI−1 + bI

)
,

(2.6)

where Wi and bi (i ∈ [1, I]) are respectively the weight matrix and bias vector for

the i-th preference estimating layer. σ is the activation function of these layers. In this

chapter, σ is the rectified linear unit (ReLU) [81]. The learnable parameters of the user

preference estimator are all the weight matrix and bias vector {Wi,bi|i ∈ [1, I]}.
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Output. The output layer outputs a score to describe the probability that a user u will

interact with an item v. This layer is formulated as

ŷu,v = σ
(
W⊤

o xV + bo
)
, (2.7)

where Wo and bo are respectively the weight matrix and the bias value for the output

layer. For the activation function σ, we use the sigmoid function to match the binary

implicit feedback. The learnable parameters of the output layer are Wo and bo.

2.4.3 Hierarchical Meta-training Algorithm

In this section, we introduce a novel hierarchical meta-training algorithm to train the

recommendation model in Subsection 2.4.2. Traditional neural networks initialize their

parameters with the values randomly sampled from a Gaussian distribution. Then, the

randomly initialized parameters usually converge to an optimum with sufficient training

data. However, traditional training methods often lead to overfitting in the cold-start

scenario due to the limited training data. Furthermore, in flash sale e-commerce scenar-

ios, users’ item-consumption histories in different periods can mislead the model due to

frequent changes in users’ interaction patterns. Inspired by the concept of optimization-

based meta-learning [35], our hierarchical meta-training conducts a global update and

a local update to handle the above problems. More precisely, the global update learns

cross-task knowledge to generate a global initialization for recommendation model pa-

rameters. Then, in each task, the global initialization can fast adapt to an optimum,

even with limited task-wise training data. The local update fine-tunes the parameter

from the global initialization for each recommendation task. Our recommendation task

has a two-level hierarchy: task (period-level recommendations) and sub-task (user-level

recommendations). In light of this, we propose a hierarchical local update, including

the user local update and the period local update, to adapt to each task and sub-task.

User Local Update. Inspired by [54], we apply the user local update to handle the

bias in user preferences caused by individual differences. For each user in a period

(i.e., sub-task), given the user’s item-consumption history Rp,u, we randomly split Rp,u

into a support set Rp,u
s and a query set Rp,u

q . The optimization goal in this phase is to

learn a user-specific model with the local parameters θu. θu is customized from the
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global shared initialization θ by minimizing the prediction loss L(Rp,u
s |fθ) on Rp,u

s . We

perform a pair-wise hinge loss following some previous works [82, 83]. It can soften

the implicit hard labels to train our model. The loss function is formulated as

L (Rp,u
s | fθ) =

∑
(u,v)∈Rp,u

s ,
v′∈V̄ p

u

[z − fθ(u, v) + fθ(u, v
′)]+ (2.8)

where [a]+ = max(a, 0) is the standard hinge loss, z > 0 is the safety margin size and

v′ is a negative item that is randomly sampled from the item set V̄ p
u . V̄ p

u contains items

that are not interacted by user u in period p. Thus, the user-specific parameters θu are

updated by

θu ← θ − α · ∇θL (Rp,u
s |fθ) , (2.9)

where α is the learning rate for the user local update. After updating θ, the prediction

loss L(Rp,u
q |fθu) on Rp,u

q is measured by the user-specific model fθu .

Period Local Update. To capture users’ period-specific preferences, we propose the pe-

riod local update. For each flash sale period p (i.e., task), given the user set Up in period

p, we split Up into a support set Up
s and a query set Up

q based on the time of the user’s

first interaction before and after the middle time of that period. The learning goal of this

phase is to learn a period-specific model with the local parameters θp. θp is customized

from the global shared initialization θ by minimizing all prediction losses measured on

each support user’s query interaction set by the user-specific models learned in Sub-

section 2.4.2. Precisely, for each user u in Up
s , we conduct the user local update and

calculate the prediction loss L(Rp,u
q |fθu) mentioned above. Then, we learn the local pa-

rameters θp by minimizing these prediction losses. The local parameters θP are updated

by
θp ← θ − β

∑
u∈Up

s

∇θL
(
Rp,u

q |fθu
)
, (2.10)

where β is the learning rate for the period local update. Next, for each user u in Up
q , we

perform the user local update with the initialization of θp to learn a user- and period-

specific model fθp,u , where fθp,u captures this user’s period-specific preferences. The

above user local update is conducted on the support set Rp,u
s of each user u in Up

q . fθp,u

can capture u’s period-specific preferences as it is locally updated by the period-specific
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Figure 2.2: Optimization strategy of hierarchical local update. Red lines represent user

local updates, and blue lines represent period local updates.

gradients. After learning user- and period-specific models, we measure the prediction

loss L(Rp,u
q |fθp,u) on Rp,u

q for each user u in Up
q

Figure 2.2 illustrates the optimization strategy in the hierarchical local update. The

period local update learns period-specific gradients (the solid blue lines) to generate

period-specific parameters (the dashed blue lines) for each period (i.e., task). Then, the

user local update learns user-specific gradients (the solid red lines) to generate user- and

period-specific parameters (the dashed red lines) for each user (i.e., sub-task).

Global Update. In the global update phase, we learn the global initialization θ, which

contains user- and period-shared knowledge and can fast adapt to new users and periods

with only a few steps of updates. For each flash sale period p, we conduct the above

two-level hierarchical local update to get the prediction loss L(Rp,u
q |fθp,u) on each user
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u in query user set Up
q . After that, the global initialization θ is trained by

θ ← θ − γ
∑
p∈P

∑
u∈Up

q

∇θL
(
Rp,u

q |fθp,u
)
, (2.11)

where γ is the learning rate for global updates and P is all the training periods.

We locally update θ via back-propagation in the hierarchical local update phase, and

consequently the gradients ∇θL
(
Rp,u

q |fθp,u
)

involve high-order derivatives. The com-

putation of high-order derivatives is expensive when the depth of the neural networks is

deep. Therefore, we take a one-step gradient descent for the hierarchical local update to

accelerate the training.

2.4.4 Optimization for Training

In order to mitigate the unstable gradient issue raised by the high-order derivatives, we

introduce residual layers [84] and a meta-warped activation space method [85] into our

model. Besides, we develop entropy-guided period local updates to customize the learn-

ing rate of the period local update to prevent recommendations from being concentrated

on a few items.

Stabilize Gradient. The global update of the hierarchical meta-training algorithm in-

volves high-order derivatives when calculating the gradients of θ. The gradients will be

multiplied by the same set of parameters many times. After multiple back-propagation

steps, the gradient will be small. In the worst case, this may ultimately stop the neural

network from further training. Inspired by the remarkable effectiveness of the residual

layers that alleviate the gradient vanishing problem in computer vision [84, 86], we in-

corporate a residual layer into our system to stabilize gradients. The residual layer skips

the layers that are locally updated in the user local update phase to decrease the impact

of high-order derivatives in gradient calculations. Additionally, for layers that should

be locally updated, we warp each layer’s activation space by inserting a meta-learned

distance metric. The model with such warped activation spaces has been empirically

demonstrated to be more sensitive to task identity in [85]. In this chapter, these warped

activation spaces can guide the optimization of our hierarchical local updates to pre-

vent the recommendation model from overfitting. For a clear explanation, supposing a

recommendation model with an embedding layer and 4 dense layers, we conduct the
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period local update for the first 2 dense layers and conduct the user local update for the

last 2 dense layers. After incorporating the residual layer and the meta-learned distance

metrics, the user preference estimator is reformulated as

x0 = eu,v,

x1 = σ
(
T1W

⊤
1 x0 + b1

)
,

...

x4 = σ
(
T4W

⊤
4 x3 + b4

)
+ σ

(
W⊤

r x2

)
,

(2.12)

where Wr is the weight matrix for the residual layer and Ti is the transformation matrix

for layer i. Wr and Ti are updated only in the global update. Specifically, considering

the limited user-wise historical interactions, we skip-connection x2 and x4 with the

residual layer to simplify the learning in the user local update.

Entropy-guided Period Local Update. In the flash sale e-commerce scenario, the in-

teractions can be concentrated on a few items or scattered across many items according

to the sales strategy. The difficulties of learning different tasks are quite different. In the

concentration case, most users’ purchases move towards some items, and the concen-

tration of purchases makes it easier to infer. Therefore, a small learning rate can prevent

the recommendation model from overfitting. On the contrary, in the scattering case, a

large learning rate is needed.

In light of this, we develop a novel entropy-guided period local update to customize

the period learning rate β. Specifically, according to the definition of entropy, the en-

tropy of interactions can describe the concentration of the interactions. For a period

p, we denote the entropy of interactions in p by Hp. Considering that the period local

update in p are conducted on the support interaction set Rp
s = {Rp,u

s |u ∈ Up
s }, Hp is

formulated by
Hp = −

∑
v∈Rp

s

P (v) log2 P (v) , (2.13)

where P (v) = |Rp,v
s |

|Rp
s |

. |Rp,v
s | is the number of interactions for item v. Then, the learning

rate in period local updates β is customized by

βp = Hpβ. (2.14)
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Training Algorithm. After optimizing the hierarchical meta-training algorithm with

the above methods, the advanced algorithm is applied to train our recommendation

model and learn a global initialization for the model parameters. The details are sum-

marized in Algorithm 1.

Algorithm 1: Hierarchical meta-training algorithm
Input: Period set P ; User set U = {Up|p ∈ P}; Hyper-parameters α, β, γ

Output: Global parameters θ

1 Randomly initialize the parameters θ

2 while Not converge do
3 for each period p ∈ P do
4 Sample a batch of users Up

s ∼ Up;

5 for each user u ∈ Up
s do

6 Evaluate∇θL (Rp,u
s |fθ) by Eq.(2.8);

7 User local update θu ← θ − α · ∇θL (Rp,u
s |fθ);

8 Evaluate∇θL
(
Rp,u

q |fθu
)

by Eq.(2.8);

9 end
10 Evaluate Hp by Eq. (2.13);

11 Update βp ← Hpβ;

12 Period local update θp ← θ − βp

∑
u∈Up

s
∇θL

(
Rp,u

q |fθu
)
;

13 Sample another batch of users Up
q ∼ Up;

14 for each user u ∈ Up
q do

15 Evaluate∇θL (Rp,u
s |fθp) by Eq. (2.8);

16 User local update θp,u ← θp − α · ∇θL (Rp,u
s |fθp);

17 Evaluate∇θL
(
Rp,u

q |fθp,u
)

by Eq. (2.8);

18 end
19 end
20 Global update θ by: θ ← θ − γ

∑
p∈P

∑
u∈Up

q
∇θL

(
Rp,u

q |fθp,u
)
;

21 end
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2.4.5 Top-K Recommendations

Given a user u and a set of items V̄ p
u that have not interacted with u in period p, we first

perform the hierarchical local update to generate the user-and period-specific model

fθp,u . Then, fθp,u measures the preference score ŷpu,v for each item in V̄ p
u . Last, the

top-K items with the largest ŷpu,v are recommended to u as her recommendation list in

period p.

2.5 Experiments

In this section, we first introduce the datasets we used and then conduct experiments

to discuss the effectiveness of our HML4Rec in both flash sale recommendations and

non-flash sale recommendations.

2.5.1 Dataset

We used a private flash sale e-commerce dataset (E-commerce) and a widely used public

dataset (MovieLens 1M) to evaluate the performance of our method under the flash sale

scenario and non-flash sale scenario, respectively. E-commerce is a private commer-

cial dataset from a real-world flash sale e-commerce platform providing both products

(e.g., home electronics and make-up) and services (e.g., travel and restaurant reserva-

tions). It includes users’ purchase records from 30/10/2016 to 31/7/2017 and some

auxiliary features (4 user features and 6 item features). MovieLens 1M dataset is a

well-known benchmark for movie recommendations. We applied the same MovieLens

1M dataset as [54]. It contains user ratings for movies, where we select the ratings from

1/4/2000 to 31/12/2000. 4 user features and 4 item features are available in this dataset.

Item features (i.e., movie content) were collected from IMDb3. To visualize interaction

patterns, we counted monthly interactions of items at a category level. The result is

shown in Figure 2.3, where each alphabet in the horizontal axis indicates a category

(e.g., home electronics) and the vertical axis indicates time periods. Then, the following

pre-processing was conducted for each dataset:

3https://www.imdb.com/
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(a) Purchases on E-commerce (b) Binary ratings on MovieLens

Figure 2.3: Category-level monthly interactions. A block represents the monthly inter-

action cases of a category.

E-commerce. This dataset includes some free items (e.g., coupons and gifts) and dis-

counted items to attract users. Available items change significantly from period to pe-

riod according to the provider’s sale strategies, where the period is a flash sale period

that lasts 28 days in this domain. Hence, users’ purchase patterns are quite different in

different periods, and the result in Figure 2.3 illustrates this phenomenon. From Figure

2.3 (a), we can see that users’ purchase patterns change a lot before and after 5/2017.

In order to evaluate whether HML4Rec can adapt to the periods with different purchase

patterns, we divided the purchase records in this manner: 30/10/2016 to 31/3/2017 as

training set, 1/4/2017 to 30/4/2017 as validation set, and 1/5/2017 to 30/9/2017 as test

set. We split the purchase records in the training set every 28 days and collected 5 flash

sale periods for training. Similarly, we collected a validation period and 5 test periods

from the validation and test sets, respectively. Then, for users in the first half of each

period, we did a popular 6-core pre-processing stem [60, 87, 88] to select the users who

have at least 6 purchase records as support users. Query users were selected similarly

from the last half of the period. Then, we used the last 5 purchase records for each

support and query user as the query records and the rest as the support records. After

the 6-core stem, the dataset has 17,705 users, 45,057 items, and 569,394 interactions.

MovieLens 1M. We binarized the rating scores as implicit feedback by converting all

observed rating scores as positive interactions and the remaining as negative interac-
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tions. From Figure 2.3 (b), we observed that users’ interaction patterns are nearly con-

sistent among different months. This observation shows that MovieLens 1M is a non-

flash sale scenario. We divided the binary ratings into three parts: 1/4/2000 to 31/8/2000

as training set, 1/9/2000 to 30/9/2000 as validation set, and 1/10/2000 to 31/12/2000 as

test set. To run our HML4Rec, we supposed that a flash sale period lasts 28 days in

this domain and collected 6 training periods, 1 validation period, and 3 test periods fol-

lowing the same manner applied in E-commerce. We also conducted the same 6-core

processing stem to generate the support and query sets. Finally, the dataset has 6,014

users, 3,673 items, and 902,301 interactions.

2.5.2 Experiment Setting

Recommendation Scenarios. We considered the recommendations in two scenarios:

i) recommendations for warm users as a warm scenario and ii) recommendations for

cold users as a cold scenario. Specifically, we classified users into warm or cold users

according to their first interaction time. Users who had interactions in the training set

were warm users, and users who had no interactions in the training set were cold users.

Evaluation Criteria. In this chapter, we separately evaluated the recommendations

in different periods, where we had 5 test periods in E-commerce dataset and 3 test

periods in MovieLens dataset. In the test phase, for each test period, support users were

sampled from the first half of the period. Recommendations were evaluated based on

the query users sampled from the last half of the period. To evaluate the performance

of recommendations, we followed the common strategy of top-K recommendation in

[89, 90], which ranks the items that have not interacted with a user and recommends

top-K items to her. For each query user, we randomly sampled 99 items that had no

interaction with that user in this test period and ranked the target item among the 100

items based on the preference scores measured by the user- and period-specific models,

where these models are generated by conducting the user local update and the period

local update in Subsection 2.4.3. Then, we applied Hit Ratio (HR) and Normalized

Discounted Cumulative Gain (NDCG) to evaluate the recommended top-k items.

• Hit Ratio. HR is a metric that is widely applied to measure recommendation per-

formances [91, 92]. Given a user-item interaction in a test set, HR@K measures
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Table 2.2: Some important characteristics of evaluated methods. Pref. indicates prefer-

ences.

Methods DL-based ML-based Period-specific Pref. Individual bias

Wide&Deep ✓

NeuCF ✓

AFN ✓

MeLU ✓ ✓ ✓

MAMO ✓ ✓ ✓

s2Meta-u ✓ ✓ ✓

s2Meta-p ✓ ✓ ✓

CMML ✓ ✓ ✓

HML4Rec ✓ ✓ ✓ ✓

HML4Rec-AFN ✓ ✓ ✓ ✓

whether a test item is in the top-K recommendation list or not. If the target item

appears in the top-K recommendation list, we obtain a hit. HR@K is calculated

as follows:

HR@K =
Number of hits@K

|R|
, (2.15)

where |R| is the number of interactions in the test set.

• Normalized Discounted Cumulative Gain. The ranking quality of the recom-

mendation list is usually evaluated with NDCG [93]. NDCG accounts for the

position of the hits by assigning higher scores to the hits at top ranks and down-

grading the scores to hits at lower ranks . NDCG@K is defined as:

NDCG@K =
K∑
j=1

2rj − 1

log2(j + 1)
, (2.16)

where rj shows the graded relevance of target item at position j: rj = 1 if the

target item is ranked at the j-th position, otherwise rj = 0.

Evaluated Methods. The experiments evaluated the following recommendation meth-

ods.
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Deep learning-based (DL-based) RSs:

• Wide&Deep [39]. Wide&Deep jointly trains wide linear models and deep neural

networks to combine the benefits of memorization and generalization for recom-

mendations.

• NeuCF [57]. NeuCF jointly learns a neural network and a matrix factorization

model. We integrate our embedding mechanisms into NeuCF for the cold-start

recommendations.

• AFN [63]. AFN constructs logarithmic transformation layers to adaptively learn

arbitrary-order cross features from user and item side information.

Meta-learning-based (ML-based) RSs:

• MeLU [54]. MeLU provides user-specific recommendations by locally customiz-

ing the global model to generate individual models for every user.

• MAMO [55]. This method further develops MeLU to provide personalized ini-

tialization for model parameters with the guidance of three memory networks.

• s2Meta-u [66]. s2Meta-u develops a meta-learning framework to generate indi-

vidual models for different scenarios, where scenarios are denoted as users.

• s2Meta-p [66]. s2Meta-p considers periods as scenarios and provides period-

specific recommendations.

• CMML [69]. CMML learns a context embedding from a user’s past interactions

to effectively specify the learned user-item features.

• HML4Rec. This is our proposed recommender system with the concatenating

aggregation function described in Subsection 2.4.2.

• HML4Rec-AFN. This is our proposed recommender system with the logarithmic

transformation network as described in Subsection 2.4.2.
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For fair comparisons, we utilized the same base model for MeLU, MAMO, s2Meta-u,

s2Meta-p, and HML4Rec, while CMML requires a more complex model to incorporate

context information. In addition, we aligned the base model of HML4Rec-AFN with

AFN. Some important characteristics of evaluated methods are listed in Table 2.2. As

this table shows, our HML4Rec can model users’ period-specific preferences as well as

handle individual bias.

2.5.3 Implementation Detail

The codes of Wide&Deep4, NeuCF5, AFN6, MeLU7, MAMO8, and s2Meta9 were ob-

tained from the corresponding GitHub repositories. Our HML4Rec and CMML were

implemented by using PyTorch framework. For our model, in E-commerce dataset,

we learned a 16-dimensional embedding for each feature (32-dimension for MovieLens

dataset). The learned vectors were concatenated and fed into a 5 layer multi-layer per-

ceptron (MLP) with the shape of {128, 64, 32, 16, 8} ({128, 64, 32, 8, 4} for MovieLens

dataset). The output layer was locally updated in the user local update step, and the

last 3 layers of MLP were locally updated in the period local update step. In Movie-

Lens dataset, we updated the output layer and the last 3 layers of MLP in the user

local update step and the embedding layer and the first 2 layers of MLP in the period

local update step. We also conducted the random search for all evaluated methods to

tune their hyper-parameters based on the performance on the validation set, where the

hyper-parameter set includes the learning rate of user local updates α from {5 × 10−6,

5×10−5, 5×10−4}, the learning rate of period local updates β from {5×10−5, 5×10−4,

5 × 10−3}, the learning rate of global update γ from {0.0005, 0.0001, 0.001, 0.0025,

0.0125}, the safety margin size z from {0.2, 0.6, 1}.
4https://github.com/jrzaurin/pytorch-widedeep
5https://github.com/yihong-chen/neural-collaborative-filtering
6https://github.com/shenweichen/DeepCTR-Torch
7https://github.com/hoyeoplee/MeLU
8https://github.com/dongmanqing/Code-for-MAMO
9https://github.com/THUDM/ScenarioMeta
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Table 2.3: Comparison between HML4Rec and other methods on E-commerce. Perfor-

mance ± 95% confidence intervals are reported.

Type Method HR@1 HR@3 NDCG@3

Wide&Deep 0.0103 ± 0.0011 0.0278 ± 0.0017 0.0202 ± 0.0013

NeuCF 0.1904 ± 0.0331 0.2936 ± 0.0394 0.2503 ± 0.0368

AFN 0.2036 ± 0.0325 0.3193 ± 0.0398 0.2713 ± 0.037

Warm scenario MeLU 0.0695 ± 0.0109 0.1374 ± 0.0126 0.1084 ± 0.0118

MAMO 0.1595 ± 0.0374 0.2262 ± 0.0459 0.1985 ± 0.0425

s2Meta-u 0.0151 ± 0.0042 0.0413 ± 0.0086 0.0262 ± 0.0048

s2Meta-p 0.2155 ± 0.0089 0.2949 ± 0.0052 0.2641 ± 0.0048

CMML 0.1662 ± 0.0384 0.2618 ± 0.0523 0.2222 ± 0.0466

HML4Rec 0.2386 ± 0.0422 0.3390 ± 0.0469 0.2975 ± 0.0452
HML4Rec-AFN 0.2116 ± 0.0374 0.3146 ± 0.0397 0.2718 ± 0.0385

Wide&Deep 0.0090 ± 0.0020 0.0263 ± 0.0032 0.0187 ± 0.0025

NeuCF 0.2080 ± 0.0416 0.3134 ± 0.0513 0.2692 ± 0.0472

AFN 0.234 ± 0.0425 0.3561 ± 0.0517 0.3056 ± 0.0481

Cold scenario MeLU 0.0593 ± 0.0124 0.1253 ± 0.015 0.0969 ± 0.0135

MAMO 0.1042 ± 0.0278 0.1717 ± 0.0397 0.1430 ± 0.0347

s2Meta-u 0.0208 ± 0.0093 0.0474 ± 0.0187 0.052 ± 0.0141

s2Meta-p 0.2137 ± 0.0164 0.2945 ± 0.0172 0.2559 ± 0.0161

CMML 0.1187 ± 0.0271 0.2047 ± 0.0358 0.1685 ± 0.0324

HML4Rec 0.2744 ± 0.0538 0.3703 ± 0.0618 0.3311 ± 0.0588
HML4Rec-AFN 0.2356 ± 0.0455 0.3454 ± 0.056 0.2999 ± 0.0512

2.5.4 Performance Comparison

Overall Performance. We report the average recommendation performance over test

periods for all the evaluated methods. The comparison results on E-commerce are listed

in Table 2.3. From this table, we can see that HML4Rec outperforms all comparisons

in both warm and cold scenarios. It gains 10.72% HR@1, 6.17% HR@3, and 9.46%

NDCG@3 improvements against the strongest baseline in the warm scenario and also

achieves 16.47% HR@1, 3.99%, and 8.34% NDCG@3 improvements in the cold sce-

nario. This is due to the strong capability of the hierarchical meta-training algorithm in

capturing the users’ period-specific preferences and alleviating the cold start problem.



2.5. EXPERIMENTS 39

Table 2.4: Comparison between HML4Rec and other methods on MovieLens. Perfor-

mance ± 95% confidence intervals are reported.

Type Method HR@1 HR@3 NDCG@3

Wide&Deep 0.0073 ± 0.0046 0.0245 ± 0.0083 0.0171 ± 0.0062

NeuCF 0.0770 ± 0.0132 0.1875 ± 0.0144 0.1391 ± 0.0114

AFN 0.0751 ± 0.0146 0.1896 ± 0.0163 0.1405 ± 0.012
Warm scenario MeLU 0.0435 ± 0.011 0.1163 ± 0.0166 0.0847 ± 0.0117

MAMO 0.0780 ± 0.0176 0.1808 ± 0.0185 0.1373 ± 0.0158

s2Meta-u 0.0294 ± 0.0179 0.0709 ± 0.0225 0.0528 ± 0.012

s2Meta-p 0.0075 ± 0.0081 0.0222 ± 0.0120 0.0094 ± 0.0087

CMML 0.0667 ± 0.0112 0.1518 ± 0.0114 0.1166 ± 0.0083

HML4Rec 0.0611 ± 0.0127 0.1613 ± 0.0172 0.1161 ± 0.0139

HML4Rec-AFN 0.0757 ± 0.0119 0.1611 ± 0.0107 0.1245 ± 0.0083

Wide&Deep 0.0101 ± 0.0028 0.0316 ± 0.004 0.0224 ± 0.0033

NeuCF 0.0899 ± 0.0042 0.1868 ± 0.0053 0.1454 ± 0.0036

AFN 0.0938 ± 0.0037 0.1921 ± 0.0044 0.1498 ± 0.0032

Cold scenario MeLU 0.0570 ± 0.0037 0.1356 ± 0.0064 0.1018 ± 0.0049

MAMO 0.0782 ± 0.0067 0.1853 ± 0.0091 0.1396 ± 0.0076

s2Meta-u 0.0364 ± 0.0052 0.0972 ± 0.0075 0.0582 ± 0.0046

s2Meta-p 0.0383 ± 0.0064 0.0883 ± 0.0102 0.0697 ± 0.0075

CMML 0.0891 ± 0.0055 0.1934 ± 0.0056 0.149 ± 0.0052

HML4Rec 0.0842 ± 0.0042 0.1926 ± 0.0054 0.1465 ± 0.0032

HML4Rec-AFN 0.0882 ± 0.0058 0.1997 ± 0.0048 0.1523 ± 0.0046

AFN outperforms other baselines due to its sophisticated logarithmic transformation

layers. Besides, s2Meta-p achieves the best performance among all meta-learning-based

comparisons. This result demonstrates the effectiveness of capturing users’ period-

specific features in flash sale recommendations. By comparing the result of s2Meta-

u, MeLU, and MAMO, we observe that MAMO achieves the best performance. This

observation demonstrates that simplifying the local update improves recommendations

due to the limited user-wise interactions in this dataset. In addition, HML4Rec performs

better than HML4Rec-AFN. This result also suggests that limited user-wise interaction

data is hard to specify the sophisticated AFN model.
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Table 2.5: Free item proportion on E-commerce.

Period May Jun Jul Aug Sup

Warm scenario 0.393 0.031 0.033 0.480 0.448

Cold scenario 0.407 0.015 0.008 0.544 0.634

The comparison results on MovieLens are reported in Table 2.4. We can find that the

performances of all the methods are not as good as the performances on E-commerce

dataset. This is because of the scarce user and item contents. HML4Rec-AFN and

AFN outperform the other methods in most cases due to their well-designed model

structure in learning cross-features from scarce content. Specifically, HML4Rec-AFN

achieves the best HR@3 and NDCG@3 in the cold scenario due to its user local update

that handles the bias in user preferences caused by individual differences. Inversely,

HML4Rec-AFN needs to split the support users for the period local update and further

split the support interactions for the user local update. As a result, the amount of data

used to train the global model is reduced. This makes HML4Rec-AFN lose its superior-

ity in the warm scenario where user preferences are relatively consistent. In conclusion,

Although MovieLens is a non-flash sale dataset, HML4Rec-AFN still works well when

making recommendations for cold users.

Period-wise Performance. To evaluate the effectiveness of HML4Rec in handling

users’ period-specific preferences, we further investigated the performance on NDCG@3

among different periods. The results on E-commerce are illustrated in Figure 2.4. In this

figure, light and dark colors represent NDCG@3 on free and paid items, respectively.

From Figure 2.4 and Table 2.5, we can observe that the ratio of free items mainly causes

the variance of NDCG@3 among different periods. Moreover, HML4Rec outperforms

other baselines when recommending free items in the periods of 5/2017, 8/2017, and

9/2017. Such free items are selected by flash sale strategies so that they can describe

users’ period-specific preferences to some extent. Hence, the above result demonstrates

that our hierarchical meta-training algorithm is critical to model and capture users’

period-specific preferences in flash sale recommendations. In addition, for the periods

5/2017, 8/2017, and 9/2017, NDCG@3 of NeuCF on the cold scenario is larger than on
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(a) NDCG@3 on warm scenario

(b) NDCG@3 on cold scenario

Figure 2.4: NDCG@3 on E-commerce.

the warm scenario. This indicates that warm users’ interactions in past periods do not

help infer their current preferences. To address this problem, our model considers the

interactions in each period individually and locally updates our model to adapt to each

period. Therefore, HML4Rec achieves a better performance in these periods than deep
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Figure 2.5: Execution time on E-commerce

learning-based baselines.

2.5.5 Execution Time Comparison

In this part, we compared the execution time for all comparisons on E-commerce dataset,

where the execution time indicates the time to train a model until the loss converges on

the validation set. All methods run on a Linux server with 64 Intel(R) Xeon(R) Platinum

8375C CPUs. Figure 2.5 illustrates the performance of execution time on E-commerce

dataset. This figure shows that NeuCF and Wide&Deep require the least training time

due to their light model and simple training algorithm. Inversely, MAMO tasks the

longest time due to locally updating its two memory modules. HML4Rec converged

within one hour and satisfied the time requirement of flash sale e-commerce recommen-

dations.

2.5.6 Ablation Study

To better understand the contribution of different components in HML4Rec, we per-

formed ablation experiments on E-commerce dataset with variants of HML4Rec, in-

cluding 1) w/o PLU: HML4Rec without period local update, 2) w/o HLU: HML4Rec
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Table 2.6: Performance on variants of HML4Rec. NDCG@3 ± 95% confidence inter-

vals are reported.

Warm scenario Cold scenario

w/o PLU 0.2843 ± 0.0453 0.3151 ± 0.0597

w/o HLU 0.2754 ± 0.0384 0.3143 ± 0.0532

w/o T-net 0.2931 ± 0.0482 0.3289 ± 0.0558

w/o ResNet 0.2888 ± 0.0477 0.317 ± 0.0591

w/o EGplr 0.2824 ± 0.0432 0.3156 ± 0.061

HML4Rec 0.2975 ± 0.0452 0.3311 ± 0.0588

without the hierarchical local update, 3) w/o T-net: HML4Rec without warped acti-

vation spaces, 4) w/o ResNet: HML4Rec without residual layer, and 5) w/o EGplr:

HML4Rec without entropy-guided period learning rate. The w/0 PLU variant is trained

by setting the period local update learning rate β as 0, and the w/o HLU variant is trained

by setting both the user local update learning rate α and the period local update learning

rate β as 0.

Table 2.6 shows the results of HML4Rec and its variants in both warm and cold

scenarios. From this Table, we can find that all the evaluated components boost rec-

ommendation accuracy. Specifically, NDCG@3 on warm scenario decreases most, i.e.,

about 8.02%, without the hierarchical local update. This result demonstrates the effec-

tiveness of the hierarchical local update in modeling users’ period-specific preferences,

especially when users’ interactions in previous flash sale periods are not helpful and

even mislead the current recommendations. In addition, the residual layer and entropy-

guided period learning rate are introduced to alleviate overfitting and work better in the

cold scenario.
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2.6 Discussion

2.6.1 Advantage of HML4Rec

In this chapter, we proposed a hierarchical meta-learning-based RS (HML4Rec) that

handles users’ period-specific preferences and alleviates the cold-start problem simul-

taneously. Motivated by the effectiveness of existing meta-learning-based RSs [54, 55,

69] in alleviating the cold-start problem and modeling the individual bias in user pref-

erences, we applied the same local update as the user local update in Subsection 2.4.3.

Moreover, HML4Rec improves existing meta-learning-based approaches by hierarchi-

cally combining a novel period local update and the widely used user local update to

handle users’ periodically changed preferences. This periodic change is caused by the

update of available items and discounted items according to the provider’s sales strate-

gies in flash sale e-commerce scenarios. In addition, the hierarchical meta-training

algorithm in HML4Rec learns prior knowledge shared by users and periods, enabling

the trained model to fast adapt to new users and periods.

2.6.2 Limitation of HML4Rec

As mentioned in Subsection 2.5.4, Meta-learning-based RSs, including HML4Rec, use

a part of data (i.e., the support set) for the local update, and the goal of such local up-

date is to generalize the learned model to fit different tasks, rather than to improve the

performance of the model for a particular task. As a result, these RSs lose their supe-

riority when making recommendations for the scenarios in that users’ preferences are

relatively consistent. This is why meta-learning-based RSs perform worse than deep-

learning-based RSs in the warm scenario (e.g., our tests on MovieLens dataset). One

possible way to tackle this issue is to design a module that measures the difference

between the past recommendation tasks and a new task. Then, the module automati-

cally determines how much support data is required for this task based on the measured

difference.

Besides, HML4Rec applies the one-step gradient descent approach to locally update

parameters in both user and period local update steps. Although this approach allevi-

ates the overfitting problem when the task-wise support data is limited, it also leads
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to an under-fitting problem due to the limited support data. To address this problem,

MAMO and CMML learn and provide more prior knowledge to simplify the learning

task for their local update. From the experimental result in Table 2.3, we observe that

MAMO and CMML outperform the baselines that apply the one-step gradient descent

approach (i.e., MELU and s2Meta-u). Due to the above observations, simplifying the

local update is a promising direction to address the under-fitting problem and improve

our HML4Rec.

2.7 Conclusion and Future Work

In this chapter, we developed a hierarchical meta-learning-based recommender sys-

tem (HML4Rec) for flash sale e-commerce recommendations. HML4Rec can handle

users’ period-specific preferences caused by the periodically discounted item changes

in flash sale e-commerce. Considering that previous deep learning-based RSs and meta-

learning-based RSs ignore the above period-specific preferences, we introduced a period

local update that can specify the recommendation model to estimate users’ preferences

in different periods accurately. Besides, inspired by the effectiveness of previous meta-

learning-based RSs in alleviating the cold-start problem caused by limited user-wise

interactions, we proposed a novel hierarchical meta-training algorithm by combining

the period local update and a user local update. The hierarchical meta-training learns

user- and period-shared knowledge and thus can fast adapt to new users and periods

with only a few updates and limited training data.

To evaluate the effectiveness of HML4Rec, we conducted extensive experiments on

a private flash sale e-commerce dataset and a public non-flash sale dataset. The exper-

imental results on the flash sale e-commerce dataset show that our model outperforms

all comparison methods in flash sale recommendations, especially when new interaction

patterns appear. Moreover, the results on the public dataset demonstrate the effective-

ness of our model in non-flash sale cold-start recommendations.

HML4Rec leverages a part of interaction data for locally updating the learned model

to fit different users and periods. As a result, it loses advantages in scenarios where

users’ preferences are relatively consistent. Besides, the one-step gradient descent in

the hierarchical local update of HML4Rec may cause an under-fitting problem. In the
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future, we would like to improve HML4Rec in scenarios with consistent user prefer-

ences by designing modules that can automatically select support data according to the

difference between new tasks and current tasks. In addition, we will attempt to de-

velop simplified local update methods and fit the limited task-wise support data with

the simplified local update to address the under-fitting problem.



Chapter 3

Debiasing Graph Transfer for
Non-overlap Cross-domain
Recommendations

3.1 Introduction

RSs predict users’ future item-interacted behaviors, where the predictions are inferred

by models learned from their past interaction behaviors [36, 94]. Deep learning has

been employed in RSs, with its well-designed structures and its large number of learn-

able parameters, to better model users’ complex interaction patterns. In real-world ser-

vices, most users interact with only a few items, particularly in start-up companies and

when companies develop new services. In such scenarios, deep learning-based RSs

may lead to overfitting because of the sparse interaction data [10, 11], which signifi-

cantly degrades their recommendation performances. As a result, it is an essential and

practical requirement for services with sparse interaction data to improve their recom-

mendation performances by leveraging rich public data. Cross-domain recommender

systems (CDRSs) are a promising approach that exploits the data from an auxiliary

domain (i.e., a source domain) to facilitate the inference process in a target domain

[29, 51, 95, 96]. For example, RecSys-DAN [51] and CFAA [96] extract user prefer-

ences from the source domain and transfer the learned preferences to the target domain,

47
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where preferences are defined as the learned user (item) embeddings or the distribution

of predictions.

3.1.1 Challenge

However, existing CDRSs, including the above CDRSs, suffer from a negative transfer

issue in the scenario of leveraging public data. The negative transfer issue means that the

source knowledge degrades recommendation performances in the target domain. This

issue is caused by the misleading source interactions that present users’ unique interests

within the source domain, i.e., domain-specific preferences.

Some CDRSs address this issue by merging personal interactions between the two

domains and operating directly on source interactions to reduce the impact of the ones

that present domain-specific preferences [16, 17, 25, 26, 27]. For example, systems

in [28, 29] designed an attention-based and a graph-based approaches that adaptively

assign minimal weights to these source interactions. However, merging personal inter-

actions requires finding users having interactions in both domains (i.e., domain-shared

users). Finding such users relies on characteristics that can identify individuals, e.g.,

user profiles. Due to privacy concerns, public data cannot provide such personal char-

acteristics. As a result, a method that can handle the negative transfer in this scenario is

demanded. The challenges we overcome in this chapter are summarized below.

• The first challenge is bridging domains and transferring knowledge without using

domain-shared users.

• The second challenge is addressing the negative transfer issue without merging

personal interactions between the source and the target domains.

3.1.2 Contribution

We develop a new CDRS, namely semantic clustering enhanced debiasing graph neural

recommender system (shortly SCDGN), to address the above challenges. To remove the

requirement of domain-shared users, SCDGN jointly clusters items in the source and the

target domains and transfers knowledge between the two domains based on these clus-

ters (i.e. bridging the two domains by clusters). By doing so, the source knowledge
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can be transferred to the target domain without domain-shared users. Besides, SCDGN

merges cluster-level interactions between the source and the target domains and assigns

minimal weights to the source interactions that present domain-specific preferences at

a cluster level. In this way, SCDGN is expected to handle the negative transfer issue.

More precisely, we generate a cluster-level cross-domain graph to bridge the two do-

mains, and the graph consists of users and item clusters. Item clusters are generated

from textual information on items (e.g. movie titles and web page contents), so that

the cross-domain graph can merge the semantic interaction information of different do-

mains, which makes domain-shared users unnecessary.

Then, we extract knowledge from two interaction graphs, including an item-level

graph in the target domain and the above cross-domain graph, by devising a CDRS

variant of LightGCN [97]. This variant is inspired by the success of LightGCN in

extracting complex high-hop neighbor information from graph structures. To handle

the negative transfer issue, we develop a novel debiasing graph convolutional layer that

adaptively weights the interactions in the cross-domain graph, particularly for the ones

from the source domains. More precisely, we design adaptive debiasing vectors for users

and item clusters to weight edges in the cross-domain user-cluster graph. Inspired by

the effectiveness of debiasing learning [98], moreover, we develop two-level restrictions

to learn the above debiasing vectors.

To summarize, our contributions are as follows:

• We propose a novel semantic cluster-based domain merge approach to make the

interaction information transferable at an item-cluster level. By doing so, Our

CDRS does not require domain-shared users.

• We develop a new debiasing graph convolutional layer to adaptively weight source

interactions, alleviating the negative transfer issue.

• Our experimental results on three public datasets and two private datasets demon-

strate that our proposal significantly outperforms state-of-the-art methods.

In Section 3.2, we review related works. Then, we introduce some preliminaries in

Section 3.3. Section 3.4 elaborates on the details of our proposed method. The experi-

mental results are summarized in Section 3.5. Section 3.6 presents our conclusion.
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3.2 Related Work

3.2.1 Cross-domain Recommender Systems

To mitigate the data sparsity problem, CDRSs leverage data from an auxiliary source do-

main to facilitate recommendations in the sparse target domain. Some existing CDRSs

require domain-shared users to bridge the source and the target domains [23, 25, 95, 99].

With these users, the source domain can transfer individual-level knowledge to the tar-

get domain. Learning transformation function and domain adversarial learning are two

promising directions for cross-domain recommendations. The former learns transfor-

mation functions to transfer user or item embeddings from the source domain to the

target domain. For example, CGN [25] proposed a novel generative adversarial network

to transfer item embeddings in a set manner. DOML [99] learned a latent orthogonal

metric mapping to transfer the user embedding between domains. PTUPCDR [100] con-

sidered the bias caused by personal differences and introduced a meta-learning method

that learns user-specific transformation functions to handle the personal difference bias

for cross-domain recommendations. Meanwhile, domain adversarial learning aligns

source and target embedding spaces to transfer knowledge from the source domain to

the target domain. For example, DARec [101] developed a deep domain adaptation

model to transfer rating patterns. RecGURU [95] introduced a transformer network and

minimized Kullback–Leibler divergence between the learned distributions of latent user

representations to learn the domain-invariant embeddings for cross-domain sequential

recommendations.

However, matching users is an arduous task and may involve privacy issues in most

real-world applications. Considering privacy and the scalability of methods, some stud-

ies avoid user alignment and transfer distribution-level knowledge from the source do-

main to the target domain. MMT-DRR [49] regularized the target domain’s user and

item embedding space with the embedding space learned in source domains. However,

MMT-DRR cannot work without domain-shared contextual information. ESAM [15]

and CFAA [96] removed the requirement of domain-shared contextual information and

aligned the attribution distribution and correlation between source and target embedding

spaces to transfer knowledge. Besides, RecSys-DAN [51] proposed a novel discrimi-

nator and minimized the divergence of the predictions between the source domain and
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the target domain for knowledge transformation. Unfortunately, users’ interaction pat-

terns (i.e., preferences) heavily depend on domains. The above-mentioned methods

ignore domain-dependent preferences and are easily misled by specific preferences in

the source domain (the negative transfer issue). This significantly degrades their rec-

ommendation performances. We hence propose a CDRS that can handle the negative

transfer issue without using domain-shared users.

3.2.2 Graph Convolution in Recommendations

Recently, graph neural networks (GNNs) have been employed in RSs to guide the em-

bedding learning by exploiting user-item graph structures [102, 103, 104, 105]. PinSage

[106] and NGCF [107] defined the information propagation as an aggregation of the em-

beddings of neighbors to enhance the target node’s (i.e., users’ or items’) embedding.

Considering that recommender systems often use one-hot embedding (i.e., less infor-

mation than images and text), SGCN [108] and LightGCN [97] further simplified and

customized graph models to avoid overfitting. In addition, some GNN-based CDRs also

alleviate the sparse problem by combining the complex high-order graph structural in-

formation from the source to the target [28, 29, 109, 110]. For example, GA-DTCDR

[28] constructed heterogeneous graphs to learn user and item embeddings and devel-

oped an element-wise attention mechanism to combine the embeddings of users learned

from both domains.

However, the above-mentioned GNN-based CDRs require domain-shared users to

connect domains and ignore the negative transfer issue in user preference patterns. BiT-

GCF [29] developed a domain-specific feature propagation layer to handle the negative

transfer issue, but it still requires domain-shared users to fuse domain information. In

light of the above causal view, we develop a GNN-based CDRS that requires no domain-

shared users and can handle the negative transfer issue.
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3.3 Preliminaries

3.3.1 Problem Formulation

In this chapter, we define the top-K recommendations in a sparse domain as our recom-

mendation task. We consider an auxiliary source domain Ds and a sparse target domain

Dt. Dt contains Ut, Vt, and Rt, where Ut (Vt) denotes the user (item) set and Rt is

the interaction set between them. Similarly, Ds contains Us, Vs, and Rs. There is no

overlap between the user and item sets of Ds and Dt.

To address the data sparsity problem, we consider the semantic clustering informa-

tion of items C extracted from both the source and target domains, because this enhances

the sparse interactions in the target domain. As a result, each interaction r ∈ Rt is a

tuple r = (u, v, c), where u ∈ Ut, v ∈ Vt, and c ∈ C. For each user u ∈ Ut, we predict

a preference score ŷu,v for each item v ∈ V̄u = {v ∈ Vt, v /∈ Vu}, where Vu is the items

that interacted with u. We then rank the items in V̄u according to their preference scores

and recommend the top-K items with the largest scores to u.

3.3.2 Simplified Graph Convolution for RS

LightGCN [97] is a graph convolution network that refines user and item embedding by

extracting structural information, particularly high-hop neighbors, from the user-item

interaction graph. ID-based embedding in RSs contains less available information than

words in text and pixels in images. Hence, LightGCN removes the non-linear projec-

tion and the self-connection operations from its massage propagation. More precisely,

the l-th simplified graph convolution (i.e., massage propagation) layer in LightGCN is

defined as:
e(l+1)
u =

∑
v∈Vu

1√
|Vu|

√
|Uv|

e(l)v ,

e(l+1)
v =

∑
u∈Uv

1√
|Uv|

√
|Vu|

e(l)u ,
(3.1)

where e(0)u and e
(0)
v are the ID embeddings of user u and item v, respectively. Uv is a set

of users that interacted with v. This graph convolutional layer has been analytically and

empirically proven to be effective in accelerating the training process and alleviating the
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data sparsity problem.

3.4 Proposed Method

3.4.1 Overview

Motivated by the observations that existing CDRSs require user matching or suffer from

the negative transfer issue, we propose a novel CDRS, which is depicted in Figure 3.1

and does not have these drawbacks. The numbers below correspond to the ones in

Figure 3.1.

(1) Our idea for avoiding user matching is to merge the source and target domains

by using semantic information of items. Such semantic information is extracted via a

pre-trained representation extractor BERT [111]. (2) Then, items in source and target

domains are clustered together based on their semantic information. (3) After that, we

construct a cross-domain user-cluster graph that contains edges between users and item

clusters. With this graph, the cluster-level interactions in source and target domains

are merged together to transfer knowledge. (4) Our prediction model fuses knowledge

from the cross-domain graph and a target interaction graph to improve the expression

of users. To tackle the negative transfer issue, we introduce a novel debiasing graph

convolutional layer that adaptively assigns minimal weights for source interactions rep-

resenting domain-specific preferences. (5) Finally, thanks to the above novel ideas, we

can expect a high inner product of a user and an item to which she would prefer, thus

yielding an accurate recommendation list. Table 3.1 summarizes important notations

used in this chapter.

3.4.2 Semantic Domain Fusing

To semantically fuse the source and target domains, we first embed all items in the

source and target domains into a domain-shared embedding space. Then, we cluster

items based on this embedding space and construct a cross-domain user-cluster graph

to enhance the interaction information.

Semantic Item Embedding. Given textual information on items, such as a description
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Figure 3.1: Overview of our proposed CDRS. (1) The item embedding learns semantic

embeddings for all items in source and target domains. (2) All items in the source and

target domains are then clustered by their semantic embeddings. (3) A cross-domain

user-cluster graph is constructed to merge the two domains’ interaction information at a

semantic cluster level. (4) A debiasing graph convolutional neural network makes pre-

dictions by leveraging the interaction information from the target user-item and cross-

domain user-cluster graphs. (5) Finally, recommendations are produced by the predic-

tion results.
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Table 3.1: Summary of notations

Notation Description

u a user

v an item

c a cluster (a set of items)

Gcross cross-domain user-cluster graph

Gtarget target user-item graph

Nu neighbor cluster set of u in Gcross
Nc neighbor user set of c in Gcross
Mu neighbor item set of u in Gtarget
Mv neighbor user set of v in Gtarget
vtxt, ctxt semantic vectors of v and c

eu, ev, ec embedding of u, v, and c

au, ac debiasing vectors of u and c

ēu, ēv, ēc unbiased final embedding of u, v, and c

ē′u, ē′c biased final embedding of u and c

h
(l)
u , h(l)

v Gtarget’s l-th graph conv. layer outputs

g
(l)
u , g(l)

c Gcross’s l-th debiasing graph conv. layer outputs

g
′(l)
u , g′(l)

v Gcross’s l-th graph conv. layer outputs

of a product, we extract semantic features from the text information to represent items

in the source and target domains. We apply the token embeddings from a pre-trained

BERT [111] to represent tokens in item text because this model is learned by sufficient

Wikipedia data and hence contains semantic information. The text of item v is denoted

by text(v), and an semantic embedding of item v is obtained by

vtxt =
∑

w∈text(v)

ϕtf-idf (w) · ϕBERT(w), (3.2)

where ϕBERT(w) and ϕtf-idf (w) are respectively the embedding and the tf-idf score of

token w ∈ text(v). Note that ϕtf-idf (w) is calculated based on the text corpus collected

from both domains.
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User-cluster Graph Construction. We next construct a user-cluster graph. This aims

at merging the source and target domains without user, item, and side information align-

ments. In addition, high-hop neighbors in this user-cluster graph can yield useful knowl-

edge to improve the recommendation accuracy [97]. In Subsection 3.4.3, we leverage

this observation through modeling such structures from this graph, which also motivates

building this user-cluster graph.

To construct the user-cluster graph, we first run the semantic clustering in Figure

3.1, that is, we cluster all items from the source and target domains in the learned se-

mantic embedding space. We employ the empirically effective k-means clustering [112]

method and leave the discussion of more clustering methods as a future work. After that,

we construct the cross-domain user-cluster graph Gcross = {(u, ru,c, c)|u ∈ U , c ∈ C}
to merge the two domains’ semantic-level interaction information, where U = {Us,Ut}
and C respectively denote the user and cluster sets. The link ru,c = 1 indicates that there

is an interaction between u and any item belonging to c; otherwise ru,c = 0.

3.4.3 Debiasing Graph Convolutional Predictor

We here develop a cluster-enhanced debiasing graph convolutional model for recom-

mendations in the sparse target domain. Different from existing CDRSs that transfer

item interaction patterns directly, our model transfers the semantic clustering interac-

tion patterns via the cross-domain user-cluster graph Gcross. To achieve this, our model

fuses Gcross and the target user-item graph Gtarget to refines the user and item embed-

dings with structural knowledge from graphs, where Gtarget = {(u, ru,v, v)|u ∈ Ut, v ∈
Vt, ru,v ∈ Rt}.

This model consists of three main components: (i) an embedding layer, which learns

latent vectors for users and items, (ii) debiasing graph convolutional layers, which re-

cursively propagate unbiased high-hop neighbor information to refine the user and item

vectors, and (iii) a prediction layer, which aggregates the user and item representations

from all propagation layers and outputs the predictions.

Embedding Layer. To alleviate the data sparsity problem, we propose a novel approach

that projects users into the item embedding space learned in Subsection 3.4.2. Further-

more, we design a metric-invariant dimension reduction approach to control the scale
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of parameters according to the difficulty of the recommendation task and the sparsity of

the training data.

The item embedding is calculated by a dimension compression layer: ev = Wvtxt+

b, where W and b are the parameters of this layer. The dimension of ev is much smaller

than that of vtxt, in order to adapt to the sparse target domain. The cluster embedding

is computed by the same layer: ec = Wctxt + b, where ctxt is the semantic embedding

of cluster c. ctxt is defined as the mean pooling of all item semantic embeddings in this

cluster and formulated by

ctxt =
1

|Vc|
∑
v∈Vc

vtxt, (3.3)

where Vc is the item set in cluster c. The user embedding is defined as the ID embedding

eu, which has the same dimension as that of ev.

We measure the cosine similarities Sc between items and clusters and minimize

the mean squared error of the cosine similarities calculated before and after dimension

reduction to ensure the metric invariance, where the error is defined as

Ldr =
1

|Rt|
∑

(u,v,c)∈Rt

((
Sc(ev, ev−)-Sc(vtxt,v

−
txt)

)2
+

(
Sc(ec, ec−)-Sc(ctxt, c

−
txt)

)2)
.

(3.4)

In this equation, v− is a negative item randomly sampled from V̄u and c− is the cluster

to which v− belongs. This approach adjusts the embedding dimension and maintains a

consistent spatial relationship with the original embedding space.

Debiasing Graph Convolutional Layers. Because of the superiority of graph convo-

lutional networks in capturing and modeling structural information from graphs, we de-

velop graph convolutional modules for extracting structural information from the target

user-item graph Gtarget and the cross-domain user-cluster graph Gcross. More precisely,

we employ the state-of-the-art “light graph convolution” layer [97] to propagate graph

information because of its effectiveness in alleviating overfitting for our sparse target

domain.

To alleviate the impact of user preferences that appear only in the source domain

(domain bias in preferences) and extract unbiased knowledge from Gcross, we propose

a novel debiasing graph convolutional layer. For each user u ∈ U , we set an adaptive
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debiasing vector au = (au,1, au,2, au,3, ..., au,|eu|) to model this user’s individual domain

bias in preferences, where au has the same shape with user embedding eu. For each

cluster c ∈ C, we also set an adaptive debiasing vector ac = (ac,1, ac,2, ac,3, ..., ac,|ec|),

where ac has the same shape with cluster embedding ec. By doing so, the debiasing

factor of user-cluster interaction ru,c can be defined as the inner product between au and

ac:

auc = au · ac. (3.5)

The l-th debiasing graph convolutional layer for Gcross is then formulated as:

g(l+1)
u =

∑
c∈Nu

1√
|Nu|

√
|Nc|

auc · g(l)
c ,

g(l+1)
c =

∑
u∈Nc

1√
|Nc|

√
|Nu|

auc · g(l)
u ,

(3.6)

where Nu = {c|ru,c = 1, ru,c ∈ Gcross} is the neighbor cluster set of user u and Nc

is the neighbor user set of cluster c. We define g
(0)
u = eu and g

(0)
c = ec. It is worth

mentioning that we detach the gradient computation of the debiasing vectors au and

ac here for computational efficiency. The learning of au and ac is left to the proposed

restrictions in Subsection 3.4.4.

For Gtarget, we adopt the standard “light graph convolution” layer [97], where the

l-th graph convolutional layer is formulated as:

h(l+1)
u =

∑
v∈Mu

1√
|Mu|

√
|Mv|

h(l)
v ,

h(l+1)
v =

∑
u∈Mv

1√
|Mv|

√
|Mu|

h(l)
u .

(3.7)

Mu = {v|ru,v = 1, ru,v ∈ Gtarget} is the neighbor item set of user u and Mv is the

neighbor user set of item v. Similarly, we define h
(0)
u = eu and h

(0)
v = ev.

Prediction Layer. We next refine eu, ev, and ec by using the extracted graph struc-

ture information. The final representation is produced by aggregating the embeddings
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obtained at each graph convolutional layer:

ēu =
P∑
l=0

g(l)
u +

Q∑
l=0

h(l)
u ,

ēv =

Q∑
l=0

h(l)
v ; ēc =

P∑
l=0

g(l)
c ,

(3.8)

where P and Q are the numbers of debiasing graph convolutional layers for Gcross and

graph convolutional layers for Gtarget, respectively. It is worth mentioning that eu is

refined by the structural information from both the target and cross-domain graphs, i.e.,

the knowledge from both the item- and cluster-level interactions.

Finally, the preference score is defined as the inner product of the final representa-

tions between the user and the item:

ŷuv = ēu · ēv (3.9)

3.4.4 Restrictions for Debiasing Learning

The previous debiasing learning [98] calculates their restrictions via domain-shared

users and domain-shared item attributions, e.g., category, seller, brand, and price, re-

sulting in a limited application. Besides, it directly sets adaptive debiasing factors for

each user-item interaction and optimizes them separately. In other words, the learning

of a debiasing factor only relies on the corresponding interaction and thus suffers from

a severe overfitting issue.

Based on these findings, we get hints from the matrix factorization algorithm and

define the debiasing factor auc by Equation 3.5. Our approach learns au and ac via the

restriction losses at both prediction and individual levels.

Restriction in Prediction Level. As a debiasing factor, auc is demanded to produce

unbiased prediction ŷuc from the biased version ŷ′uc. To achieve this, we set a restriction

loss Lrsp that measures the mean squared error between ŷuc and auc · ŷ′uc. Lrsp is defined

as:
Lrsp =

1

|Rt|
∑

(u,v,c)∈Rt

(ŷuc − auc · ŷ′uc)
2
, (3.10)
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where ŷuc = ēu · ēc and ŷ′uc = ē′u · ē′c. The biased user embedding ē′u and the biased

cluster embedding ē′c aggregate the output of every graph convolutional layers and are

formulated as:

ē′u =
P∑
l=0

g′(l)
u ; ē′c =

P∑
l=0

g′(l)
c , (3.11)

where g
′(l)
u and g

′(l)
c are the user and cluster aggregation results of the l-th graph con-

volutional layer that can be computed by Equation 3.6 without the debiasing factor. By

minimizing Lrsp, we can ensure a consistent result between the unbiased prediction and

the prediction produced by the debiasing graph convolutional layers. As a result, Lrsp

constrains the embedding space of au and ac and hence can alleviate overfitting.

Restriction in Individual Level. At the individual level, au and ac are required to

generate unbiased ēu and ēc from the biased ē′u and ē′c , respectively. To meet this

requirement, we introduce a user restriction loss Lrsu and a cluster restriction loss Lrsc.

Lrsu measures the Euclidean distance between ēu and au⊙ ē′u, where ⊙ is the element-

wise product. Similarly, Lrsc measures the Euclidean distance between ēc and ac ⊙ ē′c.

Lrsu and Lrsc can be written as:

Lrsu =
1

|U|
∑
u∈U

∥ēu − au ⊙ ē′u∥22,

Lrsc =
1

|C|
∑
c∈C

∥ēc − ac ⊙ ē′c∥22.
(3.12)

Minimizing Lrsu and Lrsc forces au and ac to mitigate the bias in preferences for user

u and cluster c. Therefore, au and ac can be learned as the debiasing vectors.

3.4.5 Model Optimization

Because of removing the non-linear projection in the graph convolutional layers, the

trainable parameters of our model θ are the user embedding eu, the parameters of the

dimension reduction layer (w and b), the user debiasing embedding au, and the cluster

debiasing embedding ac. We consider these to optimize our model. We use the Bayesian

Personalized Ranking (BPR) loss [113] to learn users’ item preference scores. The BPR

loss is obtained as:
Lbpr = −

∑
(u,v,c)∈Rt

lnσ (ŷuv − ŷuv−) , (3.13)
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where v− is a negative item randomly sampled from V̄u.

The total loss is measured by combining the dimension reduction loss Ldr, the re-

striction loss Lrs, and the BPR loss Lbpr, that is,

L = Lbpr + λ1Lrs + λ2Ldr + λ3∥θ∥2, (3.14)

where Lrs = Lrsp + Lrsu + Lrsc. λ1, λ2, and λ3 are hyper-parameters used to balance

the weight between losses. We employ a gradient descent algorithm to optimize θ by

minimizing L.

3.5 Experiments

The objective of our experiments is to answer the following research questions:

• RQ1: How does SCDGN perform on recommendations compared with state-of-

the-art methods?

• RQ2: Does the proposed debiasing learning framework benefit recommenda-

tions?

• RQ3: Does the semantic clustering facilitate recommendations by fusing the

knowledge from another domain?

• RQ4: Does the metric-invariant dimension reduction approach work in improving

recommendation performance?

• RQ5: How does K (the recommendation list size) affect the recommendation

accuracy of SCDGN?

3.5.1 Experiment Setting

Dataset. We conducted experiments on two proprietary datasets and three widely used

public datasets to investigate the recommendation performance of SCDGN in practical

applications and for benchmarking purposes.
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The public datasets contain a subset of MovieLens25M1 and two subsets of Ama-

zon2. The subset of MovieLens25M (ML) contains movie ratings from 30/9/2016 to

1/10/2018, where the movie descriptions in ML were collected from the public API

of TMDB3. The two subsets of Amazon include an AmazonBook (AB) dataset and

an AmazonMovie (AM) dataset. AB and AM contain book and movie ratings from

30/9/2016 to 3/10/2018, respectively, as well as textual descriptions of the books and

movies. The language of textual descriptions in public datasets is English.

The private datasets have an online advertisement dataset (ADs) [114] and an e-

commerce dataset (E-com). ADs contains web browsing records from 1/8/2017 to

31/8/2017 on an ads platform and the textual content of Web pages. E-com provides

purchase records from an e-commerce platform and the textual descriptions of prod-

ucts, where the purchase records in E-com have the same period as that of ADs. The

language of textual content in private datasets is Japanese.

We measured three cross-domain recommendation tasks, where each recommenda-

tion task contains an auxiliary source domain and a relatively sparse target domain. We

defined A→B as a cross-domain recommendation task, where A is the source domain,

and B is the target domain. Considering the scenario of leveraging public data, we

measure cross-domain tasks that source and target domains are from different services

(i.e., companies). Besides, we experiment with the domains having the text contents

of the same language for jointly clustering item embeddings in different domains. As

a result, our recommendation tasks include (1) ADs→E-com, (2) ML→AM, and (3)

ML→AB. Besides, we also measured the source-target inversion version of the above

tasks: (4) E-com→ADs, (5) AM→ML, and (6) AB→ML. For each source domain, we

selected users who have 3 to 10 interaction records and items that have 10 to 15 in-

teraction records to fit a dense setting. Inversely, for each target domain, we selected

users who have 3 to 5 interactions and items that have 5 to 15 interactions to form a

relatively sparse environment. Some basic information about the pre-processed datasets

is summarized in Table 3.2.

Evaluation Criteria. For each user in the target domains, we took this user’s last and

1grouplens.org/datasets/movielens/25m/
2jmcauley.ucsd.edu/data/amazon/
3www.themoviedb.org/documentation/api
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Table 3.2: Basic information on the datasets we used. #Int./U is the average number of

interactions per user.

Dataset #Users #Items #Interactions #Int./U

ML 18,232 14,435 421,803 23.14

As AM 22,046 7,814 104,216 4.73

Source AB 27,662 12,708 129,899 4.70

ADs 18,829 12,253 360,880 19.17

E-com 17,418 6,142 81,499 4.68

ML 6,298 9,873 31,445 4.99

As AM 8,566 6,752 39,696 4.63

Target AB 13,350 10,477 61,004 4.57

ADs 11,010 12,031 55,050 5.00

E-com 12,558 5,118 46,871 3.73

second-last interactions to form the test and validation sets, respectively. The remaining

interactions were used as the training set. Then, we randomly sampled 99 items that

had no interaction with this user and ranked the target item among the 100 items. The

result for the top-K recommendations was measured by the same Hit Ratio (HR) and

Normalized Discounted Cumulative Gain (NDCG) in Subsection 2.5.2.

Evaluated Methods. To measure the validity of the semantic information coming from

the source data, we compared our method with the following state-of-the-art methods:

Single-domain recommendations (SDRs)

• NeuCF [57] jointly learns a neural network and a matrix factorization model.

• LightGCN [97] is a light graph convolutional network that enhances the user

and item embeddings with the learned structural information from the user-item

interaction graph.

Cross-domain recommendations (CDRs)
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Table 3.3: Some important characteristics of evaluated methods.

Methods SDR CDR Require User Map. Address Neg. Trans.

NeuCF ✓

LightGCN ✓

s2-Meta ✓

RecSys-Dan ✓

ESAM ✓

CFAA ✓

GCN ✓ ✓

BiTGCF ✓ ✓ ✓

SCDGN (ours) ✓ ✓

• s2-Meta [66] develops a meta-learning framework to generate individual models

for different scenarios, where scenarios are denoted as domains. We represented

users by the average of their interacted items to run s2-Meta between domains

with no domain-shared users and items.

• RecSys-DAN [51] trains a source user preference predicting model via the source

domain data and then transfers the learned user preference patterns by aligning

user preference patterns between source and target models.

• ESAM [15] adopts attribute correlation alignment to improve long-tail recom-

mendation performance by suppressing inconsistent distribution between items

from source and target domains.

• CFAA [96] proposes an embedding attribution alignment module to reduce the

discrepancy of attribution distributions and relations between source and target

domains.

For fair comparisons, we aligned the base model for all cross-domain methods with

LightGCN, where this base model is equal to our SCDGN without the cross-domain

user-cluster graph part. Besides, we replaced the randomly initialized item embedding
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with our pre-trained semantic item embedding in Subsection 3.4.2 for all cross-domain

comparisons and LightGCN, where these methods are identified with (wt). Table 3.3

summarizes some important characteristics of evaluated methods, including the meth-

ods in Subsection 3.5.3. From this table, we can see that only our SCDGN can effec-

tively tackle the negative transfer issue without the need for user mapping.

Implementation Details. The codes of NeuCF4, LightGCN5, and s2-Meta6 were ob-

tained from the corresponding GitHub repositories. Our SCDGB, ESAM, and CFAA

were implemented by using PyTorch framework and can be found in a GitHub repos-

itory7. We used Adam to optimize the model parameters and speed up the training

process with the mini-batch trick. For hyper-parameters, the learning rate was 0.001 for

the recommendation tasks on private datasets and 0.01 for the cases on public datasets.

The cluster number was 200. The embedding size of eu was 32. The mini-batch size

was 1024. The restriction loss balance factor λ1 was set to 1, 0.001, and 0.0001 for the

recommendation task on ML→AM, E-com→ADs, and ADs→E-com, respectively. λ1

was set to 0.01 for the recommendation task on AM→ML, ML→AB, and AB→ML.

The dimension reduction loss balance factor λ2 was set to 1 for the recommendation

task on private datasets, ML→AM, and ML→AB, where it was set to 10 for the rec-

ommendations on AM→ML and AB→ML. The weight of the regularization term λ3

was set to 0.01 for the recommendation task on private datasets and 0.1 for the case on

public datasets. The user-cluster graph convolutional layer number P was set to 2 for

recommendations on public datasets and 1 for private datasets. For fair comparisons,

we set the same user-item graph convolutional layer number Q as 3 for all comparisons

except NeuCF. All these hyper-parameters were tuned on the validation set.

3.5.2 Performance Comparison (RQ1)

We report the average recommendation performances on the test set of each target do-

main. The comparison results are listed in Table 3.4. From this table, we found that

the overall performances on private recommendation tasks (i.e., ADs→E-com and E-

4github.com/yihong-chen/neural-collaborative-filtering
5github.com/gusye1234/LightGCN-PyTorch
6github.com/THUDM/ScenarioMeta
7github.com/ZL6298/SCDGN
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Table 3.4: Comparison between our proposal and state-of-the-art by using HR@K and

NDCG@K. Performances ± 95% confidence intervals are reported. Bold shows the

winner (the best one).

ADs→ E-com E-com→ ADs

Method HR@1 HR@5 NDCG@5 HR@1 HR@5 NDCG@5

NeuCF 0.323±0.024 0.442 ± 0.025 0.348 ± 0.022 0.058 ± 0.008 0.136 ± 0.019 0.080 ± 0.010

singe-domain RS LightGCN 0.368±0.005 0.435 ± 0.005 0.384 ± 0.006 0.264 ± 0.005 0.352 ± 0.006 0.282 ± 0.005

LightGCN (wt) 0.383 ± 0.007 0.466 ± 0.005 0.400 ± 0.008 0.322 ± 0.007 0.472 ± 0.006 0.354 ± 0.006
s2-Meta (wt) 0.282 ± 0.032 0.372 ± 0.011 0.337 ± 0.020 0.033 ± 0.009 0.106 ± 0.022 0.067 ± 0.013

cross-domain RS RecSys-DAN (wt) 0.254 ± 0.016 0.352 ± 0.019 0.277 ± 0.016 0.043 ± 0.006 0.114 ± 0.010 0.065 ± 0.007

ESAM (wt) 0.355 ± 0.020 0.459 ± 0.017 0.378 ± 0.019 0.200 ± 0.013 0.379 ± 0.014 0.248 ± 0.012

CFAA (wt) 0.359 ± 0.018 0.485 ± 0.019 0.387 ± 0.020 0.128 ± 0.009 0.300 ± 0.015 0.181 ± 0.010

SCDGN (ours) 0.380 ± 0.014 0.496 ± 0.012 0.410 ± 0.012 0.312 ± 0.006 0.489 ± 0.005 0.354 ± 0.005
ML→ AM AM→ML

Method HR@1 HR@5 NDCG@5 HR@1 HR@5 NDCG@5

NeuCF 0.075 ± 0.021 0.154 ± 0.013 0.097 ± 0.016 0.074 ± 0.022 0.198 ± 0.024 0.113 ± 0.018

singe-domain RS LightGCN 0.160 ± 0.003 0.218 ± 0.002 0.175 ± 0.002 0.139 ± 0.009 0.266 ± 0.011 0.174 ± 0.009

LightGCN (wt) 0.168 ± 0.002 0.244 ± 0.003 0.189 ± 0.002 0.145 ± 0.014 0.300 ± 0.018 0.189 ± 0.013

s2-Meta (wt) 0.059 ± 0.002 0.126 ± 0.001 0.094 ± 0.001 0.027 ± 0.001 0.103 ± 0.001 0.063 ± 0.001

cross-domain RS RecSys-DAN (wt) 0.108 ± 0.006 0.163 ± 0.007 0.124 ± 0.006 0.045 ± 0.008 0.111 ± 0.010 0.066 ± 0.008

ESAM (wt) 0.095 ± 0.016 0.169 ± 0.010 0.115 ± 0.012 0.144 ± 0.017 0.301 ± 0.021 0.189 ± 0.017

CFAA (wt) 0.111 ± 0.010 0.189 ± 0.008 0.133 ± 0.008 0.124 ± 0.015 0.274 ± 0.022 0.168 ± 0.016

SCDGN (ours) 0.181 ± 0.005 0.260 ± 0.006 0.200 ± 0.005 0.180 ± 0.012 0.356 ± 0.013 0.229 ± 0.011
ML→ AB AB→ML

Method HR@1 HR@5 NDCG@5 HR@1 HR@5 NDCG@5

NeuCF 0.091 ± 0.011 0.186 ± 0.022 0.116 ± 0.013 0.074 ± 0.022 0.198 ± 0.024 0.113 ± 0.018

singe-domain RS LightGCN 0.175 ± 0.006 0.269 ± 0.005 0.197 ± 0.005 0.139 ± 0.009 0.266 ± 0.011 0.174 ± 0.009

LightGCN (wt) 0.173 ± 0.007 0.278 ± 0.006 0.199 ± 0.006 0.145 ± 0.014 0.300 ± 0.018 0.189 ± 0.013

s2-Meta (wt) 0.056 ± 0.001 0.170 ± 0.002 0.114 ± 0.001 0.025 ± 0.001 0.103 ± 0.001 0.063 ± 0.001

cross-domain RS RecSys-DAN (wt) 0.067 ± 0.005 0.136 ± 0.009 0.087 ± 0.007 0.043 ± 0.006 0.114 ± 0.010 0.065 ± 0.007

ESAM (wt) 0.099 ± 0.019 0.212 ± 0.019 0.129 ± 0.015 0.138 ± 0.019 0.299 ± 0.022 0.185 ± 0.018

CFAA (wt) 0.111 ± 0.016 0.228 ± 0.016 0.141 ± 0.014 0.132 ± 0.015 0.292 ± 0.024 0.179 ± 0.017

SCDGN (ours) 0.199 ± 0.011 0.321 ± 0.008 0.228 ± 0.010 0.181 ± 0.011 0.350 ± 0.013 0.227 ± 0.010

com→ADs) are better than the ones on public recommendation tasks (i.e., ML→AM,

AM→ML, ML→AB, and AB→ML). A reason raised this result can be that the behav-

ior of purchasing products and browsing web pages in e-commerce and online adver-

tisements inherently reflects user preferences, whereas users may not consistently rate

movies or books even if they are interested in them. Due to this reason, it is reasonable

to consider that predicting unknown ratings (i.e., the recommendation task in ML, AM,

and AB) is more challenging than predicting purchases and browsing behaviors (i.e.,

the recommendation task in E-com and ADs). Besides, we can see that SCDGN outper-



3.5. EXPERIMENTS 67

forms other competitors on HR@5, NDCG@5, and HR@1 (in most cases). It achieves a

remarkable improvement on four public recommendation tasks. This observation empir-

ically demonstrates that our SCDGN effectively leverages the semantic information on

the source domains to improve the recommendations in the target domains. For single-

domain RSs, we find that LightGCN (wt) achieves the best performance, LightGCN

the second best, and NeuCF the worst. This is because the target semantic information

and the graph convolutional network yield a better performance. For cross-domain RSs,

although they transfer interaction patterns or align embedding space from the source

domain to the target domain, they perform worse than the single-domain method, i.e.,

LightGCN, in most cases. This result indicates that source-specific preferences cause

the negative transfer issue and an inferior performance.

Besides, based on the results from two private datasets, we observed that SCDGN

outperforms LightGCN (wt) in terms of HR@5 and NDCG@5 but lags behind Light-

GCN (wt) in terms of HR@1. This result indicates that SCDGN provides more true

recommendations (i.e., interacted items in the test set) with the guide of source knowl-

edge. However, the source knowledge sometimes misleads the recommendations in the

top rank. This is because SCDGN balances the impact of interactions in source and tar-

get domains at the item-cluster level, In other words, it is hard for SCDGN to distinguish

the impact of source interactions on individual target items.

3.5.3 Vs. CDRS with Domain-shared Users (RQ1)

To further investigate the effectiveness of the proposed method, we identified domain-

shared users between AM and AB and conducted experiments to compare our SCDGN

with CDRSs that require domain-shared users. Some basic information of the datasets

used in this experiment is summarized in Table 3.5.

Evaluated Methods. We compared our method with the following state-of-the-art

CDRSs:

• CGN [25] develops generative models for each domain to produce users’ inter-

acted itemset. Then, the domain knowledge is transferred via mapping the gener-

ated users’ interacted itemset between domains.
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Table 3.5: Basic information on the datasets with only the domain-shared users. #Int./U

is the average number of interactions per user.

Dataset #Users #Items #Interactions #Int./U

As AM 1,315 5,458 15,169 11.54

Source AB 722 2,894 6,485 8.99

As AM 722 3,337 5,870 8.13

Target AB 1,315 4,246 7,458 5.67

• BiTGCF [29] is a GNN-based CDRS that learns domain-specific feature propa-

gation layers to alleviate the negative transfer issue. It transfers knowledge at an

individual level by matching the domain-shared users from both domains.

Comparison Results. Table 3.6 shows the comparison results on HR@1 and HR@5.

We observe that our SCDGN remarkably outperforms CGN and achieves a competitive

performance with BiTGCF. CGN transfers users’ interaction patterns between domains

and neglects the domain bias in user preferences, i.e., domain-specific preferences. As

a result, it yields a degraded performance. Both BiTGCF and SCDGN propose ap-

proaches to alleviating the impact of the bias and thus outperform CGN. In addition, it

is worth mentioning that SCDGN involves no user assignment, suggesting that SCDGN

has a broader application than CGN and BiTGCF.

3.5.4 Ablation Study (RQ2 & RQ3 & RQ4)

To study the impact of different components of SCDGN, we conducted ablation stud-

ies on ML→AM and ML→AB with some variants of SCDGN, including (1) w/o SI:

SCDGN without user-cluster graph information, which is equal to LightGCN (wt),

(2) w/o DRloss: SCDGN without the dimension reduction loss Ldr, and (3) w/o DB:

SCDGN without debiasing learning mechanism.

Table 3.7 shows HR@5 and NDCG@5 of SCDGN and its variants. From this table,

we can see that all the information from the user-cluster graph, the metric-invariant di-

mension reduction, and the debiasing learning boost recommendation accuracy. Specif-
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Table 3.6: Comparison between our proposal and CDRSs that require domain-shared

users

Scenario Method HR@1 HR@5

AM→ CGN 0.036 ± 0.001 0.131 ± 0.002

AB BiTGCF 0.059 ± 0.002 0.217 ± 0.002
SCDGN (ours) 0.094 ± 0.003 0.171 ± 0.003

AB→ CGN 0.022 ± 0.001 0.173 ± 0.006

AM BiTGCF 0.087 ± 0.003 0.266 ± 0.003
SCDGN (ours) 0.127 ± 0.002 0.209 ± 0.003

Table 3.7: Performances of variants of SCDGN

Dataset Method HR@5 NDCG@5

w/o SI 0.244 ± 0.003 0.189 ± 0.002

ML→ w/o DRloss 0.240 ± 0.003 0.186 ± 0.002

AM w/o DB 0.229 ± 0.003 0.177 ± 0.002

SCDGN 0.260 ± 0.006 0.200 ± 0.005
w/o SI 0.278 ± 0.006 0.199 ± 0.006

ML→ w/o DRloss 0.314 ± 0.008 0.223 ± 0.010

AB w/o DB 0.253 ± 0.006 0.183 ± 0.007

SCDGN 0.321 ± 0.008 0.228 ± 0.01

ically, the results decrease the most without the proposed debiasing learning approach.

This observation demonstrates that it is necessary to handle negative transfer issues

even when transferring the semantic cluster-level interaction information. Besides, the

decrement of results on w/o DRloss indicates the effectiveness of constraining the met-

ric relationship when reducing dimension in a sparse domain.
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Figure 3.2: Impact of K

3.5.5 Impact of Recommendation List Size (RQ5)

To investigate the impact of the recommendation list size K, we conducted experiments

on public datasets by varying K. We used LightGCN (wt) as a competitor, as it is the
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Figure 3.3: Impact of λ1 and λ3

best baseline.

Figure 3.2 shows the results on HR@K and NDCG@K. From these figures, we

can see that SCDGN outperforms LightGCN (wt) consistently. This finding indicates

that SCDGN successfully extracts unbiased structural knowledge from the cross-domain

cluster-level graph, where this knowledge is effective in producing a better recommen-

dation. For the cross-domain recommendations between ML and AB, our SCDGN

achieves a greater improvement than LightGCN (wt) over both HR@K and NDCG@K.

This result demonstrates that the debiasing learning mechanism in SCDGN facilitates

cross-domain recommendations, especially for domains with different user behaviors.

3.5.6 Impact of Loss Balance Factors λ1 and λ3

In this part, we conducted experiments on ML→AM to discuss the impact of the hyper-

parameter λ1 and λ3, where λ1 and λ3 are the factors to balance the restriction loss and

the regularization term, respectively.

Figure 3.3 reports the results on HR@K and NDCG@K with varying λ1 and λ3.

From this figure, we found that SCDGN achieves the best performance when λ1 = 1
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and λ3 = 0.001. A small λ1 produces an under-fitting issue when learning user and item

debiasing vectors, resulting in an inferior performance. Inversely, a large λ1 may intro-

duce noise information from the source domain to mislead the user preference prediction

of the target domain. Besides, a proper λ3 is necessary to prevent the optimization of

SCDGN from overfitting and under-fitting issues.

3.5.7 Impact of Hyper-parameter P

We conducted experiments on ML→AM to empirically investigate the impact of P ,

the number of the debiasing graph convolutional layer for the cross-domain user-cluster

graph.

Figure 3.4 shows the results of SCDGN with varying P in a set {1, 2, 3, 4}. From

this result, we can see that the performance reaches its peak when P = 2. This result

indicates that a two-hop connected sub-graph can provide the best structural information

to boost recommendations.

3.6 Conclusion

In this chapter, we proposed a novel semantic clustering enhanced debiasing graph neu-

ral recommender system (SCDGN) that effectively leverages public data to improve

target recommendations. SCDGN jointly clusters source and target items based on their

semantic features and makes the interaction information transferable between domains

at an item-cluster level. By doing so, SDCGN avoids domain-shared users who are im-
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possible to be identified between local and public domains. Besides, SCDGN addresses

the negative transfer issue without merging personal interactions between the source and

target domains. To achieve this, SCDGN constructs a cross-domain user-cluster graph

and develops a new debiasing graph convolutional layer that adaptively weights source

interactions at the item-cluster level. With this debiasing layer, SCDGN can alleviate

the impact of source interactions that present users’ source-specific preferences to han-

dle the negative transfer issue. Furthermore, we developed a metric-invariant dimension

reduction approach to alleviate overfitting caused by the sparse target data.

To verify the recommendation performance of SCDGN, we conducted extensive ex-

periments on two public datasets and two private datasets. We compared our SCDGN

with current state-of-the-art CDRSs under six cross-domain scenarios in which domain-

shared users are not identified. The experimental result shows that our model outper-

forms all comparisons. Besides, to evaluate the effectiveness of SCDGN in addressing

the negative transfer issue, we compared SCDGN with single-domain methods under

the same six cross-domain scenarios. The comparison result demonstrates that SCDGN

outperforms single-domain methods in four scenarios and achieves a comparable per-

formance compared to single-domain methods in the other two scenarios. This indicates

the effectiveness of SCDGN in handling the negative transfer.

SCDGN relies on textual features of items, i.e., titles and textual descriptions, to

jointly cluster source and target items, which limits SCDGN from leveraging the public

data without such features. Therefore, it is reasonable to extend SCDGN by design-

ing methods that can cluster items based on other types of features, such as images of

items. Moreover, the clustering process and the learning of the prediction model in

SCDGN are separated. Therefore, an end-to-end cluster method that clusters items un-

der the supervision of the prediction is demanded to further improve the performance of

SCDGN.
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Chapter 4

Semantic Relation Transfer for Privacy
Preserved Cross-domain
Recommendations

4.1 Introduction

The cold-start problem, i.e., a limited recommendation caused by training models with

insufficient interaction data, is a general challenge in practical recommender systems

[11, 12, 13]. Therefore, it is natural to leverage external data to improve recommen-

dation performances. Cross-domain recommendation (CDR) is a promising solution

to alleviate the cold-start problem. It utilizes sufficient data from an external (source)

domain as prior knowledge to support the recommendation in the sparse target domain.

In Chapter 3, we have proposed a CDRS that can effectively leverage public data to

improve target recommendations. However, relying solely on public data is often inad-

equate, as such information tends to be incomplete, outdated, and deficient in quality

and accuracy because of limited support. This raises practical demands for leveraging

external commercial data by developing commercial operations.

75
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4.1.1 Challenge

Different from the scenario of leveraging public data, merging interactions between

domains, even in a cluster way, is prohibitive when leveraging external commercial data.

This is because the source interactions, including the cluster-level interactions, disclose

personal preferences without their consent to external service providers. Therefore, our

proposed CDRS in Chapter 3, which merges cluster-level interactions between domains,

is not available in the scenario of leveraging commercial data.

To make use of data from external services without merging interactions between

domains, non-overlapped CDRSs were developed. These systems transfer distribution-

level knowledge and hence remove the requirement of interaction mergence. Domain

adversarial learning (DAL) and embedding attribution alignment (EAA) are two main-

stream approaches to constructing these CDRSs [15, 51, 96]. DAL basically intro-

duces a domain discriminator to extract domain-independent user and item embeddings

[51]. By doing so, users’ preferences are better modeled by utilizing both source and

target interactions. EAA aligns the attribution of user and item embeddings between

source and target domains to guide the target embedding learning with source knowl-

edge [15, 49, 96]. Given the fact that user preferences vary from domain to domain,

the ideal user and item embeddings that represent users’ preferences should also meet

the characteristic of domain-dependent [29]. DAL and EAA methods, hence, are easily

misled by preferences that only appear in the source domain (i.e., domain-specific pref-

erences) when learning target preferences. This produces a degraded performance on

recommendations, which is known as the negative transfer issue.

Previous CDRSs and our CDRS in Chapter 3 respectively address the negative trans-

fer issue based on merging individual interactions and cluster-level interactions between

domains. Because the exposure of user behaviors across services, particularly across

companies, is prohibitive for privacy concerns, user interactions cannot be merged when

they are from different services. Therefore, existing CDRSs cannot handle the negative

transfer issue in this scenario. This poses a challenge to develop a new method that can

handle the negative transfer issue and does not merge interactions between domains.

Furthermore, when interactions are not shared, the impact of source interactions must

be implicitly measured, which makes dealing with the negative transfer issue harder.
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Below summarize the challenges we address in this chapter.

• The first challenge is bridging the source and the target domains and transferring

knowledge without merging interactions between the two domains.

• The second challenge is addressing the negative transfer in the scenario where

source interactions cannot be merged to the target domain. Note that cluster-level

interactions also cannot be merged here. This differentiates the negative transfer

issue here and the one in Chapter 3.

4.1.2 Contribution

We propose a novel semantic relation-based knowledge transfer framework (shortly SR-

Trans) to address the above challenges. Recall that, previous CDRSs (including the one

proposed in Chapter 3) handle the negative transfer issue by merging interactions be-

tween the source and the target domains. Different from these CDRSs, SRTrans bridges

the domains by transferring relational knowledge through a similarity-based graph. Be-

sides, SRTrans handles the negative transfer issue by focusing on only the items that

have similar textual features, e.g., similar titles and similar descriptions, when transfer-

ring knowledge. In this sense, the knowledge is called relational knowledge. In this way,

the impact of source items, which have irrelevant textual features and tend to present

users’ source-specific preferences, can be alleviated. To achieve the above knowledge

transfer, SRTrans introduces a new two-tier graph transfer framework. Besides, SRTrans

combines a prediction loss with a new task-oriented knowledge distillation supervision.

With this combined supervision, the domain-shared preferences can be adaptively dis-

tilled from the source knowledge transferred by the two-tier graph transfer network. In

summary, our contributions are three-fold:

1 We propose a semantic relation-based graph transfer framework, namely SR-

Trans, for privacy preserved non-overlapped CDRSs. SRTrans requires no mer-

gence of user interactions between domains and can handle the negative transfer

issue.

2 To mitigate the negative impact of source-domain-specific preferences, we intro-

duce a new task-oriented knowledge distillation supervision and combine it with
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a prediction loss. This approach improves the final performance of SRTrans.

3 We conduct extensive experiments on real-world datasets, and the results demon-

strate that SRTrans outperforms the state-of-the-art methods.

Section 4.2 gives a brief overview of related works. Section 4.3 formulates the prob-

lem studied in this chapter. Section 4.4 presents our proposed method, and experimental

results are illustrated in Section 4.5. Finally, this chapter is concluded in Section 4.6.

4.2 Related Work

4.2.1 User-overlapped CDR

Most CDRSs bridge source and target domains through domain-shared users. These

systems transfer individual-level knowledge learned in the source domain to the target

domain. For example, BiTGCF [29] and GA-DTCDR [28] respectively introduced a

graph neural network and an attention mechanism as a cross-domain feature transfer

layer to fuse domain-shared users’ source and target latent features. However, the as-

sumption of domain-shared users limits their applications.

Another research direction is to learn mappings between source and target user em-

beddings. EMCDR [115] proposed a multi-layer perceptron to map source user embed-

dings to target embeddings. PTUPCDR [100] further improved EMCDR by learning

personalized meta-transfer mappings.

4.2.2 Non-overlapped CDR

To remove the limitation of domain-shared users, non-overlapped CDRSs were devel-

oped, and domain adversarial learning (DAL) for non-overlapped CDRSs was intro-

duced. For example, RecSys-Dan [51] devised a discriminator and minimized the di-

vergence of the predictions between source and target domains. Some studies proposed

embedding attribution alignment (EAA), which aligns embedding attributions between

source and target domains. MMT-Net [49] developed a contextual CDRS and regular-

ized the contextual-jointed target user and item embedding learning with learned source
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embedding distributions. ESAM [15] and CFAA [96] removed the requirement for

domain-shared contextual features and aligned the attribution distribution and correla-

tion between source and target domains.

However, existing DAL and EAA approaches ignore the relations between source

and target and leverage all source data to transfer knowledge, resulting in an impaired

transfer or even a negative transfer. These approaches, moreover, learn from both

domain-shared and domain-specific preferences and yield sub-optimal performances.

The above drawbacks motivate us to propose SRTrans, which extracts relational knowl-

edge and alleviates the negative impact of the domain-specific preferences in the source

domain.

4.3 Problem Formulation

We first formulate the cross-domain recommendation task as the top-K recommendation

in a sparse target domainDt, under the assumption of the existence of an auxiliary dense

domain Ds that is considered to be the source. Let Ut and Vt denote sets of users and

items in Dt, respectively. The interaction set between Ut and Vt is denoted as Rt =

{(u, v)|u ∈ Ut, v ∈ Vt}. Analogously, we denote the user set, item set, and interaction

set in Ds as Us, Vs, and Rs, respectively. It is important to note that there is no overlap

of user and item between Ds and Dt. Given a user u ∈ Ut, the top-K recommendations

aim to predict a preference score ŷu,v for each item v ∈ V̄u = {v|v ∈ Vt, v /∈ Vu},
where Vu is the set of items that interacted with u. The preference score ŷu,v is defined

as ŷu,v = f(eu, ev), where f(·) is a user preference estimator, eu is the user embedding,

and ev is the item embedding. The K items with the largest scores are recommended to

u.

4.4 Proposed Method

4.4.1 Overview

Motivated by the previous non-overlapped CDRSs that ignore the relations among in-

teractions and are easily misled by the source-domain-specific preferences, we propose



80 CHAPTER 4. IMPROVE RECOMMENDATIONS WITH COMMERCIAL DATA

Item

semantic embedding space

Source domain

cluster

𝒄𝟏

𝒄𝟑

c𝟐

𝒄𝟓

𝒄𝟒
𝒄𝟔

1. Item clustering  

Target domain

3. Task-oriented 

knowledge distillation
2. Two-tier graph transfer

𝒄𝟒

𝒄𝟏

𝒄𝟑

𝒄𝟐

𝒄𝟔

𝒄𝟓

Similarity(𝒄𝟏, 𝒄𝟓)

Cluster embedding

𝐶𝑠

𝐶𝑡

𝒄𝟏
𝒄𝟐
𝒄𝟑
𝒄𝟒
𝒄𝟓
𝒄𝟔

Enhanced cluster embedding

መ𝐶𝑠

መ𝐶𝑡

ො𝒄𝟏
ො𝒄𝟐
ො𝒄𝟑
ො𝒄𝟒
ො𝒄𝟓
ො𝒄𝟔

Cluster & item embeddings

𝑉𝑡

መ𝐶𝑡

𝒗𝟏
𝒗𝟐
𝒗𝟑
ො𝒄𝟒
ො𝒄𝟓
ො𝒄𝟔

ത𝑉𝑡

ҧ𝐶𝑡

ෝ𝒗𝟏
ෝ𝒗𝟐
ෝ𝒗𝟑
ො𝒄𝟒
ො𝒄𝟓
ො𝒄𝟔

Enhanced cluster & item 

embeddings

Cluster-cluster
graph transfer

Cluster-item
graph transfer

𝒄𝟒
𝒄𝟔

𝒄𝟓

𝒗𝟏
𝒗𝟐

𝒗𝟑

Similarity(𝒄𝟓, 𝒗𝟏)

KL divergence 

to transfer 

knowledge

ഥ𝒗𝒕𝒖𝒕

User preference 

estimator

ො𝑦𝑡

𝒗𝒕

User preference 

estimator

𝒖𝒕

𝑦𝑡

Figure 4.1: Overview of our proposed SRTrans

a novel semantic relation-based graph transfer framework (SRTrans) that extracts and

transfers cluster-based relational knowledge while alleviating the misleading source-

domain-specific preferences. SRTrans is depicted in Figure 4.1. The numbers below

correspond to the ones in Figure 4.1.

(1) We first semantically cluster items and calculate cluster embeddings through an

adaptive cluster approach. (2) Then, we construct a cluster-cluster cross-domain graph

based on the similarities between the above item clusters to transfer knowledge from

source clusters to target clusters, which avoids merging interactions between domains.

We also propose a novel two-tier graph transfer network that transfers relational knowl-

edge on the cross-domain graph by focusing on the source clusters that have larger

similarity scores. By doing so, SRTrans can alleviate the impact of irrelevant source

clusters to handle the negative transfer issue. (3) After that, we design a new task-

oriented knowledge distillation supervision that can be combined with a prediction loss

to avoid learning the source-domain-specific preferences.

4.4.2 Adaptive Semantic Item Cluster

To learn semantic item clusters, we first compute the semantic embeddings of items.

Given the item texts, i.e., item descriptions, we apply the semantic token embeddings
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from a pre-trained BERT model [111] to represent the tokens in the item texts. Let Tv

denote the text of an item v, and the semantic embedding of v is the tf-idf weighted

aggregation of token embeddings:

vtxt =
∑
w∈Tv

tf -idf(w) · BERT(w), (4.1)

where BERT(w) and tf -idf(w) are respectively the embedding and the tf-idf score for

token w ∈ Tv. The tf-idf score is calculated with a combination of the source and

target item text corpora. By doing so, we can focus on important tokens and alleviate

the negative impact of noisy tokens. The dimension of the BERT semantic embeddings

(768) is so high and may lead to tremendous computing costs and overfitting issues in

our sparse target domain. We hence assign a dense layer ϕemb with output dimension

d≪ 768 to encode vtxt. The encoded item embedding v is given by

v = ϕemb(vtxt). (4.2)

After that, we calculate semantic embeddings for all source and target items, which are

denoted as Vs and Vt, respectively.

To get semantic item clusters that can facilitate the final recommendation task, we

borrow the idea of DE-RRD [116]. Formally, given the cluster numberNc, we calculate

the cluster assignment probability vector p ∈ RNc with a small network ϕca, where the

vector of an item v is given by

pv = ϕca(v). (4.3)

Each element pv,j of pv represents the probability that the item v is assigned to the

cluster j. With the help of pv, we assign a binary gradient vector mv ∈ RNc to indicate

the cluster of item v, where the element j of mv is given by

mv,j ∼ Bern(
exp(pv,j)∑

k∈Nc
exp(pv,k)

), (4.4)

where Bern(·) represents the Bernoulli distribution. We use the Gumbel-Softmax repa-

rameterization trick to differentiate through the Bernoulli sampling process:

mv,j =
exp((pv,j) + gj/τ)∑

k∈Nc
exp((pv,k + gk)/τ)

, g ∼ Gumbel(0,1) (4.5)
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where g ∈ RNc is the Gumbel noise drawn from Gumbel(0,1) distribution. Note that

gj is the j-th element of g and τ is the temperature parameter. The sampling process

is separated from pv, so the cluster assigning network ϕca can be end-to-end updated

through backpropagations. Let Ms ∈ R|Vs|×Nc (Mt ∈ R|Vt|×Nc) denote the binary

gradient matrix for the source (target) domain, where each row in Ms (Mt) indicates

the cluster of a source (target) item and can be computed by Equations (4.3) and (4.5).

We next declare source cluster embeddings Cs and target cluster embeddings Ct as

the average semantic embeddings of the items assigned to the corresponding cluster:

Cs = (M̃s)TVs and Ct = (M̃t)TVt, (4.6)

where M̃s and M̃t respectively are assignment matrices normalized by the number of

items in each cluster, i.e., M̃s
[:,i] = Ms

[:,i]/
∑

i M
s
[:,i].

4.4.3 Two-tier Graph Transfer

We propose a novel two-tier graph transfer network to extract and transfer cluster-based

relational knowledge from the source to the target. This network consists of a cluster-

level relational graph transfer and a cluster-item relational graph transfer. The former

transfers knowledge from the source to the target clusters by constructing a relational

graph whose adjacency matrix is denoted as the similarities between the source and

target clusters. Analogously, the latter transfers knowledge from the target clusters to

the target items by building a graph whose adjacency matrix is denoted as the similarities

between the target clusters and items. With these similarity-based adjacency matrices,

the graph transfer network can transfer the most relevant source knowledge from source

clusters into the target items and thus alleviate the negative impact of irrelevant noises.

Therefore, we can remove the drawbacks of the state-of-the-art methods (transferring

all source knowledge, including domain-specific knowledge).

Cluster-level Relational Graph Transfer. To extract and transfer cluster-level rela-

tional knowledge from the source to the target, we first define a cluster-based rela-

tional graph Gc to represent the relations between clusters from different domains. Let

C = (Cs;Ct) ∈ R(2Nc)×d denote the fused source and target cluster representations

and serve as vertices in graph Gc. We further define the edges and the corresponding
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edge weights. The edge weight S(ci, cj) between clusters ci and cj is measured by the

cosine similarity with softmax and is formulated by:

S(ci, cj) = softmax(
ci · cj
∥ci∥∥cj∥

). (4.7)

For simplicity, we denote the cluster-based relational graph as Gc = (C,A), where C =

{ci|i ∈ [1, 2Nc]} ∈ R2Nc×d represents the set of vertices and each vertex corresponds

to a cluster, whereas A = {S(ci, cj)|ci ∈ C, cj ∈ C} is the adjacency matrix, which

indicates the relations between clusters. The adjacency matrixA also can be written by:

A = {S(Cs,Cs),S(Cs,Ct);ST (Cs,Ct),S(Ct,Ct)}. (4.8)

From this equation, we can see that A contains cluster relations within and across do-

mains.

After constructing the cluster-based relational graph Gc, we use the graph convolu-

tional network (GCN) [117] to transfer relational knowledge from source clusters Cs to

target clusters Ct, where the GCN is formulated as:

C(l+1) = ReLU
(
D̃− 1

2 ÃD̃− 1
2C(l)W(l)

c

)
. (4.9)

Here Ã = A+ I, where I is the identity matrix, corresponds to adding self-loops to the

graph. Also, D̃ is the degree matrix with elements D̃ii =
∑

j Ãij , and W
(l)
c is a trainable

weight matrix for layer l. The input C(0) = C. After aggregating Lc GCN layers, we

get the relational enhanced target cluster representations as the last Nc rows of C(Lc),

which is denoted as Ct(Lc) = {ct(Lc)
i |i ∈ [1,Nc]}. By fusing and aggregating source

and target clusters together, the enhanced target clusters can refine relational knowledge

within and across domains.

Cluster-item Relational Graph Transfer. After calculating the enhanced target clus-

ters Ct(Lc), we further construct a cluster-item relational graph Gv to measure the re-

lations between enhanced target clusters Ct(Lc) and the target items Vt. With Gv and

cluster-item relations, the useful knowledge from the most relevant Ct(Lc) is aggregated

into the target items, while the irrelevant noise is alleviated. To fuse knowledge from

both target clusters and items, we concatenate Ct(Lc) and Vt to serve as vertices in the

graph Gv, where the vertex set is denoted as H = (Ct(Lc);Vt) ∈ R(Nc+|Vt|)×d. Anal-

ogously, the edge weight S(hi,hj) between vertex hi and hj is defined as the cosine
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similarity with softmax:

S(hi,hj) = softmax(
hi · hj

∥hi∥∥hj∥
). (4.10)

The cluster-item relational graph Gv is denoted as Gv = (H,B), where the vertex set

and the adjacency matrix are H = {hi|i ∈ [1,Nc + |Vt|]} and B = {S(hi,hj)|hi ∈
H,hj ∈ H}, respectively.

By leveraging Gv, we next transfer relational knowledge via a GCN, which is for-

mulated as:

H(l+1) = ReLU
(
D̃

− 1
2

v B̃D̃
− 1

2
v H(l)W(l)

v

)
. (4.11)

Here, B̃ is the adjacency matrix with self loops, and D̃v is the degree matrix on B̃. W(l)
c

is a trainable weight matrix for layer l. Also, we define H(0) = H. After aggregating

Lv GCN layers, we get the knowledge-enhanced target item embeddings Vt(Lv) as the

last |Vt| rows of H(Lv)
c .

4.4.4 Task-oriented Knowledge Distillation

Existing non-overlapped CDRSs [15, 51, 96] are easily misled by domain-specific pref-

erences, because the source and target embedding space is directly aligned. Motivated

by this finding, we combine a knowledge distillation with the target prediction by in-

troducing a new task-oriented knowledge distillation supervision. In this way, the tar-

get prediction loss can supervise the knowledge distillation to learn the domain-share

preferences. As a result, the negative transfer issues incurred by the misleading source-

domain-specific preferences can be alleviated.

Formally, we first define the user embeddings of source and target domains as train-

able parameter matrices Us and Ut, respectively. Each row in Us (Ut) corresponds

to a source (target) user and can be retrieved with the user ID. The prediction score

of the target user ut for the target item vt before and after knowledge enhancement in

Subsection 4.4.3 are then given by:

ŷtu,v = f(ut,vt) and ỹtu,v = f(ut,vt(Lv)), (4.12)

where vt and vt(Lv) are respectively the item embedding before and after knowledge

enhancement. For a user preference estimator f(·), we adopt inner product [113] and

LGC [97] to evaluate the performance of our SRTrans on different models.
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After that, the task-oriented knowledge distillation is defined as the KL-divergence

between ŷtu,v and ỹtu,v, which is formulated by:

LKD(ŷ
t|ỹt) =

∑
(u,v)∈Rt

(
ŷtu,v log

ŷtu,v
ỹtu,v

+ (1− ŷtu,v) log
(1− ŷtu,v)

(1− ỹtu,v)

)
. (4.13)

We use the pair-wise BPR loss [97] to measure the loss of predictions. To achieve this,

we randomly sample a negative item for each source and each target interaction. Taking

the target domain as an example, a new interaction rt ∈ Rt is a triplet rt = (u, v, v′),

where u ∈ Ut, v ∈ Vt, and v′ ∈ V̄u. Then, the pair-wise BPR loss is given by

LBPR = −

 ∑
(u,v,v′)∈Rt

lnσ (ŷuv − ŷuv′) +
∑

(u,v,v′)∈Rs

lnσ (ŷuv − ŷuv′)

 . (4.14)

The total loss is measured by combining the knowledge distillation loss LKD and the

prediction loss LBPR, that is

L = LBPR + λLKD, (4.15)

where λ is a hyper-parameter used to balance the weights of different losses.

By combining LKD and LBPR, the negative impact from the source-domain-specific

preferences can be alleviated under the supervision of the prediction loss.

4.5 Experiment

4.5.1 Experiment Setting

Datasets. In this chapter, we used the same four datasets in Subsection 3.5.1, including

two public datasets, i.e., MovieLens25M (ML) and AmazonBook (AB), and two pri-

vate datasets, i.e., the online advertisement dataset (AD) and the e-commerce dataset

(E-com). Then, we can evaluate the recommendation performance of SRTrans in the

scenario of leveraging external commercial data on these datasets which is from differ-

ent services. The recommendation performance of SRTrans in the scenario of leveraging

external commercial data can be measured by them.
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Table 4.1: Basic information on the datasets we used. #Int./U is the average number of

interactions per user.

Dataset #Users #Items #Interactions #Int./U

ML 18,232 14,435 421,803 23.14

As AB 27,662 12,708 129,899 4.70

source AD 18,829 12,253 360,880 19.17

E-com 17,418 6,142 81,499 4.68

ML 6,298 9,873 31,445 4.99

As AB 13,350 10,477 61,004 4.57

target AD 11,010 12,031 55,050 5.00

E-com 12,558 5,118 46,871 3.73

From the CDR scenarios in Subsection 3.5.1, we utilized those containing domains

from different services, including: (1) AD→E-com and E-com→AD; (2) ML→AB and

AB→ML. Also, we adopted the same pre-processing in Subsection 3.5.1 for all the

source and the target domains. Some basic information on the pre-processed dataset is

shown in Table 4.1

Evaluation Criteria. We evaluated the recommendations by leveraging the same eval-

uation criteria in Subsection 3.5.1 on each user in target domains.

Baseline. We compared SRTrans with the following state-of-the-art non-overlapped

cross-domain recommendation models:

• BASE is the base model trained with target domain data.

• RecSys-DAN [51] jointly trains source and target user preference prediction model

and introduces a domain discriminator to extract domain-invariant user prefer-

ences. In this chapter, we added the target prediction task for a fair comparison.

• ESAM [15] develops an attribute correlation alignment method to improve long-

tail recommendations by suppressing inconsistent distribution between items from

the source and target domains.



4.5. EXPERIMENT 87

Table 4.2: Some important characteristics of evaluated methods.

Methods SDR CDR Address Neg. Trans.

BPR-MF ✓

LightGCN ✓

RecSys-Dan ✓

ESAM ✓

CFAA ✓

SRTrans (ours) ✓ ✓

• CFAA [96] proposes an embedding attribution alignment module to reduce the

discrepancy of attribution distributions and relations between source and target

domains.

Besides, considering all baselines and our SRTrans are model-agnostic frameworks, we

adopted two following base models for all comparisons:

• BPR-MF [113] combines the matrix factorization method with a binary person-

alized ranking loss.

• LightGCN [97] designs a light graph convolutional network to learn the struc-

tural information and alleviate the overfitting issue in traditional GNN-based rec-

ommender systems.

For a fair comparison, the embedding module of the baselines was replaced with

our semantic encoded item embedding that can be calculated by Equation 4.2. Some

important characteristics of evaluated methods are listed in Table 4.2. From this table,

we can see that only our SRTrans can effectively tackle the negative transfer issue among

non-overlapping cross-domain methods.

Implementation Details. We adopted the same L2 penalty and mini-batch trick for the

evaluated methods and set them to 0.01 and 2048, respectively. The GCN layer for the

base model LightGCN was set to 3. The embedding dimension d was 32 and 16 for

public and private datasets, respectively. For SRTrans, the temperature parameter τ was
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0.0001 and the weight of the knowledge distillation loss λ was 0.1. The number of graph

transfer layers Lc and Lv was 1. The number of clusters Nc was 32. We implemented

MF- and LightGCN-based SRTrans, RecSys-DAN, ESAM, and CFAA with PyTorch

framework, using the Adam optimizer where the learning rate was set to 0.01. The

above hyper-parameters were fine-tuned according to the performance on the validation

set.

4.5.2 Comparison Results

Table 4.3 shows the comparison results. We find that: (1) SRTrans outperforms the

baselines w.r.t. HR@5 and NDCG@5 in most cases, especially when the base model

is LightGCN. This is because SRTrans transfers relational knowledge into the individ-

ual item, and GNN-based models can further fuse knowledge in these items by struc-

turally aggregating them. (2) Although cross-domain baselines transfer user preferences

(RecSys-DAN) or align embedding spaces (ESAM and CFAA) from the source domain

to the target domain, they often perform worse than the single-domain method (BASE).

This result indicates that domain-specific preferences and noisy source data incur neg-

ative transfer issues. (3) SRTrans achieves comparable performance or outperforms the

single-domain model (BASE) in most scenarios. This observation confirms that SR-

Trans remarkably alleviates the negative transfer issue.

4.5.3 Visualization

To better show the knowledge transfer process and explain the learned cluster relations,

we visualize the cluster-based relational graph by sampling a mini-batch of interactions

from the training data. The result of ML→AB is shown in Figure 4.2 and Figure 4.3.

Figure 4.2 depicts a heatmap of an adjacency matrix that describes the relation be-

tween the source and target clusters. The colors indicate cosine similarities between

clusters. From this figure, we can find that highly related source and target clusters

(indicated by light colors) and irrelevant ones (indicated by dark colors) are identified.

Figure 4.3 gives a sub-graph constructed by using 10 most related source-target

cluster pairs. This figure shows how the knowledge in source clusters is transferred to

target clusters. For example, target cluster 23 receives more knowledge from its highly
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Table 4.3: Comparison between our proposal and state-of-the-art. Performances ± 95%

confidence intervals are reported. Bold shows the winner.

AD→E-com E-com→AD

Method HR@1 NDCG@5 HR@1 NDCG@5

BASE 0.224±0.033 0.310±0.014 0.180±0.008 0.299±0.006

RecSys-DAN 0.269±0.025 0.356±0.015 0.046±0.010 0.102±0.014

MF ESAM 0.283±0.035 0.365±0.016 0.125±0.012 0.239±0.013

CFAA 0.251±0.036 0.336±0.014 0.140±0.008 0.257±0.007

SRTrans (ours) 0.243±0.028 0.331±0.011 0.187±0.005 0.307±0.004
BASE 0.297±0.012 0.372±0.009 0.190±0.008 0.315±0.008
RecSys-DAN 0.254±0.016 0.277±0.016 0.043±0.006 0.065±0.007

LightGCN ESAM 0.216±0.033 0.314±0.023 0.114±0.010 0.221±0.012

CFAA 0.282±0.035 0.375±0.021 0.042±0.004 0.114±0.007

SRTrans (ours) 0.312±0.011 0.384±0.009 0.191±0.010 0.306±0.009

ML→AB AB→ML

Method HR@1 NDCG@5 HR@1 NDCG@5

BASE 0.072±0.003 0.136±0.004 0.031±0.002 0.076±0.002

RecSys-DAN 0.021±0.006 0.048±0.007 0.005±0.001 0.019±0.002

MF ESAM 0.034±0.006 0.079±0.008 0.032±0.003 0.083±0.004
CFAA 0.055±0.004 0.109±0.006 0.029±0.003 0.076±0.004

SRTrans (ours) 0.075±0.005 0.142±0.005 0.030±0.002 0.075±0.003

BASE 0.122±0.008 0.194±0.006 0.085±0.007 0.165±0.008

RecSys-DAN 0.042±0.009 0.084±0.009 0.013±0.001 0.041±0.004

LightGCN ESAM 0.046±0.010 0.119±0.011 0.070±0.011 0.166±0.018

CFAA 0.049±0.010 0.121±0.012 0.016±0.001 0.049±0.002

SRTrans (ours) 0.129±0.011 0.204±0.009 0.107±0.008 0.202±0.009

relevant source clusters 13, 30, 7, and 14, compared to other irrelevant clusters. This

example highlights the mechanism of alleviating negative transfer issues.
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Figure 4.2: Heatmap of cosine similarities between source clusters and target clusters,

where the visualization results are calculated by sampling a mini-batch of data from the

ML→ AB scenario

4.5.4 Ablation Study

To study how each module of SRTrans contributes to the final performance, we com-

pared SRTrans with its several variants, namely (1) w/o SI, which replaces semantic

item embeddings with randomly initialized ones, (2) w/o AC, which removes the adap-

tive cluster module and directly calculates similarities between single source and target

items to build a knowledge transfer graph, and (3) w/o KD, which is SRTrans without

knowledge distillation and is equal to the single-domain BASE model. Table 4.4 reports

the result.

We see that w/o SI has the lowest performance. This result indicates that the se-

mantic features are essential to extracting the relational knowledge. Moreover, w/o AC

shows comparable performances to SRTrans in some cases, suggesting that transferring

item-based relational knowledge can also alleviate the performance degradation caused

by source noise data.
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Figure 4.3: Relation graph between source clusters and target clusters, where edges

in this graph identify the 10 cluster pairs that come from different domains and have

the biggest cosine similarities. The visualization results are calculated by sampling a

mini-batch of data from the ML→ AB scenario

Table 4.4: Performances of variants of SRTrans

AD→E-com E-com→AD

Method HR@1 NDCG@5 HR@1 NDCG@5

w/o SI 0.292 ± 0.008 0.351 ± 0.006 0.090 ± 0.005 0.140 ± 0.005

w/o AC 0.310 ± 0.012 0.376 ± 0.009 0.194 ± 0.009 0.310 ± 0.008

w/o KD 0.297 ± 0.012 0.372 ± 0.009 0.190 ± 0.008 0.315 ± 0.008
SRTrans 0.312 ± 0.011 0.384 ± 0.009 0.191 ± 0.01 0.306 ± 0.009

ML→AB AB→ML

w/o SI 0.101 ± 0.008 0.159 ± 0.007 0.060±0.004 0.115±0.005

w/o AC 0.130 ± 0.011 0.207 ± 0.009 0.097±0.007 0.188±0.009

w/o KD 0.122 ± 0.008 0.194 ± 0.006 0.085±0.007 0.165±0.008

SRTrans 0.128 ± 0.011 0.201 ± 0.009 0.107 ± 0.008 0.202 ± 0.009

4.6 Conclusion

In this chapter, we studied improving recommendations with external commercial data

for services with sparse interaction data. Employing commercial data from other com-
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panies requires no mergence of interactions between domains as well as solving a nega-

tive transfer issue raised by users’ source-specific preferences. Therefore, we proposed

a novel semantic relation-based knowledge transfer framework (SRTrans) that does not

merge interactions between domains and can effectively leverage external commercial

data. To avoid merging interactions, SRTrans transfers knowledge between domains

by constructing a similarity-based cross-domain graph. To address the negative trans-

fer issue, SRTrans transfers knowledge by focusing on the source item clusters that are

similar to target clusters. Moreover, SRTrans combines a task-oriented knowledge dis-

tillation loss with a prediction loss to alleviate the impact of source-specific preferences.

To evaluate the effectiveness of SRTrans, we conducted experiments on two public

data and two private data and compared SRTrans to current state-of-the-art CDRSs and

single-domain baselines under four cross-domain scenarios that contain domains from

different companies. Note that there is no merged interaction between domains, the

above scenarios are, hence, the same as the ones using external commercial data. The

experiment results demonstrate that SRTrans significantly outperforms all comparisons

in most cases, which indicates the effectiveness of our SRTrans in improving recom-

mendations with external commercial data.

Although SRTrans is effective in leveraging external commercial data, it can only

leverage data from a single source domain. This finding reveals a future work that

extends SRTrans for leveraging the data from multiple domains. Leveraging data from

multiple domains is practical for real-world services. For example, when local services

provide different categories of items, such as books and movies, it is reasonable to

leverage data from external book domains and movie domains.



Chapter 5

Summary

5.1 Summary of Contributions

In this thesis, we have discussed the methods to improve the performance of recommen-

dations in three realistic scenarios with sparse interaction data.

In Chapter 1, we explained why enhancing the performance of RSs is essential.

Then, we introduced three challenges that limit the effectiveness of existing RSs and

hinder their applications. These challenges include modeling period-specific user pref-

erences in flash sale e-commerce, improving recommendations with public data, and

improving recommendations with external commercial data. Subsequently, we devel-

oped methods that overcome these challenges.

In Chapter 2, we addressed the challenge of modeling period-specific user pref-

erences in flash sale e-commerce. Period-specific preferences arise from periodically

changing sale strategies in flash sale services, and they are revealed through interactions

in different sale periods. Existing RSs, which model only a uniform user preference

from all of the user’s interaction data in different periods, cannot capture these period-

specific preferences. In flash sale environments, this approach significantly degrades

the performance of these RSs and makes them difficult to adapt to new periods.

To address this issue, we proposed a novel hierarchical meta-learning-based RS that

models users’ period-specific preferences accurately. Our model utilizes a novel hier-

archical meta-training algorithm to guide its learning process with user- and period-
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specific gradients. These gradients enable our model to learn user- and period-shared

prior knowledge, facilitating quick adaptation to different periods and users, includ-

ing new ones. Experimental results on real-world datasets have demonstrated that our

proposed method outperforms existing state-of-the-art methods in flash-sale recommen-

dations.

In Chapter 3, we addressed the challenge of improving recommendations with pub-

lic data for services that lack sufficient training data. Learning a large number of pa-

rameters in deep learning-based RSs with small data usually causes the overfitting prob-

lem, degrading recommendation performances. Most existing CDRSs leverage data

from external domains relying on domain-shared users to transfer individual knowledge.

Domain-shared users indicate the users who have interactions in both local (target) and

external (source) domains. This makes these CDRSs unable to leverage public data be-

cause it is impossible to find domain-shared users between local and public data. Others

that require no domain-shared users, however, suffer from a negative transfer issue due

to ignoring the impact of source interactions that show users’ unique interests within the

source domain.

We, therefore, proposed a CDRS (i.e., SCDGN) to track the above challenges.

SCDGN jointly clusters items in source and target domains, and merges cluster-level

interactions between the two domains based on these cross-domain clusters. By doing

so, SCDGN avoids domain-shared users. Besides, SCDGN adaptively weights source

interactions at the cluster level. This handles the impact of interactions containing users’

source-specific preferences and addresses the negative transfer. Experimental results

have shown that our proposal outperforms all cross-domain comparisons and signifi-

cantly alleviates the negative transfer issue in scenarios of leveraging public data.

In Chapter 4, we addressed the challenge of improving recommendations with ex-

ternal commercial data for services that have only sparse interactions. Learning high-

performance RSs require a large number of training interaction data. Therefore, it is

essential and practical for services with only sparse interactions to improve their rec-

ommendations with the help of external data. Since employing only public data is

usually insufficient due to its limited supports, there is a practical demand to develop

CDRSs that can effectively leverage external commercial data. Existing CDRSs, includ-

ing SCDGN proposed in Chapter 3, cannot meet the above demand. This is because
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emerging interactions between domains in this scenario is prohibitive due to privacy

concerns.

We proposed a CDRS (i.e., SRTrans) to handle the negative transfer issue in this

scenario for meeting the demand of effectively using external commercial data without

merging interactions between domains. SRTrans bridges domains and transfers knowl-

edge through a similarity-based cross-domain graph. Besides, SRTrans handles the

negative transfer issue by transferring knowledge while focusing on the items that have

similar textual features. In this way, the impact of source items that have irrelevant

textual features and tend to present users’ source-specific preferences can be alleviated.

Experiments on both public and commercial data demonstrated that our proposal sig-

nificantly outperforms cross-domain comparisons in terms of recommendation accuracy

and greatly alleviates the negative transfer issue.

Considering the benefits offered by our proposed methods and the challenges they

addressed, we believe that our approaches will enhance recommendation performances

for services that have sparse interaction data, e.g., flash sale e-commerce, new services,

and small companies. Furthermore, we believe that they will play a significant role in

advancing commercial corporations’ efforts to build CDRSs.

5.2 Future Work

Through the work in this thesis, we identified the following remaining issues.

5.2.1 Quantify the Negative Transfer Issue with Transfer Loss

User preferences toward items vary from domain to domain. These domain-dependent

preferences cause a negative transfer issue, as observed when comparing the recommen-

dation performance between a CDRS with transferred source knowledge and a single-

domain RS without source knowledge (e.g., our experimental results in Chapters 3 and

4). Although our proposed methods in Chapters 3 and 4 have experimentally alleviated

the negative transfer issue in most cases, they still require a quantifiable criterion to

measure the degree of this issue. By defining such a criterion as a transfer loss, we can

explicitly alleviate the negative transfer issue by minimizing the transfer loss. Addi-
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tionally, with such a criterion, comparison experiments are expected to provide a more

convincing result to demonstrate the effectiveness of our methods in alleviating the neg-

ative transfer issue and also in handling domain bias in user preferences. Therefore, we

plan to design a learnable transfer loss that measures the degree of the negative transfer

issue.

5.2.2 Effectively Leverage Data from Multiple Domains

Although our methods in Chapters 3 and 4 can leverage data from an external domain,

they can leverage external data from only one domain. This poses a practical challenge

in leveraging data from diverse source domains. This challenge is prevalent across

various industries and applications. For example, when local items contain multiple

categories, such as books and movies, it is reasonable to leverage public data from both

book and movie domains. Besides, in a commercial corporation involving more than

two companies, a CDRS that can effectively leverage commercial data from multiple

companies is desirable. Therefore, a part of our future work is to extend our proposed

methods in Chapters 3 and 4 so that they can work well on multiple domains.
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