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Transformer encoders for predicting T cell receptor-peptide binding can associate attention weights with
interpretable protein structural properties
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This dissertation presents a novel exploration into T cell receptors (TCRs), crucial components of the
immune system that interact with ligand peptides. These peptides, presented by Major Histocompatibility
Complex (MHC) molecules, are recognized by TCRs to initiate immune responses. The interaction between a
TCR and its corresponding peptide-MHC complex (pMHC) is fundamental to initiating protective immune
reactions against pathogens and malfunctioning cells. Understanding TCR-pMHC interactions is, therefore,
vital for analyzing immune system mechanics, designing vaccines, and developing targeted immunotherapies

However, current experimental methodologies for studying TCR-pMHC interactions are resource—intensive
and time—consuming, with computational models limited to retrospective data analysis and lacking
interpretability. Additionally, the prediction of the TCR-pMHC interaction is difficult due to the
massive combination patterns of TCRs and peptides. Addressing these challenges, this work introduces a
novel approach using a machine learning model with a modified Transformer encoder, employing a source—
target—attention neural network, or cross—attention layer. Central to this research is the development
of a model that predicts TCR-pMHC interactions from amino acid sequences of the TCR’s complementarity—
determining region 3 (CDR3) and peptides. Unique to this study is the utilization of an external
prospective dataset and the Transformer encoder layer to examine TCR-pMHC structural properties through
attention weights. The model demonstrates superior performance on benchmark test sets and external
datasets, surpassing other models in the average precision score, although the score limitation of the
model is revealed by visualizing the data distribution difference. A detailed analysis links neural
network attention weights to protein structural properties, classifying residues into attended groups
to identify statistically significant properties, such as hydrogen bonds within CDR3, not between CDR3s
and peptides. Chapters 2 and 3 of the dissertation delve into the cross—attention mechanism’ s predictive
power and its interpretability in TCR-pMHC interactions, with Chapter 3 specifically comparing the
efficacy of cross—attention and standard-attention mechanisms. The findings affirm the cross—attention
model’ s superiority in revealing interaction dynamics at the molecular level, thus confirming more
interpretability. In summary, this dissertation contributes substantially to bioinformatics and
immunological studies using the Transformer—-based attention’ s interpretability, providing a pathway
toward more effective and interpretable computational tools. The insights acquired hold significant
implications for the prediction of TCR-pMHC interactions, and this research not only enhances our
understanding of molecular recognition but also lays the groundwork for developing new therapeutic

approaches.
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