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Abstract

We consider a lattice isomorphism between lattices of topologies on vector spaces
over topological fields. We show that if the isomorphism preserves the lattices of vector
topologies, then the map is induced by a composition of a semilinear isomorphism and
a translation. As a corollary, the distribution of vector topologies in the lattice of
topologies determines the structure of the topological field and that of the vector space.

We also consider a lattice isomorphism between lattices of vector topologies which
preserves the sets of Hausdorff vector topologies. If such an isomorphism exists, the
coefficient fields are algebraically isomorphic, and the vector spaces have the same
dimension.
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Chapter 1

Introduction

The notion of topology is undoubtedly one of the most important concept in mathe-
matics. It defines the convergence in a given space and is used not only to solve problems
but also to formulate problems. One method of studying a space is to consider the par-
tially ordered set of all topologies defined on the space with the inclusion order. The
inclusion order controls some topological properties. For example, a topology which is
finer than a Hausdorff topology is always Hausdorff, and a topology which is coarser
than a compact topology is always compact. The partially ordered set of topologies
with the inclusion order forms an algebraic structure called lattice structure, which is
one of the generalizations of Boolean algebra. G. Birkhoff studied in [5], topologies
by comparing with respect to the inclusion order. Since then, the lattice structure
of topologies has been intensively studied. For example, one important problem was
whether each topology in a lattice of topologies has a complement like Boolean algebra.
This problem involved many mathematicians and was solved in [14]. A survey paper
[10] is a good reference on lattice of topologies.

When a given set has some mathematical structure, it is often the case that the
set may have several natural topologies. For example, the space of all continuous
real valued functions can have several norms, which define different topologies. The
partially ordered set consisting of all natural topologies on a fixed mathematical object
with the inclusion order may form an interesting lattice structure. For an algebraic
system, the term natural topology means all operations of the algebra are continuous
with respect to the topology. For example, it is known that for groups, rings, and
vector spaces, the set of natural topologies have lattice structures. It is natural to
consider the relation between the lattice structures and the algebraic structures of the
base set. For example, it is recently shown in [9], that the lattice of group topologies on
every nilpotent group satisfies the semimodular property, which is a weakened condition
of distributive property. We refer readers to [3] as a survey paper on the lattices of
topologies on algebraic systems. This thesis is also related to this theme, mainly on
vector spaces. In this case, we fix a topological field and a vector space over the
field. Then we consider a partially ordered set with the inclusion order, consisting
of all topologies on the vector space by which the addition and the scalar multiple
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are continuous. In other words, with these topologies, the vector space becomes a
topological vector spaces. The main results of this thesis are rigidity results on these
lattice structures on vector spaces. We see the results in detail in the next section.

1.1 Main results

For a set X, we denote by ¥(X), the lattice of topologies on X with the inclusion
order. For a vector space X over a topological field K, we denote by 7x(X), the lattice
of all vector topologies on X. Namely, 75 (X) consists of topologies on X such that the
addition and the scalar multiple are continuous with respect to them.

The following are main results of this thesis.

Theorem A (Theorem 3.2.5). Let K, L be Hausdorff topological fields, X be a vector
space over K with its dimension is bigger than one, and Y be a vector space over L.
Then, for each lattice isomorphism ® : 3(X) — X(Y) that maps 7 (X) to 7(Y),
there exists a unique triple (1, ¢,y0) consists of an isomorphism ¢ : K — L between
topological fields, a -semilinear isomorphism ¢ : X — Y, and a point yo of Y such
that

e if the cardinality | X| is infinite, ® is (¢ + yo)«, and
e if the cardinality | X| is finite, ® is either (¢ + yo)s or Cy o (¢ + Yo)«,

where (¢ + yp)« : B(X) = X(Y) and Cy : (Y) — X(Y) are maps between the lattices
of topologies defined below.

Theorem A states roughly speaking, how vector topologies are in the lattice of
topologies is unique up to isomorphism class of topological fields and vector structures.

Theorem A is a vector space analogue to a result of J. Hartmanis [8]. His result is
on the group Aut(X(X)) of lattice automorphisms from (X)) to itself.

Theorem (Hartmanis). Let X be a set.

o If|X] is 1,2, or infinite, then Aut(X(X)) is isomorphic to the symmetric group
of X.

o If |X] is finite and more than 2, then Aut(X(X)) is isomorphic to the direct
product of the symmetric group of X and the two-element group Z/27.

Let us explain this result. A bijection f : X — Y between two sets X and Y induces
a lattice isomorphism f, between 3(X) and X(Y') by

(M) ={vcYy|fi(v)eT}, Tecx(X).



When X =Y, this induces a group homomorphism from the symmetric group of X to
Aut(X(X)). When the cardinality |X| is finite, for a topology 7" on X, a family Cx(7")
defined by

(X\U|UeT)}

is also a topology on X since taking an infinite union is reduced to taking a finite union.
This induces another group homomorphism Cx from Z/27Z to Aut(3(X)). The above
result shows that every lattice automorphism comes from these two types. We extend
the theorem of Hartmanis to the case when X # Y by slightly modifying his original
proof in [8].

Theorem (Theorem 3.1.1). Let X,Y be two non-empty sets and ® be a lattice isomor-
phism from 3(X) to X(Y'). We have a unique bijection ¢ : X — Y such that

o if | X| is 1,2, or infinite, then ® = ¢, and
o if | X| is finite more than 2, then either ® = ¢, or & = Cy o ¢,.

This result is an analogue to Theorem A, and we use it to prove Theorem A.

Clearly, the restriction of the map ® in Theorem A to 7x(X) induces a lattice
isomorphism between 74 (X) and 7.(Y). Thus a natural question is whether we can
weaken the assumption of Theorem A to the existence of a lattice isomorphism between
the lattices of vector topologies. This question is negatively answered by an example
of X = Q%Y = R? (Example 3.2.7). However, if we also consider sets 72 (X), 77 (Y)
consisting of Hausdorff vector topologies on X and Y, respectively, we obtain the next
similar result to Theorem A.

Theorem B (Theorem 3.2.8). Let K, L be Hausdorff topological fields, X be a vector
space over K with its dimension is bigger than two, and Y be a vector space over L.
If there is a lattice isomorphism ® : 7i(X) — 70(Y) that maps 72(X) to TH(Y), then
the fields K and L are isomorphic algebraically, and the dimensions of X and Y are
the same.

There is an example of topological fields and vector spaces such that they satisfies
the assumption of Theorem B but any field isomorphism is not continuous (Example
3.2.9).

Key ingredients of proofs of Theorem A and Theorem B are the “fundamental the-
orem of affine geometry” (Theorem 2.3.1) and the “fundamental theorem of projective
geometry” (Theorem 2.3.2). These fundamental theorems are classical and have been
generalized in various way (See [11, 13] for examples). Let us give a brief explanation
of basic ones. It is well-known that every vector space has a structure of an affine space
and has an associated projective space. These fundamental theorems assert that these
obtained geometric spaces are unique for the vector space: if we have a bijection that
preserves parallel lines between two affine spaces (subspaces between projective spaces,
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respectively) constructed from two vector spaces, then the bijection is induced by an
isomorphism between the vector spaces. In [11], the bijective assumption is dropped
on the map between spaces, and in [13], the fundamental theorem is considered not
in vector spaces but in tori. Since these fundamental theorems use vector subspaces
whereas Theorem A and Theorem B are concerned with vector topologies, to accom-
plish the proofs, we use a bridge (&, %) (see Definition 3.2.1) between vector subspaces
and topologies, which is an antitone Galois connection. Here, G assigns the intersection
Uoever U of all open neighborhoods of the zero for each vector topology T', and ¥ maps
a vector subspace S to a vector topology consisting of all S-invariant open subsets of
the strongest vector topology.

1.2 Structure of this thesis

This thesis consists of three chapters. In Chapter 2, we prepare notations and
recall basic results. More precisely, in Section 2.1, we explain preliminaries on lattices,
especially on lattice of topologies on a fixed set. In Section 2.2, we focus on properties
of lattices of vector topologies on a fixed vector space. In Section 2.3, we review the
fundamental theorem of affine geometry and the fundamental theorem of projective
geometry. This section ends with a proof of the fundamental theorem of projective
geometry.

The purpose of Chapter 3 is to prove main theorems. In Section 3.1, we give a
proof of modified result due to J. Hartmanis (Theorem 3.1.1). In Section 3.2, we
prove Theorem A (Theorem 3.2.5) and Theorem B (Theorem 3.2.8). We also see some
examples, which show the sharpness of our main results.

1.3 Acknowledgements

The author would like to express deep gratitude to Prof. Ken’ichi Ohshika and
Prof. Shinpei Baba for supporting and encouraging him patiently. He was impressed
many times by their deep insights in helpful comments. He would also appreciate to
his family for cheering him during the doctoral course.

This thesis is based on a paper [2] first published in Order, 2023, by Springer Nature.
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Chapter 2

Preliminaries

In this chapter, we prepare notations and see properties on lattices, lattice of topolo-
gies, topological vector spaces and fundamental theorems of affine, projective geome-
tries.

2.1 Preliminaries on lattices

A lattice (L, <) is a partially ordered set (abbreviated to poset) such that for each
pair of two elements z,y € L, there exist a supremum (least upper bound) and an
infimum (greatest lower bound). Namely, a supremum s (an infimum 4, respectively)
satisfies

o 1.y <s (i <ux,y, respectively,)

o if s’ € L satisfies z,y < ¢, then s < ¢ (if ¢/ € L satisfies i/ < x,y, then ¢/ < i,
respectively.)

By the second condition and the antisymmetric law, these supremum and infimum
uniquely exist for each pair (z,y) € Lx L. Thus we denoted by xVy, x Ay, the supremum
and the infimum of (x, y) and call them join and meet of x, y, respectively. From another
perspective, each lattice (L, <) has an algebraic structure (L, V, A) consisting of two
binary operations V, A : L x L — L. They satisfies the following three laws:

(commutative law) tVy =y Vz and t Ay =y Az for x,y € L,
(associative law) (xVy)Vz =2V (yVz)and (tAy)Az=x A (yAz) for z,y,z € L,
(absorption law) (zVy) Az =z and (x Ay) Vo =z for x,y € L.

Conversely, if we have an algebraic structure (L, V, A) that satisfies these three laws,
we recover a lattice (L, <) by defining a binary relation < as

r<ly&saVy=y.
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Therefore, we can study lattices both by algebraic manners and by order theoretic
manners.

A lattice (L, <) is called complete if not only two-elements pair but also any subset S
of L has a supremum \/ S and an infimum A S in L. Thus a complete lattice has a top
element and a bottom element as an infimum and a supremum of the empty set.
From the algebraic view point, it is natural to define a map ¢ between two lattices
(L1, <1) and (Lg, <5) as lattice homomorphism if ¢ preserves the join and the meet.
Namely, ¢ : Ly — Lo satisfies

d(x Viy) = ¢(x) Va 9(y),
o(x A1 y) = d(z) N2 DY),

where Vi, Vs are the join operations of Ly, Ly, respectively and A, Ay are the meet
operations of L, Ls, respectively. Moreover, a map ¢ between two complete lattices
(L1, <4), (Le, <9) is called complete lattice homomorphism if for any subset S of Ly, the
map ¢ preserves the supremum and the infimum of S. If a lattice homomorphism ¢
has an inverse lattice homomorphism, we call ¢ lattice isomorphism. It is easy to show
that a map ¢ is a lattice isomorphism if and only if ¢ is a bijective order preserving
map. Furthermore, a lattice isomorphism is always a complete lattice homomorphism.
The followings are classical examples of lattices.

Example 2.1.1. Let Z be the set of integers with the standard order <. The poset
(Z,<) is a lattice, where the join and the meet of z,y € Z is the least common multiple
and the greatest common divisor of z,y, respectively.

Example 2.1.2. Let X be a vector space over a field K. We denoted by o (X), the set
of all K-vector subspaces. Then the poset (ox(X), C) is a complete lattice. In fact, for
a family of subsets {Sx}aea, the subspace generated by all elements of Sy and [, Sx
are the join and the meet of the family, respectively, where we consider (,., Sx as X
if A is empty.

Definition 2.1.3. Let X be a non-empty set. We denote by (X ), the partially ordered
set consisting of all topologies on X with the inclusion order C. Here every element of
Y (X) is a family of subsets of X such that it has the empty set and X, and that it is
closed under taking a finite intersection and an infinite union.

For a family {7T)}xea of topologies on X, the topology generated by [J,., T» and
Miea Ih are the supremum and the infimum of the family with respect to the order C.
Thus (X(X), C) is a complete lattice, called lattice of topologies on X.

Let f : X — Y be a map between two sets X,Y. Then f induces two maps
fe : 2(X) = E(Y) and f*: X(Y) — X(X) defined by

L) ={VcY|fY(V)eT}, Tecx(X),
(I ={f'(V)ycX|VeT}, T'e 2(Y).
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By definition, f, and f* preserve the order C. Thus every bijection induces lattice
isomorphisms. Due to J. Hartmanis [8, Theorem 4], which we see in detail in Section
3.1, these induced isomorphisms are a major part of lattice isomorphisms between
lattices of topologies. The other type of isomorphisms between lattices of topologies
occurs when X is a finite set. We define a map Cx from the power of power set of X
to itself by

Ox(T) = {X\U|U e T}.

We call C'x complement map of X. Every infinitely many union of subsets of X is equal
to finitely many union of subsets of X since X is finite. Thus Cx(T) is a topology on
X if T'is a topology. The map C'x is clearly order preserving involution, which implies
that Cx : ¥(X) — X(X) is a lattice isomorphism (automorphism).

Let S be a subset of a poset (P, <). Then if exists, the supremum (the infimum,
respectively) of the lower bound (upper bound, respectively) of S is equal to the infimum
(the supremum, respectively) of S:

inf S =sup{z €P|VseSz<s},
(supS =inf{z € P| Vs € S s < x}, respectively.)
These equalities are established by checking the definitions of the infimum and the
supremum. Thus we obtain the following lemma stating that we do not have to express

an infimum or a supremum of S explicitly to show that a given poset is a complete
lattice.

Lemma 2.1.4. Let (P, <) be a poset. If there exists a supremum (an infimum, respec-
tiely) for any subset S of P, then the poset (P, <) is a complete lattice.

Let L be a lattice with the bottom element 0. An element a of L is called atom or
point if a is the next minimum element to 0. Namely, a is not 0, and if an element x
satisfies 0 < x < a, then x = 0 or z = a. A lattice is called atomic if every element of
the lattice is expressed as a supremum of a family of atoms.

Definition 2.1.5. Let p be the set of all atoms. A function called typet:p x p - N
is defined by

t(al,ag) = #{CL ep | aCa VvV 0,2}.

That is, the function ¢(-,-) counts the number of atoms which are weaker or equal to
the join of atoms.

When a set X has more than one point, each atom of the lattice of topologies (X))
is of form

a(D)=1{0,D, X},
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where D is a proper subset of X. Thus when X has more or equal to two points, the
cardinality of atoms py of X(X) is 2%/ — 2 if X is a finite set, and 21 if X is an infinite
set. It is known that every lattice of topologies is atomic. In fact, for a topology T of
X, we set a subset A of atoms by

{a(D)|0C DCX,DeT).

Then the supremum \/ A is equal to T". For a given set X whose cardinality is more or
equal to two, we define three subsets of the set of atoms px by

ny = {a({z}) € px |z € X},
my = {a(X \ {z}) € px |z € X},
[X :px\(ﬂxumx).

We abbreviate a({z}),a(X \ {z}) to a(x), a(z), respectively. Let us observe the type
function with respect to the decomposition px = nx Umy U [y when |X| > 3. First,
for distinct atoms a(Dy), a(D3), the join a(D;) V a(Dy) is of form

{0, D1 N Dy, Dy, Dy, Dy U Dy, X }.

Thus t(a(D1),a(Ds)) is at most 4. Let a(xy), a(z3) be two distinct elements from ny.
Then since {x1} N {z2} = 0, the type t(a(x1),a(zr2)) is 3. A similar argument shows
the type is 3 for two distinct atoms from my. Let a(z1), a(z2¢) be distinct atoms from
ny, my, respectively. Then {x1} N X\ {2} is {z1} or ), and {z1} UX \ {x} is X \ {22}
or X. Thus t(a(xy),a(z2°)) is 2. For atoms a(z;) from ny and a(D) from [y, since
{z1} N D is {1} or 0, the type t(a(x1),a(D)) is 2 or 3. A similar argument shows
that for a(z,°) € mx,a(D) € Iy, the type t(a(z1),a(D)) is 2 or 3. For an atom a(D)
from [y, we take elements = from D and 2’ from X \ D. Since a(D) does not belong
to ny Umy, we have {z} C D and {2’} C X \ D. We set D’ as the set {z,2"}. Then
0,DND',D,D',DUD X are all distinct. Therefore, for each a(D) € [x, there exists
an atom a(D’) with t(a(D),a(D’)) = 4. In summary, we obtain the following:

Proposition 2.1.6. Let p,q be distinct atoms of X(X). Then we have
(1) if p,q € nx orif p,q € my, then the type t(p,q) = 3,
(2) if p € nx,q € myx, then the type t(p,q) = 2,
(3) if p € nx Umy, q € lx, then the type t(p,q) is 2 or 3, and

(4) for each p € lx, there exists q € lx such that the type t(p,q) = 4.
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2.2 Preliminaries on topological vector spaces

A topology T on a commutative field K is called field topology if the three field
operations

(additive operation): K x K 3 (o, 8) — a+ f € K,
(multiple operation): K x K 3 (a, ) — af € K and
(inverse operation): K \ {0} > a+— o' € K\ {0}

are continuous, where we endow K x K with the product topology and K \ {0} with
the relative topology of T. We denote by Tk, a field topology of K. A field endowed
with a field topology is called topological field.

Important examples of topological fields come from the notion of valued field. Recall
that a function v : K — R is a valuation if

via) =0 a=0,
v(af) = v(a)r(F) and
V(e + B) < va) +v(B)

hold for o, B € K. A walued field is a pair (K, v) consisting of a field K and a valuation
v. A canonical metric d, is defined on the valued field by d,(«, 5) = v(a — ). This
metric endows the field K a Hausdorff field topology. We call a valued field complete
if the canonical metric space (K, d,) is a complete metric space. It is known that for
a given valued field (K, v), the metric completion K has a field structure and that the
valuation v is extended to K, denoted by 2. Thus we obtain a complete valued field
(K,D).

Example 2.2.1. The field of real numbers R with the standard absolute value |- | is a
valued field.
Another example is the field of p-adic numbers Q, for a fixed prime number p. This is
obtained by a completion of the valued field (Q, |- |,), where Q is the field of rational
numbers and | - |, is a valuation defined by
a V23
‘ P,

=p ", ’0|p =0

for an integer n and for non-zero integers a,b € Z which are prime to p.

Let K be a topological field and U be a non-empty proper open subset of K.
Namely, ) € U € K holds. Since translations are homeomorphism, K has a proper
open neighborhood U’ of zero. For a non-zero element o € K, the multiple map defined

by

Korx—are K
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is a homeomorphism and fixes zero. Thus for each non-zero element, by mapping U’,
we obtain an open neighborhood of zero to which the element does not belong. Now,
let x,y be two distinct elements from K. There exists an open neighborhood U’ of
zero such that x —y ¢ U’. By the continuity of the addition at (0,0), we have an
open neighborhood V' of zero such that V +V C U’. Then z — V,y + V are disjoint
neighborhoods of x and y, respectively. Therefore we obtain a known result:

Proposition 2.2.2. A non-Hausdorff topological field is an indiscrete space.

Let X be a vector space over a topological field K. A topology on X is called vector
topology or compatible if the linear operations:

(addition): X x X 3 (z,y) — z+y € X and
(scalar multiple): K x X 3 (a,z) — axz € X

are continuous. A topological vector space is a vector space endowed with a vector
topology.

Definition 2.2.3. Let X be a vector space over a topological field K. We denote by
T (X)), the set of all vector topologies on X.

We recall one of a generalization of a linear map called semilinear map. A map
¢ : X — Y between a vector space X over K and a vector space Y over L is called
Y-semilinear if ¢ : K — L is an isomorphism between the fields, and ¢ satisfies

o(z +2') =¢(x) + ¢(a') for 2" € X,
olaxz) =y(a)* p(x) for a € K,z € X.

We sometimes abbreviate ¢-semilinear to semilinear. We call ¢ semilinear isomorphism
if the semilinear ¢ is a bijection. In particular, when K = L and ¢ = idg, these
conditions are the same as those of linear maps. When X is not 0-dimensional, assume
that a map ¢ : X — Y is both t;-semilinear and 1),-semilinear. For a fixed non-zero
element xy € X, we have ¢1(a)o(zo) = ¢(axg) = a(a)p(xy). Thus each semilinear
isomorphism has a unique associated field isomorphism.

We next see that semilinear maps and linear maps induce maps between 74 (X) and

TL(Y).

Proposition 2.2.4. Let X be a vector space over a topological field K and Y be a
vector space over a topological field L. Then a semilinear map ¢ : X — Y induces
a map ¢* : (V) — 7(X) if the associated field isomorphism ¢ : K — L for ¢
is continuous. The map ¢, is a map between T (X) — (YY) if ¢ is surjective and
Y K — L is an open surjective map.

Proof. Let T be a vector topology of Y. We show that ¢*(T”) is a vector topology of X.
Fix 21,29 € X and U € ¢*(1”) as an open neighborhood of x; + x3. By definition, we
have U = ¢~ (V) for some V € T". Then ¢(x1) + ¢(x2) € V, and there are V,V, € T’
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such that ¢(x,) € Vi,¢(z2) € Vo with Vi + V5 C V since T" is a vector topology.
Now ¢~1(V1), 971 (Vs) € ¢*(T") are open neighborhoods of 1, 2o, respectively such that
¢ ' (Vi) + 71 (Ve) C U.
Fixa € K,z € X and U = ¢~ }(V) € ¢*(T") as an open neighborhood of o x x. Then
Y(a) xp(x) € V e T’ and there are O € T, V' € T' such that O « V' C V since T" is
a vector topology. By the continuity of ¥, we have ¢ ~1(0) € Ty, ¢ (V') € ¢*(T") are
open neighborhoods of a, z, respectively such that ¢=1(O) * ¢~1(V') C U. Therefore
¢*(T") is a vector topology.

Next we assume that ¢ : X — Y is surjective and the associated map v : K — L is
an open surjective map. Let T be a vector topology on X, and we show that ¢.(7) is
a vector topology on Y. Note that the equality

o) = |J U+

z€Ker(¢)

holds. Thus ¢ : (X,T) — (Y, ¢.(T)) is an open map. Fix y;,5» € Y and V as an
open neighborhood of y; + y». Since ¢ is surjective, we take x1,25 € X such that
d(x1) = y1,d(x9) = yo. By definition, ¢~1(V) is an open neighborhood of x; + x5
in 7. Thus there are z; € Uy, 2y € Uy € T such that Uy + Uy C ¢ (V) since T
is a vector topology. Then ¢(U;), p(Us) are open neighborhoods of y;,y, such that
o(Uh) + ¢(Uz) C V.

Fix 8 € L,y € Y and V as an open neighborhood of 3 * y. Since 1, ¢ are surjective,
we have a € K,z € X such that ¥(a) = B,y = ¢(z). The set ¢~*(V) is an open
neighborhood of « * z, and thus there are open neighborhoods O € Tk, U € T such
that O« U C ¢~1(V). Since v is an open map, ¥(0), #(U) are neighborhoods of 3, y,
respectively such that ¥(O) % ¢(U) C V. Therefore ¢.(T) is a vector topology. O

When K = L as a topological field, since the identity map is open and surjective,
we obtain the next corollary.

Corollary 2.2.5. Let X,Y be vector spaces over a topological field K. A linear map
¢ : X = Y induces a map ¢* : Tx(Y) = 1x(X). If ¢ is surjective, then ¢ induces
Oy T (X) = (V).

Let {Th\}aea be a family of vector topologies on X. We denote by Ty,p, the topology
whose subbase is (J ., Th. We see that Ty, is a supremum of the family {Th}ea in
T (X). Since Ty is a supremum in (X)), it suffices to show that Ty, € 7x(X).
Now for each A € A, since T\ € 7x(X) and T\ C Ty,p, the two linear operations are
continuous:

(X %X X, Typ X Tiup) 2 (z,y) » x+y € (X, 1)),
(K x X, Tg X Typ) 2 (a,2) = axx € (X,T)),

where Ty, X Tyup, Tk X T4y are the product topologies. This implies that Ty, is a
vector topology. More precisely, let U € T, be a non-empty open subset. Then there
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is a finite number of open subsets Uy, Us, ..., U, such that U; € T\, and U = ﬂ?zl Ui;.
Thus the preimages of U by the addition and the scalar multiple are the intersections
of the preimages of U;. The above continuities imply that the preimage of U; are in
Toup X Toup, T X Tyyp. Therefore, the preimage of U is in Ty, X Ty and T X Tyyp.
Thus (7x(X), C) is a complete lattice. In particular, 74(X) has a top element. We
denote by T7**(X), the top element (strongest topology) of (7x(X), C).

Since the condition of a map ¢ between topological spaces (X,T") and (Y,7”) being
continuous is equivalent to ¢*(7") C T, by Corollary 2.2.5, we obtain the following;:

Corollary 2.2.6. A linear map ¢ : X — Y is continuous with respect to T™*(X) and
any vector topology on Y .

Proposition 2.2.7. Let X be a non-zero vector space over K. The top element
TR*(X) is Hausdorff if and only if K is a Hausdorff topological field. Moreover, if
K is not a Hausdorff space, then TR*(X) is an indiscrete topology.

Proof. Assume that K is not a Hausdorff space and there exists proper open subset
0 CU C X in T™*(X). Then by a translation, we can assume that U is an open
neighborhood of zero such that an element x¢y € U. We define a map f by

fiK>a—axz e X.

Then by the continuity of f, the preimage f~!(U) is a proper open subset of K. On the
other hand, by Proposition 2.2.2, K is an indiscrete space. Thus f~}(U) = K, which is
contradiction. Therefore when K is not Hausdorff, 7™*(X) is an indiscrete topology.
In particular, 7™**(X) is not a Hausdorff space.

Next we assume that K is a Hausdorff topological field. In the topological vector space
X, maps

XxX>3(z,y)—xr—ye X and
XxX3(@xy—rt+yeX

are continuous. Therefore, to prove that the space is Hausdorff, it suffices to show that
for a non-zero element, there is an open neighborhood of zero such that the element
does not belong to it. For a non-zero element zy € X, we fix a decomposition of X into
X' P Kz for some subspace X’ and the subspace Kz generated by xy. We define a

g map by
g: Xorx=2d4+axxy—ac K1 cX.

Namely, g is a map that assigns component of xy with respect to the decomposition.
Since the linear map g : (X,7™(X)) — (K,Tk) is continuous, the preimages of
disjoint open neighborhoods Oy, O3 of 0,1 € K are open with respect to 7™*(X). Thus
we can separate zero and xg in (X, 7™*(X)). Therefore 7™*(X) is Hausdorff. O

Remark 2.2.8. By Proposition 2.2.7, 74 (X) is a one point set if K is not a Hausdorff
space. Thus we assume that K is a Hausdorff space for the rest of this thesis.
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Definition 2.2.9. We denote by 72 (X), the subset of 7%(X) consisting of Hausdorff
vector topologies.

Under the assumption of Remark 2.2.8, T™*(X) is a Hausdorff topology. That
is, T™>(X) € 7H(X) holds. Next proposition states furthermore, if X admits only
one Hausdorff vector topology, then the lattice of vector topology is understood as the
lattice of subspaces. For a proof of Proposition 2.2.10, see [1] for example.

Proposition 2.2.10. Let X be a vector space over a topological field K. If X admits
only one Hausdorff vector topology, then the lattice of vector topology (Tx(X),C) is
isomorphic to (ox(X),D) by & and T (see Definition 3.2.1 for the definition of &,%).

Remark 2.2.11. Although 7x(X) is a subposet of X(X), the lattice 7x(X) is not a
sublattice of ¥(X) in general. More precisely, the meet operations of (X)) and 74 (X)
do not coincide in general.

For the rest of this section, we see in particular, results on the lattice of vector
topologies on a vector space over a valued field. We need them to explain examples.

Next result due to A. Tikhonov states that a finite-dimensional vector space over a
complete valued field admits only one Hausdorff vector topology (see [6]).

Proposition 2.2.12. Let X be a finite-dimensional vector space over a complete valued
field K. Then T**(X) is the only Hausdorff vector topology on X.

By combining Proposition 2.2.10 and Proposition 2.2.12, we obtain the next propo-
sition.

Proposition 2.2.13. In the situation of Proposition 2.2.12, the lattice of vector topolo-
gies T (X) is isomorphic to the lattice of subspaces o (X).

For the case when the coefficient valued field is not complete, the next result is
shown in [1].

Proposition 2.2.14. Let X be a finite-dimensional vector space over a valued field
(K,v) whose completion (K,0) is a locally compact and not a discrete space. Then
the lattice of wvector topologies (Tx(X),C) is isomorphic to the lattice of subspaces

~

(04(X), D) by

T:0:(X) 38 I*(Tx(9)) € Tk (X),

where X is a K -vector space obtained by k@KX, the map I : X — X s defined by

~

r+— 1 ®@x and we take the closure with respect to T™*(X).

Proposition 2.2.15. In the situation of Proposition 2.2.14, a vector topology T' is
Hausdorff if and only if &(T) N I(X) = {0}.
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2.3 Geometries from vector spaces

In this section, we recall the fundamental theorem of affine geometry and the fun-
damental theorem of projective geometry.

For a vector space X, we say two subsets Ay, Ay of X parallel lines if there exist
two points x1, zo € X and a 1-dimensional subspace [ such that A; = z; +1[ for i = 1, 2.
Then the fundamental theorem of affine geometry is stated as follow.

Theorem 2.3.1 (Fundamental theorem of affine geometry). Let X be a vector space
over K with dimg(X) > 2 and Y be a vector space over L. If a bijection ¢ : X —Y
maps parallel lines of X to parallel lines of Y, then ¢ is a composition of a semilinear
map and a translation.

In [12], an elementary proof is given for X =Y case. This proof is easily modified
to the case of X # Y.

Theorem 2.3.2 (Fundamental theorem of projective geometry). Let X be a vector
space over K with dimg(X) > 3 and Y be a vector space over L. Let ® : ox(X) —
or(Y) be a lattice isomorphism. Then there exists a semilinear map ¢ : X — Y such

that ®(S) = ¢(S) for all S € ox(X).

The fundamental theorem of projective geometry holds for the sublattice consisting
of finite-dimensional subspaces. Namely, let 0% (X) denote the sublattice of o (X)
consisting of finite-dimensional subspaces of X. Then the next statement holds.

Theorem 2.3.3. Let X, Y, K, L satisfy the same assumption in Theorem 2.3.2. Let ® be
a lattice isomorphism from ox>°(X) to o7 (Y). Then there exists a field isomorphism
Y K — L and a y-semilinear isomorphism ¢ : X — Y such that ®(S) = ¢(S) for all
S e ox™(X).

An easy consequence of Theorem 2.3.3 is every lattice isomorphism between the
lattices of finite-dimensional subspaces extends to the lattices of all subspaces.

A proof of fundamental theorem of projective geometry is given in [4]. We end this
section by showing that the proof according to [4] also holds in the situation of Theorem
2.3.3. For a vector x € X, we denote by Kx, a subspace of X generated by .

Proof. The proof is divided into several claims.

Claim 1. For non-zero vectors x € X,y € Y such that ®(Kx) = Ly and for a vector
¥ € X with Kx # Ka', there exists a unique iy’ € Y such that

{ O(Kz') = Ly,
O(K(z—1')) =Ly —v).

When z' = 0, then Claim 1 is valid by ¢’ = 0. Next, we consider when x’ # 0. From
K(z —2') C Kz + Ka', we deduce that

O(K(x—2')) CP(Kx+ Ka') = ®(Kzx) + ®(K1').

20



The assumption Kz # Ka' implies © # 2. Thus (K (z — 2’)) is 1-dimensional. Thus
there exists a non-zero yy € Y with ®(K (x — 2’)) = Lyo. Since yo € ®(Kz) + ¢(Ka')
and ®(Kz) = Ly hold, there exist y; € ®(Kz') and [ € L such that yo = ly — y;. Since
K(z — ') ¢ Ka', we have Ly, ¢ ®(Kz') and thus, [ # 0. We define 3/ as [~ 'y;. Then
since we assumed that @' # 0 and Kz # K2, we have Ly’ = Ly; C ®(Kz') implies
that Ly’ = ®(Kz'). Furthermore,

(K (z —2')) = Lyo = L(I"'yo) = L(y — /'),

and thus ¢’ meets all our requirements.
Assume now that y” also satisfies ®(Kxz) = Ly” and ®(K(x —2')) = L(y — ¢"),
which implies that

Ly’ = Ly" and L(y —y') = L(y — y").
Consequently, there exist numbers Iy, [ € L such that
y=hy"and bb(y —y") =y -y =y —Ly"

Thus we obtain (lo— 1)y = (Io—11)y”, which implies that ®(Ka') = Ly” C Ly = ®(Kx)
if Iy # [;. This is contradiction since we assumed Kz # Kz’ and 2’ # 0. Therefore
ls =1y and I, = 1 hold since y # 0, which implies 3’ = 3”. This completes the proof of
Claim 1.

From Claim 1, for fixed non-zero vectors = € X,y € Y such that ®(Kz) = Ly, we
define a function hA(x,y : 2') from (X \ Kx)U {0} to Y by which 2’ is sent to y' such
that

{ O(Kz2') = Ly,
O(K(z—1') =Ly —v).

Claim 2. For non-zero vectors x,x' € X such that Kx # Kx' and y,y' € Y such that
O(Kz) = Ly and ®(Kz') = Ly, we have
h(z,y:2') =y < h(2,y :2)=y.

It is clear that the equation ®(K (x—2x')) = L(y—y’) is equivalent to ®(K (z'—z)) =
L(y —y), and thus by definition of h, Claim 2 holds.

Claim 3. If x1,x9, x3 are three independent vectors in X, then
K(zg —x3) = (Kxg + Kaz) N (K (21 — x2) + K(z1 — x3)).
It is obvious that
K(xg —x3) C (Kxo 4+ Kas) N (K (2 — 22) + K(21 — x3)) = J.
Conversely, let j € J be of the form
j =axry+brs =d(xy —x2) +e(ry — x3), a,b,d,e € K.
Since x1, T2, x3 are independent, we have a = —d, b = —e, d+e = 0. Hence j = a(zy—x3)

belongs to K (z2 — 3). This proves Claim 3.

21



Claim 4. If x1, x5, x3 are independent vectors in X andy, € Y satisfies ®(Kx1) = Ly,
then h(x1,y1 : x2) =y and h(x1,y1 : x3) = ys implies h(xa, yo : x3) = y3 for ys,ys € Y.
By hypothesis, the following equations are valid:

O(Kz1) = Ly1, P(K(x1—12)) = L(y1 — 2),

O(Kxo) = Lya, ®(K(z1—w3)) = L(y1 — y3),

q)(Kl’g) = Lyg
The independence of three vectors yi,s,ys3 is a consequence of the independence of
T1, T2, 3.
Hence we may apply Claim 3, both x1, x5, x3 € X and y1,y2,y3 € Y. Consequently, we
obtain

O(K (19— x3)) = P((Kzg + Ka3) N (K (21 — x9) + K(17 — 13))
= (Ly2 + Lys) N (L(y1 — y2) + L(y1 — y3))
= L(y2 — y3).
Now the validity of the three equations
O(Kxy) = Ly, ®(Kz3) = Lys, P(K(xy —x3)) = L(y2 — y3)
implies that h(xq,ys : T3) = ys.
Claim 5. If xq, x5, x3 are three independent vectors in X, then

{ K(xy — 29 —x3) = (K(x1 — 29) + Ka3) N (K(x1 — x3) + Kxg),
K(J)Q+ZE3) = (KIEQ +KI’3> N (K(xl — T —ZE3) +KI’1)

Claim 5 follows from similar arguments in the proof of Claim 3.

Claim 6. Let z1 € X and y; € Y be non-zero vectors satisfying ®(Kx1) = Ly,. For
xo,x3 € X, if Koy N (Kxo+ Kx3) = 0 holds, then h preserves the addition. Namely we
have
h(z1, 91t wa + 23) = M@, 41 2 22) + h(z1, 91 0 23).
(Case 1:Three vectors z,x2, 23 are independent.)
In this case, we have Kz, # Kuzy, Kz # Kzxz and Kx; # K(xs 4+ x3) from the
independence of x1, xs, x3. We put
Y2 = h(z1,y1 1 22), ys = h(z1, 91 : x3).

The independence of yi,ys,y3 follows from that of xy,x9,x3. By using Claim 5 and
definition of s, y3, we find that

O(K(x) — 29— x3)) = P((K (21 — x2) + Kz3) N (K (21 — x3) + K1)
= (L(y1 — y2) + Lys) N (L(y1 — y3) + Ly2)
= L(y1 — y2 — v3),
O(K(xg+23)) = P((Kag + Kas) N (K (2 — 29 — x3) + K1)
= (Ly2 + Lys) N (L(y1 — y2 — y3) + Ly1)
= L(y2 + y3),
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where we use the first equality to show the second equality. The above two equalities
imply that h(zq,y1 : 22 + x3) = h(x1, 11 : T2) + h(x1,y1 : 3).

(Case 2:Three vectors 1, xs,x3 are not independent.)
Our assumptions Kz # 0 and Kz N (Kzy + Kxz) = 0 imply that Kz C Kxg or
Kx3 C Kxy. Moreover, if Kxy =0 or Kx3 = 0, then our claim is trivial. Thus we only
treat the case when Kz = Kx3 # 0 and Kz, # Kxy. Since dimg X > 3, we can take
a non-zero vector x € X such that xq, xo, x are independent. We divide two cases.

(1. =3 + x3 # 0 case) By using Case 1, we obtain

h(zy,y1 @) + h(2y, Y1 0 22+ 23) = h(21, Y1 T+ 22 + 3)
= h(r1,y1 0 @+ x2) + Wy, 91 0 73)
= h(w1,y1 2 @) + h(zy, 91 0 22) + A2, 91 ¢ 23)
Thus we obtain h(z1,y1 : 2 + x3) = h(z1,y1 : 22) + h(z1,91 : x3).

(2. 23+ 23 =0 case) A similar argument in Case 1 holds. Take w so that z1, e, w
are independent. Then

= h(x1,y1 : w—+ x2) + h(zy,y1 : 3)
= h(z1,y1 1w+ 22 + x3)
=h

('Ilvyl : w)

h(z1,y1 2 w) + h(x, 91 1 x2) + h(z1, y1 @ 23)

Thus h(xy,y1 : x2) + h(x1, 51 : x3) = 0 = h(xy,y1 : 2 + x3). This completes the proof
of Claim 6.

Now, since dimg X > 3, we fix three independent vectors xq, xo, x3 € X for the rest
of the proof of Theorem 2.3.3. Take y; € Y such that ®(Kxz1) = Ly;. Let yo,y3 € Y be

{ Yo = h(%,yl : 902>,
Ys = h($1,y1 : 1163)-

Then by Claim 2 and Claim 4, we have

Claim 7.
h($27yz : iUl) = Y1,
h($27y2 : .ZU3) = Y3,
h(I3,y3 : Il) = Y1,
h($3,y3 : $2) =Y.

Claim 8. Let 7,5 be two distinct numbers of 1,2 or 3. For a vector x € X with
Kz; # Kz and Kx; # Kz, then h(x;,y; : x) = h(z;,y; : x).

(Case 1:Three vectors z;,z,,z are independent.)
By Claim 7, we have h(z;,y; : ;) = y;. Set y as h(z;,y; : ©) = y. Then by Claim 4, we
have h(z;,y; : ) =y = h(x;, y; : ).

(Case 2:Three vectors z;,z;,z are not independent.)
In this case, Kz C Kx;+ Kx;. Let x) be the last element of {z1, 22, x3}, ) # x;, 1) #
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z;. If = 0, the claim is trivial since h(x;,y; : ) = 0 = h(z;,y; : ). If © # 0, since
x;, Tr, x are independent, by Case 1, we have

h(‘rzayl : J}') - h(xkayk : .T)
Again since x;, xy, z are independent, by Case 1, we have
hxj,y;:x) = h(xg, yr : x).

Therefore, we obtain the desired equality h(xz;,y; : ) = h(z;,y; : ) in Claim 8.
We can define a map ¢ : X — Y by

¢(x) =y if and only if Kx; # Kz, h(z;,y; : ©) = y for some i.

By Claim 8, the choice of z; is not dependent in the definition of ¢. By definition of
¢, we have h(z;,y; : ) = ¢(x) for some x; € {x1, x5, x3}. Thus ®(Kz) = Lo(x) holds.

Claim 9. ¢ is an isomorphism from the additive group X onto the additive group Y .

First, we show that the map ¢ preserves the addition: ¢(x + 2') = ¢(x) + ¢(z')
for z,2" € X. Since x1,x9, x5 are independent, there is x; € {x1, 29,23} such that
Kz; N (Kx + Kz') =0, and thus by Claim 6, we obtain

h(zi,yi s o+ ') = h(xi, y; - x) + bz, y; 0 2).

Now since K(z + 2') # Kx;, Kz # Kuz;, Kx' # Kux;, by definition of ¢, we have
oz + ') = 9(z) + B(a').

Suppose ¢(z) = 0 for a vector x € X. Then ®(Kx) = Lo(z) implies P(Kx) = 0.
Since ® is one-to-one and ®(0) = 0, the subspace Kz is 0-dimensional, which implies
that £ = 0. Thus ¢ is injective.

Next, take an arbitrary non-zero element y, from Y. Since 31, y2, y3 are independent,
we can take y; € {y1,y2,y3} such that Ly, # Lyo. Then L(y; + yo) # 0 and Lyg # 0.
Thus there are non-zero vectors x, 2’ € X such that

{ O(Kx) = L(y: + o),
O(Kz') = Lyo.

Then there is a € K such that z; + ax’ € Kz. This is proved as follows: Since
O(Kz) = L(y; +yo) C Ly; + Lyy = ®(Kx; + Kz2'), we have Kz C Kx; + Kz', and thus
x is represented as x = fx; + ya’ for some B,v € K. If § were zero, then x € Kux/,
which implies that L(y; + yo) C Lyo. This is contradiction since Ly; # Lyo. Thus
we obtain z; + ax’ € Kz by putting « as f~!'y. Now we show that zy = az’ is
sent to yo by ¢. Since ¢(z9) € ®(Kz') = Lyo holds, ¢(xg) — yo € Lyo. Next, since
z; + xg € Kz, we have L(¢(x; + x9)) C ®(Kz) = L(y; + yo). Thus ¢(zg) — yo =
(o(x;) + (o)) — (vi + yo) € L(y; + yo). Therefore, the element ¢(zg) — yo belongs to
the intersection Lyo N L(y; + yo) = 0, which implies that ¢ : X — Y is surjective, and
we conclude that ¢ : X — Y is a group isomorphism.
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Claim 10. ®(5) = ¢(S) for every finite-dimensional subspace S of X.

For every x € S, we have ¢(z) € Lo(xz) = ®(Kz) C ®(5). Thus ¢(S) C ®(S5) holds.
Take y € ®(S). Since ¢ is surjective, there exists x € X such that ¢(z) = y. Then
O(Kz) = Lo(x) = Ly C ®(S) implies that = € S. Therefore we have y = ¢(z) € ¢(95).

For a non-zero vector x € X and k € K, since ®(Kz) = L¢(x), we denote by
s(z, k), a unique | € L such that ¢(kz) = lp(x).

Claim 11. For non-zero vectors x,2' € X and k € K, we have s(x, k) = s(2', k).

First, we assume that Kz # K2'. Then we have

s(x+ ' k)p(z) + s(x + 2’ k)p(2') = s(x + 2/, k)dp(a + 2)
= ¢(k(z + 2'))
= ¢(kx) + ¢ (k')
= s(z, k)o(x) + s(2', k)p(a').
Since ¢(x) and ¢(x’) are independent, s(z, k) = s(z + 2', k) = s(2/, k) holds. Next, in
case Kr = K1/, since dimyg X > 2, there exists a non-zero vector z” € X such that
Kx" # Kx = Ka'. By the same argument, we obtain s(z, k) = s(z”, k) = s(2/, k).

By Claim 11, we can define a map ¢ : K — L by which k£ € K is sent to [ such that
o(kx) = 1(1)p(x) holds for any non-zero vector z € X.

We finish the proof of Theorem 2.3.3 by showing that ¢ : K — L is a field isomor-
phism.

(surjectivity) Let xy be a non-zero vector of X. For a fixed [ € L, since ¢ is
surjective, there exists ¥ € X such that ¢(z) = l¢(xg). By Claim 10, ¢(z) € Lo(xo) =
O(Kxy) = ¢(Kxp) holds. Since ¢ is injective, x belongs to Kz, and thus there exists
k € K such that © = kxzo. Then by definition, ¢(x) = (k)¢(zo), which implies

(k) = I. Therefore v is surjective.
(homomorphism) Let ki, ks € K. By definition of ¢) and by Claim 9, we have

(1 (k1) + P (k2))d(x0) = p(k120) + P(kao)

= (k1 + ka)zo)

= (k1 + ka2) (o).
Thus, v preserves the addition: (k1) + ¥(k2) = (k1 + ko).
Next, for every ky, ky € K, we have

(Y (k1) (k2)) (o) = @ (ki (kaz0))

O((k1k2)zo)
U (kika) (o).
Thus 1) preserves the multiplication: ¥ (k1ks) = (k1)1 (ka).

Next, ¥(1)p(xg) = ¢(1lxg) = ¢(z0) implies that (1) = 1.
(injectivity) Let k£ € K be mapped to zero by . Then ¢(kzg) = ¥ (k)p(xg) = 0
Since ¢ is injective, we obtain kxg = 0 and thus k& = 0. O
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Chapter 3

Rigidity of lattices of vector
topologies

3.1 An extension of a theorem of J. Hartmanis

In this section, we extend a result due to J. Hartmanis.

Theorem 3.1.1 (J. Hartmanis [8]). Let X, Y be non-empty sets and ® : (X)) — X(Y)
be a lattice isomorphism. Then, there exists a unique bijection ¢ : X — 'Y such that

e if the cardinality | X| is one, two or infinite, then ® = ¢,, and

e if the cardinality | X| is finite more than two, then either ® = ¢, or & = Cy o ¢,
holds.

Remark 3.1.2. The original statement of Theorem 3.1.1 in [8] is on the group of lattice
automorphisms of %(X). Namely, it deals with the case when X =Y.

The following is a slight modified proof of Theorem 3.1.1 from [8].

Proof. Let px be the set of atoms of (X)) and py be that of ¥(Y). Since a lattice
isomorphism is an order preserving bijection, the restriction of ® to the set px of atoms
is a bijection between px and py. In particular, the cardinalities of atoms are equal.
Thus X is a finite set if and only if Y is a finite set. Moreover, the cardinality of X is
equal to Y if X is a finite set.

(|X] = 1,2 case) When |X| = 1, the set YV is also a one point set, and thus the
claim is clear. When |X| = 2, let 1,29 and y1, yo be points of X and Y, respectively.
Since ®(a(z;)) is an atom of form a(y;) or a(yz), a map ¢ : X — Y is defined so that
O(a(x;)) = a(p(x;)) holds for i = 1,2. This map is a unique map satisfying our claim
when | X| = 2.

(|X| > 3 case) In this case, we decompose the sets of atoms px and py into nxUmy
and ny L my, respectively. We show that either

( 1) (I)(l‘lx) = Ny and Cb(mx) = my, Or
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( 11) (b(nx) = My and Q)(mx) = Ny

holds. Let p be an atom from ny U my. Assume that ® sends p to ly. By (4) of
Proposition 2.1.6 and by surjectivity of ®, there exists an atom a € px such that
t(®(p), ®(a)) = 4. It is clear that the lattice isomorphism ® preserves the type, and
thus ¢(p,a) = 4. This contradicts to (3) of Proposition 2.1.6. Therefore ®(nx Umy) C
ny Umy. By the same argument for ® ! implies this inequality is the equality. Next, we
assume that there exist two atoms p, ¢ from ny such that ®(p) € ny and ®(q) € my-.
By (2) of Proposition 2.1.6, the type t(®(p),®(q)) is 2. On the other hand, t(p,q)
is 3 by (1) of Proposition 2.1.6, which contradicts to ® preserves the type. By the
same argument, we obtain that ® does not send atoms from mx to both ny and my-.
Therefore we obtain the above ( i) or ( ii) holds.

We consider the case (i) holds. Since ®(nx) = ny holds, we define a map ¢ :
X — Y so that ®(a(x)) = a(¢(z)) holds for each x € X. This map is a bijection
since the restriction ® [,,: nx — ny is a bijection. Now we fix a proper subset D of
X and take a proper subset D’ of Y such that ®(a(D)) = a(D’). Then the inequality
a(D) C V,ep a(x) implies that

zeD

={0,A, X | AC ¢(D)}.

Thus we have D' C ¢(D). By the same argument for ! and ¢!, the equality
D" = ¢(D) holds, which implies that ® coincides with ¢, at all atoms. Since ¥(X) is
atomic lattice, we have ® = ¢,.

Next, we assume that ( ii) holds. Since ® is a complete lattice isomorphism, we have
O(\/nx) =V P(ny) =\/my. The supremum \/ny is the discrete topology, which is
the top element in X(X). Thus ® sends \/ ny to the top element in (YY), namely the
discrete topology of Y. On the other hand, the topology \/ my is a cofinite topology,
that is, it consists of the sets Y \ F' for finite subsets F' of Y. Thus ( ii) holds only
if Y is a finite set. Therefore the complement map Cy : (Y) — X(Y) is a lattice
isomorphism, and we can apply the proof of the case ( i) for Cy o ®.

We end the proof by showing the uniqueness the bijection when |X| > 3. Let
¢1,¢2 : X — Y be two bijections such that ¢;, or Cy o ¢;, is equal to ® for i = 1,2.
Since an induced map by a bijection ¢ satisfies ¢.(a(D)) = a(¢p(D)) for a proper
subset D C Y, the induced map ¢, preserves the cardinality of the proper subsets.
On the other hand, the complement map sends an atom a(D) to a(Y \ D). Thus Cy
does not coincide with any induced maps when |X| > 3. Thus only ¢, = ¢, or
Cy o ¢1, = Cy o ¢y, occurs, which implies that ¢; = @9 since ¢;,(a(z)) = a(¢;(z)) hold
fori=1,2. 0
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3.2 Proof of Theorems

In this last section, we prove the main theorems: Theorem 3.2.5 and Theorem
3.2.8. Since our proofs use fundamental theorems of affine and projective geometries,
we connect topologies and subspaces as follows.

Definition 3.2.1. Let X be a vector space over K. We define maps Gx, Tx between
Tk (X) and ok (X) by

Gx:k(X)3 T () U€ox(X),
oeUeT

Tx: O'K(X) 58— {U S TmaX(X) | U= U+S} S TK(X).
We abbreviate G x, Ty to &, T, respectively if there is no danger of confusion.

Proposition 3.2.2. Let X be a vector space over a topological field K. Then &(T)) is
a subspace. T(S) is a vector topology.

Proof. By definition, zero belongs to &(T'). Let x1,x2 are elements of &(7"). Then for
an arbitrary open neighborhood U € T of zero, by the continuity of the addition at
(0,0), we have an open neighborhood V' of zero such that V' + V' C U. By definition,
x1,x2 belong to V| which implies that z; + zo € U. Thus 27 + 25 is in &(T'). Next
we take a € K and x € &(T'). For an arbitrary open neighborhood U € T of zero,
since the scalar multiple is continuous at (a,0) € K x X, there are open neighborhoods
O € Tk of @« and V € T of zero such that O x V' C U. By definition, we have x € V
and a*x € U. Thus axx € &(T). Therefore &(T') is a subspace of X.

For a subspace S, let g : X — X/S be the natural quotient map. Then T(S) is
equal to mg* o g, (T™*(X)). Thus by Corollary 2.2.5, T(S) is a vector topology. [

We see several properties of G, %.
Lemma 3.2.3. (1) The composition S o T is an identity map of o (X).
(2) For a vector topology T on X, the composition satisfies T C T o &(T).

(3) For a wvector topology T on X, the subspace &(T') is {0} if and only if T is
Hausdorff.

Proof. (1) Let U be an open neighborhood of zero with respect to (.S). By definition,
U = U+ S holds. Thus S C U holds since zero belongs to U. Next we assume
that there exists an element x from ((ycpex(s)U) \ S Let m : X — X/S be the
natural quotient map. Since m(x) # 0 and T™*(X/S) is Hausdorff, there are disjoint
open neighborhoods Vi, Vs of 7(z), 7(0). Then 7~(V5) is an open set with respect to
7 (T™*(X/S)) and T™>(X). Since Kerr is S, the set m71(V4) is S-invariant. Thus
0 € 7 1(V3) € T(9) holds, and by definition, xz € 7~!(V3). This is a contradiction.

(2) Since translations are homeomorphism with respect to each vector topology, it
suffices to show that every open neighborhood U of zero with respect to T"is in To&S(T).
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Since &(T') has zero, U C U+ &(T) holds. For the other inclusion, let u, s be elements
from U and &(T'), respectively. By the continuity of the addition at (u,0) with respect
to T, we have open neighborhoods u € U’,0 € V' such that U’ +V C U. By definition
of &(T'), the element s is in V, and thus v+ s € U. Thus the equality U = U + &(T)
holds. Therefore by definition, U € T o &(T)).

(3) When T is a Hausdorff topology, each non-zero element z has disjoint open
neighborhoods = € U;,0 € U,. Then z does not belong to &(T') since ¢ Us, which
implies that &(T") = {0}. Assume that &(T") = {0} holds. Then for a non-zero element
x, by definition of &(7'), there exists an open neighborhood of zero to which = does
not belong. By the same argument in the proof of Proposition 2.2.7, T" is a Hausdorff
topology. O]

Remark 3.2.4. Recall that a pair of maps (f,g) between two posets (P, <p) and
(Q, <q) is called antitone Galois connection it f : P — Q and ¢g : Q — P invert the
orders and satisfies

q<q f(p) & p<eglq)

for p € P,q € Q. The pair of maps (&x,Tx) is an example of Galois connection. In
fact, by definitions of &x and Tx, they invert the inclusion order. By Lemma 3.2.3,
S C 6x(T) holds if and only if 7' C Tx(S) for S € o (X) and T € 7x(X). Thus the

pair is a Galois connection.

Theorem 3.2.5. Let X be a vector space over a topological field K with dimg(X) > 2
and Y be a vector space over a topological field L. For each lattice isomorphism
O N(X) = X(Y) such that O(1x (X)) = 7(Y), there exists a unique triple (¥, ¢, yo)
consists of an isomorphism i : K — L between topological fields, 1-semilinear isomor-
phism ¢ : X =Y and a point yg € Y satisfying

o if | X| is infinite, then ® = (¢ + yo)« holds, and
o if | X]| is finite, then either ® = (¢ + yo)« or & = Cy o (¢ + yo)« is true.

Proof. By Theorem 3.1.1, there exists a bijection ¢ : X — Y such that & = ¢, or
® = Cy o ¢, holds. We prove that ¢, is a composition of a semilinear isomorphism
and a translation map.

(& = ¢p,case) We set yy as ¢o(0) and ¢ as ¢y — yo so that ¢(0) = 0. Since the
translation map Y 3 y — y — yp € Y is homeomorphism with respect to each vector
topology, ¢. also a lattice isomorphism between 74 (X) and 7 (Y').

Let S be a subspace of X and x € X be a point. We put T" as Tx(5), and then we have
Sx(T) = S by Lemma 3.2.3. Since a translation is a homeomorphism with respect to
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T, the equality x + .S = (),.yep U holds. By taking the image by ¢, we have

sz +9)= [ )

xeUeT
— ﬂ 1%
$(x)EVEGL(T)
=¢(x)+ () V.

0eVep.(T)

The last equality holds by the same argument used to show x + S =, /e U. Thus
oz +S) = ¢(x) + Sy (¢.(T)) holds. In particular, ¢(S) = Sy (¢.(T)) holds, which
implies that ¢ maps subspaces of X to subspaces of Y. By the same argument for
¢!, the map ¢ induces a lattice isomorphism between o (X) and or(Y). Thus ¢(S)
is 1-dimensional if and only if S is 1-dimensional. Therefore ¢ sends parallel lines
of X to those of Y, and we can apply the fundamental theorem of affine geometry
(Theorem 2.3.1). Namely, ¢ is a t-semilinear isomorphism for a field isomorphism
Y since ¢(0) = 0. Now we show that ¢ : K — L is homeomorphism. We fix a
non-zero element xy € X and denote by Kxg, Lo(xg), the subspaces generated by
xo, ¢(xg), respectively. Then the fields K, L are identified with 1-dimensional subspaces
Kxo, Lo(xg) by

K>a— axzy € Kuxg,
L3> B~ Bx*¢(ro) € Lo(xo),

where we endow Ko, Lo(zg) with the relative topologies of T™**(X), T™**(Y'), respec-
tively. By Corollary 2.2.6, linear maps

(X, "™ X)) >z =2"4+arg— a € (K, Tk),
Y, T"(Y)) 2 y =y + Bé(x0) = B € (L, Ty)

are continuous, where ’ € X’ and ¢’ € Y’ are components with respect to fixed direct
product decompositions X = X' @@ Kzo,Y = Y' @ Lp(xg). Thus the restrictions to
Kxg, Lo(xy) are continuous. Combining with the continuity of scalar multiples, we
deduce that these identifications are homeomorphism. Since ¢, (7T™*(X)) = T™*(Y),
the restriction ¢ [k., Kxg — L¢(x¢) is a homeomorphism, which is equal to ¢ : K — L
under the identifications.

(® = Cy o ¢p,case) By Theorem 3.1.1, this case occurs when X and Y are finite
sets. Thus L is a finite field, and Y is a finite-dimensional space. Since we assume that
topological fields are Hausdorff, L has the discrete topology. By Proposition 2.2.10, for
each vector topology T on Y, there exists a subspace S such that T'={V € T™>*(Y") |
V =V + S}. Moreover, since Y is a finite set, 7™*(Y") is discrete topology. Thus T is
generated by the set

ly+S|lyeY},
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which implies that Cy (T') = T'since Y\ (y+S5) = U, (¥’ +5). Therefore Cyo® = ¢, :
Y(X) — 3(Y) is a lattice isomorphism which preserves the lattices of vector topologies.
Hence the same argument in (® = ¢, case) can apply for Cy o ®.

(uniqueness of the triple) Let (v, ¢1,y1) and (s, 2, y2) be triples satisfying
the claim of Theorem 3.2.5. By the same argument in the proof of Theorem 3.1.1,
(01 4+ Y1)« = (02 + y2)« and ¢1 +y1 = @2 + yo hold. Thus by substituting zero, we have
y1 = y2 and ¢; = ¢o. We fix non-zero element xqg € X. Then for every a € K, the
equality ¢ = ¢ implies

Pi(a) x o1(xo) = dr(a* xo) = ga(a x o) = () * Pa(o).
Since ¢1(xg) = ¢o(x0) # 0, we obtain ¥ = 1hs. O

As J. Hartmanis studied in [8], we study the group of lattice automorphisms of lattice
of topologies when X =Y in Theorem 3.2.5. Let Aut(X(X),7x(X)) be the subgroup

of lattice automorphisms of lattice of topologies consisting of maps preserving 7 (X).
Namely, the group is defined as

{® € Aut(B(X)) | (7 (X)) = 7 (X)}.

Let I'Ly(X) denotes the group of semilinear automorphisms whose associated field
isomorphism is a homeomorphism of K. Then we obtain the following corollary of
Theorem 3.2.5.

Corollary 3.2.6. Let X be a vector space over a topological field K with dimg (X) > 2.
o [If X is an infinite set, the following map w is a group isomorphism:

X XTLy(X) 3 (z,0) = (¢ + ). € Aut(E(X), 7 (X)).
o If X is a finite set, the following map p is a group isomorphism:
(X X TLp(X)) X Z/27 > (z,¢,¢€) — Cx o (¢ + x), € Aut(X(X), (X)),
where C'x° = idy(x) and Cx! = Cx.
Here the operation of the semidirect product X x T'L,(X) is defined by

(21, 01) - (T2, P2) = (1 + P1(72), P10 o).

Proof. From Theorem 3.2.5, the homomorphism g is bijection. We show that p is a
group homomorphism. For two bijection maps fi, fo : X — X, by definition, (f). o
(f2)« = (f1 0 f2)« holds. Thus p is a group homomorphism if X is infinite. Moreover,
by definition, for a bijection map f and a topology T € ¥(X), we have
Cx o fu(T) ={X\V |V € f(T)}

={X\f(U)|UeT}

={/(X\U)|UeT}

= f* ¢ CX (T)
Thus C'x and f, commutes, which implies that p is a group homomorphism if X is
finite. O
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Under the assumption of Theorem 3.2.5, the restriction of ® to the lattice 74 (X) is
indeed a lattice isomorphism between 7 (X) and 7, (Y"). Next example shows however,
we cannot weaken the assumption to the existence of a lattice isomorphism between
the lattices of vector topologies.

Example 3.2.7. Let K be the field of rational numbers Q and L be the field of real
numbers R with the standard absolute value. They are clearly not isomorphic as fields.
Let X be K2 and Y be L2. Then by Proposition 2.2.13, the lattices of vector topologies
are both isomorphic to the lattice og(R?) of subspaces of R%. Thus 7x(X) and 7.(Y)
are isomorphic.

In the above example, although the lattices of vector topologies are isomorphic,
lattice isomorphisms ignore the Hausdorff vector topologies. In fact, by Proposition
2.2.15, 75 (X) has continuum many Hausdorff topologies, whereas 7.,(Y) has only one
Hausdorff topology by Proposition 2.2.12. If we put an assumption on lattice isomor-
phisms so that they preserves Hausdorff vector topologies, we obtain a similar result to
Theorem 3.2.5.

Theorem 3.2.8. Let X be a vector space over a topological field K with dimg(X) > 3
and Y be a vector space over a topological field L. If there exists a lattice isomorphism
S : i (X) = 7L(Y) such that ®(7H(X)) = 7H(Y), then K and L are isomorphic as
fields algebraically and dimg(X) = dimg(Y).

Proof. We define two maps F, G by

Fiorp(X) 25 7 (X) S (V) 25 0(Y),

Gion(V) 25 (V) 25 7 (X) 25 o (X).

Since &, ¥ invert the inclusion order and ®, ®~! preserve the order, F, G preserve the
order. Moreover, by applying (2) of Lemma 3.2.3 for T' = ® o Tx(.5), the inequality
T C Ty o Sy(T) holds. Since Sx o 7! inverts the order, by (1) of Lemma 3.2.3, we
have

FoG(S) CGxod N(I)=6x0Tx(S)=5 (*)

The same argument shows that GoF'(S”) C S" holds for S” € o (X). We prove that F, G
are lattice isomorphisms between the lattices of finite-dimensional subspaces 0> (X)
and 07°°(Y). More precisely, for non-positive integer d, we denote by 0% (X),d¢(Y),
the set of d-dimensional subspaces of X, Y, respectively. By induction with respect to
d, we prove that the restriction F' [,4 (x): 04 (X) — o¢(Y) is a bijection and G ot (v):
o4 (Y) — 0% (X) is the inverse map.

(Base case) By (3) of Lemma 3.2.3, the 0-dimensional subspace of X is sent by
T x, to Hausdorff topology T'= Tx({0}). Since ® preserves Hausdorff vector topology,

®(T) is a Hausdorff topology, and &y sends ®(7) to 0-dimensional subspace by (3) of
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Lemma 3.2.3. Thus F' sends the 0-dimensional subspace to the O-dimensional subspace.
The same argument holds for G. Thus d = 0 case holds.

(Induction step) We assume that d =0, 1,...,d’ cases hold and prove the case of
d = d'+1. Assume that there is a subspace S € 0% +!(X) such that dg = dim(F(S)) <
d'. By the same argument in d = 0 case, dg # 0 since dimg(S) > 1. Thus there are
distinct dg-dimensional subspaces 51,55 of S. Since F' preserves the order, we have
F(S1), F(S3) € F(S). By the hypothesis of induction, the dimensions of F(Sy), F/(Ss)
are the same, and thus F(S;) = F(S2), which is a contradiction since F' ro}i(S(X) is a
o) A G ey
do not decrease the dimension of subspaces. Next assume that there are two distinct
d'+1-dimensional subspaces S, Sy such that F'(S1) = F(S2) holds. Note that the above
argument implies the dimension of F'(S1) = F(Sz) is more or equal to d’'+ 1. By (*), we
have G o F(S1) = G o F(Ss) is a subspace of S; N S,. Since S; and Sy are distinct, the
dimension of S; NSy denoted by dg, is less or equal to d’. The same argument in d = 0
case shows that dg # 0. Thus we can take two distinct dg-dimensional subspaces 57, S5
of F(S1) = F(S;). By sending by G, we have G(S]), G(S5) C S1 N Sy. This inclusion
is actually equality since their dimensions are equal to dg by the induction hypothesis,
which is a contradiction since GG [UcLzS is injective. By the same argument for G,

bijection. By combining the same argument for G, we have F' |

)

we obtain that F' [ o ) and G [ a1, are injection. Lastly, assume that there
K L

)
is a subspace S € o%1(X) such that the dimension of F(S) is greater than d’ + 1.
Then we can take two distinct d’ + 1-dimensional subspaces S7,S5 of F(S). Then
by (*), we have G(S7),G(S5) C Go F(S) C S. Since G [UZ/+1(Y) does not decrease
the dimension, G(57), G(S5) are both d’ 4 1-dimensional subspaces of S, which means
that they coincide. This is a contradiction since G [02”1 ) is injective. The same
argument for G shows that restrictions F [g;l(’“ x) and G [Uf“ ) does not increase
the dimensions of subspaces. Therefore F'o G(S') = S’ and G o F(S) = S holds for
S € oY) and S € 6% (X) since they are the same dimensional subspaces. This
completes the d = d' + 1 case.

By Theorem 2.3.3, we can apply the fundamental theorem of projective geometry,
and obtain the result of Theorem 3.2.8. O

Next example shows that in the situation of Theorem 3.2.8, we cannot conclude
that the coefficient fields are isomorphic as topological fields.

Example 3.2.9. We fix a prime integer p, and let K be the field of complex p-adic
numbers C,, that is, K is the completion of the algebraic closure of the field of p-adic
numbers Q,. Then the valuation |- |, of Q, is extended to C,. Set L as the field
of complex numbers C with the standard absolute value. Since C, and C are both
complete, by Proposition 2.2.13, lattices of vector topologies are isomorphic to lattices
of its subspaces:

TK(K3) = O'K(K3), TL(L3) = JL(L3).
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Moreover, it is known that by using the axiom of choice, C, and C are isomorphic as
fields. Thus the lattices of subspaces are isomorphic:

O'K(KS) = O'L<L3).

Therefore we obtain a lattice isomorphism @ : 75 (K?) — 77 (L?). By Proposition 2.2.12,
Hausdorff vector topologies of 7x(K?3) and 7 (L3) are only T™(K3) and T™(L3),
respectively. Thus Hausdorff vector topologies are mapped by any lattice isomorphism.
Therefore ® satisfies the assumption of Theorem 3.2.8. However the sequence of integers
{p"}2, converges to zero in C, whereas it does not converge in C, which implies that
K and L are not homeomorphic by any field isomorphisms.
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