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LETTER
Compressed Sensing EEG Measurement Technique with Normally
Distributed Sampling Series

Yuki OKABE†, Nonmember, Daisuke KANEMOTO†a), Member, Osamu MAIDA†, Nonmember,
and Tetsuya HIROSE†, Member

SUMMARY We propose a sampling method that incorporates a nor-
mally distributed sampling series for EEGmeasurements using compressed
sensing. We confirmed that the ADC sampling count and amount of wire-
lessly transmitted data can be reduced by 11% while maintaining a recon-
struction accuracy similar to that of the conventional method.
key words: EEG, low-power consumption, compressed sensing, random
undersampling, normal distribution

1. Introduction

In recent years, electroencephalogram (EEG) measurements
have been actively studied in the medical and engineering
fields because they can be used for the early detection of
brain diseases such as Alzheimer’s disease and for confir-
mation of health status [1]. In conventional EEG measure-
ments, the measurement device is attached directly to the
head of the subject by a cable, and the restraint caused by
prolonged measurement causes a burden and discomfort to
the subject. In recent years, wireless EEG measurement
devices have attracted considerable attention because they
cause less discomfort to the subject [2]. However, wireless
EEG measurement devices are battery-powered. A low-
power consumption technique should be incorporated in the
circuit design to realize a lightweight device with a small
battery and long-term measurement capabilities.

In the general flow of wireless EEG measurements, the
sensing unit acquires EEG signals from the head of the sub-
ject. Because the magnitude of the acquired EEG signal is
weak, it is amplified through an analog circuit [3]. Next,
the analog-to-digital converter (ADC) converts the analog
EEG signal into a digital signal, which is then sent to the
data processing unit for analysis. It has been reported that
approximately 70% of the total system power is consumed
when the signal is transmitted by this radio [4]. Therefore,
we have been studying EEGmeasurement frameworks using
compressed sensing (CS) [5] to reduce the power consump-
tion during wireless transmission [6]–[9].

Among CS approaches, random undersampling has re-
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Fig. 1 EEG mesurement framework.

ceived considerable attention for simplifying the ADC im-
plementation. One of the random undersampling methods
uses a continuous uniform distribution as a pseudorandom
distribution with a certain interval sampling width. This ap-
proach can reduce the ADC power consumption [10]. How-
ever, an optimal distribution of the sampling series has not
been proposed to further reduce the ADC power consump-
tion, and it is thought that the distribution of the sampling
series needs to be improved to achieve further reduction in
ADC and wireless transmission power consumption.

We propose an ADC sampling scheme that achieves
low power consumption during wireless transmission in the
EEG measurement framework (Fig. 1) using random under-
sampling. To focus on the discussion pertaining to sampling,
the EEGmeasurement frameworkwithout independent com-
ponent analysis (ICA) was considered in this letter.

The remainder of this letter is organized as follows.
Section 2 describes the background of the study. Section 3
explains the details of the proposed sampling scheme. In
Sect. 4, we describe the condition settings and results of the
simulation using the proposed sampling scheme. Finally, we
conclude the paper in Sect. 5.

2. Research Background

2.1 Compressed Sensing Theory

CS theory is a method used to reconstruct a signal from a
smaller number of observations than the number of samples
originally required. In particular, CS is used to solve the
problem of finding x of size N , which can be shown as a
k-sparse signal in a certain basis matrix Ψ. The term “k-
sparse” means that the number of nonzero elements in the
vector s, denoted by x=Ψs, is k pieces. Using CS to multiply
the input signal x by the M × N observation matrix Φ, we
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obtain the compressed (observed) signal y. Therefore, the
compressed signal y of size M can be written as

y = Φx = ΦΨs = As. (1)

A=ΦΨ, and A is called the sensing matrix. When the signal
is compressed, the dimension of y becomes much lower than
the dimension of s, resulting in a problem that is difficult
to solve with no uniquely determined solution. However, if
the vector s is sparse and has many zero elements, it can be
reconstructed by solving the following equation:

min| |s| |0 subject to y = As. (2)

The l0 minimization problem is known to be NP-hard, which
makes it difficult to implement in applications. The so-
called greedy algorithm is a powerful method for solving
this problem efficiently. In this study, we simulated the
reconstruction by using block sparse Bayesian learning [11],
which is a greedy algorithm that shows excellent results in
EEG reconstruction [12].

2.2 Conventional Approach to Sampling Interval

When implementing a CS system using random undersam-
pling, the sampling frequency of the ADC is not fixed; there-
fore, the sampling period of the narrowest sampling interval
becomes the maximum ADC sampling frequency. To re-
duce the ADC power consumption, the maximum sampling
frequency should be reduced. The sampling period of the
narrowest sampling interval must be increased to reduce the
maximum sampling frequency. During the sampling of a
continuous uniform distribution with a widened sampling
interval defined in the conventional method, with a compres-
sion factor of N/M , the sampling interval should be taken
within the range of N/M and 2(N/M)-1 [10].

In Fig. 2, when the sampling interval time between the
nearest neighboring samples is ∆t and the sampling interval
at this time is defined as 0, a sampling interval time of
((N/M)+1)∆t or more is always implemented; therefore, the
maximum sampling frequency f sinterval is as follows:

Fig. 2 Concept of the sampling interval of the nearest neighboring sam-
ples for ADC.

f sinterval =
1

((N/M) + 1)∆t
. (3)

From Eq. (3), by increasing the sampling period of the nar-
rowest sampling interval, the maximum sampling frequency
can be decreased, thus reducing the ADC power consump-
tion.

3. Proposed Sampling Method

Section 2.2 covers the importance of widening the sampling
interval to reduce the ADC power consumption. In this
section, we discuss the distribution of the sampled series
within the sampling interval width.

In CS, a smaller M value reduces the number of data
points to be handled, which reduces power consumption dur-
ing wireless transmission, which consumes the most power.
We propose an ADC sampling scheme that minimizes the M
value. In the conventional sampling series with a continuous
uniform distribution, as shown in Fig. 3, even if the random
pattern is changed, the probability density of each pattern is
constant, and therefore a significant decrease in M cannot
be expected. Therefore, we reduce the number of samples
at the narrowest sampling interval, denoted by N/M . This
approach reduces the number of samples to be taken, thus
decreasing the M values.

For example, reducing the number of samples in the nar-
rowest sampling interval, requires an increase in the number
of samples in the sampling interval of 2(N/M)-1. To increase
the number of samples in 2(N/M)-1, we adopt the normal
distribution with 2(N/M)-1 as the mean value (Fig. 3). In
the case of the sampling series using the normal distribu-
tion, as the number of sampling frequencies of 2(N/M)-1 is
increased, the value of M is decreases more. Thus, lower
power consumption can be expected, because the amount of
wirelessly transmitted data can be reduced.

The graph of a general normal distribution is symmet-
rical with mean µ at the center, and as the variance (the
standard deviation σ) is reduced, the peak of the mean value

Fig. 3 Comparison of distribution.
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becomes higher and sharper, thus reducing the number of
M values. In contrast, when σ is increased, the peak of the
mean value is lower and spreads to the left and right. Thus,
the number of samples in the narrowest sampling interval
of N/M increases, as does the number of M values. There-
fore, by changing σ, one of the variables constituting the
normal distribution, we implement a sampling method with
low power consumption and no effect on the reconstruction
accuracy. Fig. 3 shows an example for σ = 0.8 to 1.6. In
addition, the sampling series used is the left half of the dis-
tribution shown in Fig. 3, and the right half shown by the
dotted line is not used.

4. Design and Evaluation

4.1 Implementation Conditions

When implementing a multichannel signal system (such as
the EEG signal used herein) in a single ADC, a multiplexer
(MUX seen in Fig. 4) is generally used. In this simulation,
a four-channel MUX was used. As shown in Fig. 4, a block
was set up for each of the four sample points, and the order of
the selected channels was determined by a random number
within each block. For example, the order of channels to be
selected in the first block in Fig. 4 is Ch 3, Ch 4, Ch 1, Ch
2. In addition, the sampling interval of the ADC was de-
signed to be 5∆t to 8∆t. The proposed method uses a normal
distribution biased toward the maximum sampling interval
of 8∆t, whereas the conventional method uses a continuous
uniform distribution for the frequency distribution that de-
termines the ADC sampling interval. As shown in Fig. 4(a),
(b), the number of samples acquired by the proposed method
is smaller than that by the conventional method within the
same time interval, resulting in a design that reduces the
amount of data transmitted during wireless transmission.

Because the maximum sampling interval of 8∆t is 7
when ∆t is set as the sampling interval 0, we set µ = 7 as
the mean of the normal distribution. This sampling series
was implemented in MATLAB. This study used the EEG
waveform measured during eye opening of a healthy male
in his 20s, sampled at 1000 Hz from 16 electrodes arranged
according to the 10-20 Electrode Positioning System [13]
with 3 s per frame (3000 samples). The normalized mean
square error (NMSE) was used as an evaluation index for the
accuracy of EEG waveform reconstruction. Assuming that
the original signal is x and the reconstructed signal is x̂, the
NMSE can be expressed as

NMSE =
| |x̂ − x| |22
| |x| |22

. (4)

As the original and reconstructed signals become closer to
equal, the value of the numerator becomes closer to zero;
therefore, an NMSE value closer to zero indicates better
reconstruction accuracy. The NMSE values calculated in
this study were the 150-frame averages of the EEG.

Fig. 4 ADC mechanism using a MUX. (a) Conventional [10]. (b) Pro-
posal.

Fig. 5 Reconstruction accuracy with change in standard deviation.

4.2 Results

The following results were obtained for the electrode config-
uration FP1 of the 10-20 Electrode Positioning System [13],
which corresponded to Ch 1 in this study. The simulation
results for the standard deviation σ = 0.1 to 3.9 of the nor-
mal distribution are shown in Fig. 5. σ and M are related,
as explained in Sect. 3; for example, σ = 0.3 corresponds to
M = 95 (Fig. 5). The error bars in the graph represent the
standard error. The standard error is a measure of the degree
to which the sample mean varies with respect to the popula-
tionmeanwhen the samplemean is calculated from a sample
drawn from the population. In this study, the error bars are
shown for a population of 100 random seed numbers.

Figure 5 shows that when M is significantly low, the re-
construction accuracy is also low. Also, the sampling inter-
val of the ADC in this study, 5∆t to 8∆t, cannot be achieved
when σ = 0.8 or less. Therefore, it is necessary to discuss
the accuracy of the reconstruction for σ = 0.9 and above.
Figure 6 shows the enlarged result of displaying the values
from σ = 0.9 to 3.9 in Fig. 5. In Fig. 6, compares the recon-
struction accuracy and the amount of wirelessly transmitted
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Fig. 6 Comparison of reconstruction accuracy with conventional meth-
ods.

Fig. 7 Proposed sampling series example (σ = 1.2, M = 102).

information as the uniform distribution of the conventional
method and the normal distribution of the proposed method.
Figure 6 shows that the reconstruction accuracy at M = 102
(σ = 1.2) is the almost same as that of the conventional
method (M = 115 [10]). An example of the sampling series
of the four-channel MUX created in this simulation is shown
in Fig. 7. It can be seen that the distribution of sampling
intervals follows a normal distribution, rather than a conven-
tional uniform distribution. The proposed sampling scheme
of the ADC can reduce the amount of transmitted informa-
tion in wireless transmission by 11% owing to the decrease
in the number of ADC samples.

Finally, the energy efficiency of the ADC with the pro-
posed sampling series is comparedwith the conventional one
[10]. In designing an ADC circuit, the number of samples
as well as f sinterval often affects the power consumption.
Figure of Merit (FoM) [14] is widely used as an indicator of
power efficiency of ADCs by utilizing power consumption,
number of effective bits, and sampling frequency. In gen-

Table 1 Comparison of energy efficiency using FoM.
FoM [fJ/conv]

Nyquist sampling [10] 92
Conventional (Uniform Distribution) [10] 12.2
Proposal (Normal Distribution)* 10.8

* The FoM of the proposed method is estimated for the same
ADC based on in [10].

eral, the sampling frequency of ADCs is often fixed. Since
the sampling frequency is variable in random undersam-
pling, FoMwas calculated using the average of the frequency
f saverage as well as [10].

FoM =
P

2ENOB f saverage
. (5)

Here, P is the power consumption of ADC, and ENOB in-
dicates the number of effective bits. Since the conventional
method adopts uniformdistribution and the proposedmethod
adopts normal distribution, the average sampling interval is
higher and the average sampling frequency is lower in the
proposed method. Therefore, f saverage of the proposed
method is 0.88 times smaller than that of the uniform dis-
tribution. Next, the above results were applied to the ADC
reported in the previous study [10]. The FoM estimation
results are shown in Table 1. Given that the value of FoM is
determined when ADC is selected, a reduction in sampling
frequency implies a reduction in P/2ENOB. The Nyquist
sampling indicates the FoM when the prototype ADC in
[10] is operated at the Nyquist rate. Conventional FoM is
the measured FoM of the ADC when utilizing compressed
sensing with uniform distribution as discussed in [10]. If
the proposed sampling series utilizes normal distribution,
the estimated FoM can be reduced to 11% when calculated
using Eq. (5) because the average frequency is suppressed.

5. Conclusions

In this letter, we propose a sampling scheme using random
undersampling for multi-channel signals, such as EEG sig-
nals. The sampling series of conventional ADCs uses a
continuous uniform distribution; however, for low power
consumption during wireless transmission, we adopt a sam-
pling series by incorporating a normal distribution. We pro-
posed a sampling scheme that can reduce the amount of data
during wireless transmission by adjusting σ of a normal dis-
tribution, and we discussed the relationship between M and
NMSE.We could reduce the amount of information transmit-
ted during wireless transmission by 11% while maintaining
a reconstruction accuracy similar to that of the conventional
sampling scheme. By designing a suitable distribution for
the sampling series of the ADC, we could reduce the power
consumption of the ADC and wireless transmission.
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