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The present paper is concerned with the differentiability and analy-
ticity of solutions of weighted elliptic boundary value problems (see [2]
for the definition of weighted ellipticity)

A(x, t, D,, D)u(x, t) = f(x,t), x=EQ, 0.1)
By(x, t, D,, D)u(x, t) =0, x€0Q, j=1,,m, 0.2)

in some cylindrical domain with Q as its base, where we denote the
order type of A by (2m, /). We first investigate such regularity pro-
perties of the solution # considered as a function of # with values in
L*(Q) or H,,Q) and then the same properties of # as a numerical function
of all independent variables (x,¢). In [2] S. Agmon and L. Nirenberg
proved the differentiability and analyticity in # of the solutions of (0. 1)~
0.2) in L?(Q), 1<p<oo, under the corresponding hypothesis on f in
case in which all the coefficients of A and {B;}7., do not depend on ¢
with the aid of their general results on abstract differential equations

1 du

— 2= —Au = F(¢ 0.3

T £ 0.3)
in a Banach space. Recently in [4] A. Friedman obtained such kind of
regularity theorems for the solutions of abstract differential equations

Ldu_ atyu = 1) 0.4)

i dt
in a Hilbert space using Fourier transform in #. In his results A(?)
may depend on ¢ but is assumed to have a constant domain. In [11]
the author showed that A. Friedman’s method can be applied to the

problem with time-dependent boundary conditions

ou(x, 1)/0t+ A(x, t, 0/0x)u(x, £) = f(x, ), xEQ, (0.5)
Bj(x, t, 9/0x)u(x, t) = 0, xe0Q, j=1,-,m, (0.6)
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where A(x, £, 0/8x) is an elliptic operator of order 2m, provided that the
positive and negative imaginary axes are of minimal growth in the sense
of S. Agmon [1] with respect to (4, {B;}, Q). In the present paper we
shall generalize this result to the higher order problem (0.1)-(0.2), the
whole contents being based on a slight extention of the inequality (14.6)
in [27]. As in [4] essential use is made of Plancherel theorem, there-
fore we are obliged to take L*) as the basic Banach space. Roughly
speaking our first main result is stated as follows: putting d=2m// if
A(x, t, D,, £D3%) is elliptic in (x, y)€Q X(— oo, o) and the Complement-
ing Condition ([3]) is satisfied by (A(x, ¢, D,, +=D3), {B;(x, t, D,, £D$)})
in O X(— o0, oo) for each fixed #, then the solution # of (0.1)-(0.2) is a
smooth function of # with values in L*Q) provided that the coefficients
of A and {B;} as well as f are sufficiently smooth and # is analytic in
t provided that all the coefficients together with some of their x-diriva-
tives and f are analytic in ¢. With the aid of this result we shall
finally prove that the solutions of (0.1)-(0.2) are analytic in all variables
if the coefficients of A, {B,} and f are all analytic functions of (x, £)€Q
X (— o0, o0o) and the boundary of Q is an analytic manifold. The proof
of this last statement is so lengthy in the general case (0.1)-(0.2) that
we shall confine ourselves to the special case (0.5)-(0. 6).

We shall investigate solutions of (0.1) satisfying the homogenous
boundary conditions (0.2). However, unless the boundary system is
equivalent to another one whose coefficients are independent of ¢, the
boundary conditions satisfied by D!z are not necessarily homogenous if
# is a solution of (0.1)~(0.2). For the the same reason the tangential
derivatives of # in the space directions may not satisfy the homogenous
boundary conditions (0.2). Therefore in sections 2 and 3 we shall obtain
some estimate for the solutions of the inhomogenous boundary value
problems. Based on this estimate we shall prove the differentiability
in ¢t of the solutions by means of difference quotient method and their
analyticity in ¢ following L. Hormander’s proof of the interior analyticity
of the solutions of elliptic differential equations with analytic coefficients
([5], pp. 178-180). In the proof of the analyticity in all independent
variables we follow the method of C. B. Morrey and L. Nirenberg [10]
and show that the Cauchy data of u are analytic on the boundary so
that we may apply Holmgren’s theorem to obtain the desired result.

Finally we note that in [13] the analyticity in the abstract sense
was proved for the solutions of (0.5)-(0.6) in L?(Q), 1<p<oco, when
{B;} is normal and all the rays {re®®:0<r<co} with »/2=<0=<3x/2 are
of minimal growth with respect to (4, {B;}, Q) as an application of a
result on the existence problem of abstract differential equations in a
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Banach space ([6]). We mention also [127, [9], [7], [8] and [15] for
related topics.

1. Notations and assumptions

We denote by Q a domain in the n-dimensional Euclidean space E,
and by 0Q its boundary. Let (x, #)=(x,, -+, x,, £) be the generic point
. 1 ] 1 0 1 0
in E,.,. We put Dx=<—~—, __), D=L _9 .

+ P —D%ax, " (—)Pax,) Tt (—1) "t
denote by D2, a=(a,, ', a,), the x-derivative D‘{’l---D?,nz(ﬁé ai)”l
@ - Xy
<__1_ _6‘> ". |a| denotes the length of the multi-index a: |a|=
(— 1) 9z,
A+t a,.

For any integer £ we denote by H,(Q) the class of all complex
valued measurable functions whose distribution derivatives of order up
to k are square integrable in , the norm of H,(Q) being denoted by

I ”k,n:

i = 3 | 1Dz Pd

Especially H,(Q)=L*Q).

H,_,,(0Q) is to be the class of functions ¢ which are the boundary
values of functions v belonging to H,(Q). In this class we introduce
the norm

<‘P>k,an = inf 10lle,a

where inf is taken over all functions v in H,(Q) which equal ¢ on the
boundary.

Let m and / be positive intergers and let d=2m//. We assume
that d is also an integer. A(x, ¢, D,, D,) is a linear differential operator
of the form

A(x, t, Dy, D) = 3] Ar_i(x, 1, D,) D} (1. 1)
where
Al—k(x9 t» Dx) :I | 2 Ak ai(x7 t)Dz ’ O§k<l ’ (1' 2)
®|<2m - kd ’

are differential operators in x of order 2m—kd at the most with coeffi-
cients defined in OX{f: —co<t<o} and Ayx, ¢, D,)=1. Let m; be
non negative integers smaller than 2m and let /;=[m;/d]=the integral
part of m;/d. Bt D,, D,), j=1,---,m, are differential operators of
the form

/5
Bj(x! t,D,, D,) = ,;)B,-,lj-k(x, t, D,)D; (1.3)
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where
Bjiyst t, D) = 33 b,z DS (1.4)

I1Bl=m ;

are differential operators in x of order m;—kd at the most with coeffi-
cients defined on 9Q X {f: —oo <f<oo}. In what follows we shall assume
without restriction that the coefficients of B(x, ¢, D,, D,), j=1, -, m,
are defined not only on dQ X {#: —co<#< oo} but also in DX {#: —co <

Denote by A _.(x,¢, D,), k=0, ---, I, the sum of terms in A,_,(x, ¢, D,)
which are of precise order 2m—kd, letting A%_,=0 if there are no such
terms. Following [2] the weighted principal part Af of A is defined as

A¥(x, t, D,, D) = 3} A}_y(x, t, D,) D! . (1.5)
k=0

Similarly we denote by B}, _«(x, ¢, D,), k=0, --,1;, j=1,---,m, the sum
of terms in Bj,,j_,a which are of precise order m;—kd, letting ij,,j_,,=0
if there are no such terms. The weighted principal part B of B; is

Bix t, D,, D) = 1B, (x,t, D)D"} . (1. 6)
=0 7

Let y be an auxiliary real variable and we denote by I' the infinite
cyclinder :

T'={x7:26Q, —co<y<oo}.

For each fixed ¢, A(x, ¢, D,, +=D3) is a linear differential operator in (%, y)
of order 2m with coefficients defined in I'. Similarly for each i=1, .-, m
and te(— o0, ), By(x, t, D,, = D5%) is a linear differential operator in (x, y)
of order m; at most with coefficients defined in I'. Clearly the principal
part A'(x, t, D,, =D3) of A(x,t, D,, =D%) is

A'(x, t, D,, £D3) = AXx, t, D,, = D3). 1.7

Similarly if the order of B;(x, f, D,, = D) is equal to m;, its principal
part is
Bi(x, t, D, £ D) = B¥x, t, D,, £D3%). 1.8)

AssumpTiONs. (I) For each ¢, A(x, ¢, D,, +£D$) is a uniformly elliptic
operator of order 2m in I'; hence A(x, ¢, D,, D,) is a uniformly
weighted elliptic operator of order type (2m, /) in the terminology
of [2]. For every (x, £)€0Q X(— o0, o) and for every set of real
vectors ¢€E,, veE,, T<E, such that (£, 7)+0 and »+0 the poly-
nomial A*x, t, E+sv, ) in s has exactly m roots with a positive
imaginary part.
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(II) For each j=1,--,m and {&(—co, o), the order of Bjx, ¢, D,,
+D3) is equal to m;.

(III) Let (x, ) be any point on 9Q X(— oo, o). Let » be the normal
to 8Q and £ E, be a real vector parallel to 0Q at x. Whenever =
is a real number such that (%, 7)+0, the polynomials in s: B¥x, ¢,
E+sv, 1), 7=1, .-, m, are linearly independent modulo the polynomial

ﬁ(s—s;,*(f, 7)) where s7(¢ 1), k=1, .-, m, are the roots of A¥(x, t,
k=1

g+sv, ) with positive imaginary part. In other words the Comple-
menting Condition is satisfied by (A(x, ¢, D,, D%), {B,(x,t, D,, D9},
I') and (A(#, t, D,, —D3$), {Bj(, t, D,, —D3)}7-,, T").

(IV) For |a|=2m—kd, k=0, -+, !, a;_4a4(x, ) (recall (1.2)) are
continuous in O X{t: —co<t<o}. For |B|=<m;—kd, k=0, -, 1,
k| =2m—m;, j=1, -, m and i=0, -,/+1, D3b;, rp(x ¢) and
D:b; ;- p(x, t) (tecall (1.4)) are continuous in O X {f: —oco<f<oo}.
(V) Q is a bounded domain of class C*™.

We shall first prove some results on differentiability in ¢ of solutions
of (0.1)-(0.2) assuming further differentiability of the coefficients. The
problem is local, therefore without loss of generality we shall assume

(IV’) All the functions in (IV) are uniformly continuous and bounded
in QX {t: —oo<t< oo}

Throughout this paper it is understood that any solution of (0.1)-
(0.2) is a function # such that Diu(f) is a strongly condinuous function
of ¢t with values in H,,,_;4;(Q) for k=0, 1, ---,2m and such that (0. 1)-(0.2)
hold for ». In what follows we denote by C,, C,, --- constants dependent
only on the assumptions (I)~(V) and (IV’) unless otherwise stated.

2. Estimate in case of time-independent coefficients

As a preparation we obtain some estimates in the special case in
which all the coefficients of A and {B;}7., are independent of #:

A(x, t, D,, D,) = A(x, D,, D,),
Bj(x7 t Dx, Dt) = B,-(x, Dx’ Dt) , ] = 1, e, m.

From now on we shall usually write the abbreviated forms ||u|l., <¢ &
omitting Q and 9Q respectively.

Lemma 2.1. Under the assumptions of section 1 for any function
ues H,,(Q) and real number N we have
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ST |n @Ry, < CA{llAGx, D,, Nall,

k=0

+ 23 a0, 33 1100, b+ o} (221)

where w; (j=1, -, m) is an arbitrary function in H,,_,, (Q) which satisfies
the boundary condition

Bi(x, D, Mu(x) = wix, \), x€0Q, —co<A<oo0, j=1,-c;m. (2.2)

Proof. We follow the proof of Theorem 5.2 of [2]. Let &(y) be
an infinitely differentiable function on the real line such that ¢=1 for
ly| =1, £=0 for |y|=2. We introduce the function

o(x, 3) = £() e u(x)

where p is a real number and v=H,,(Q?). By the assumptions and the
remark in the proof of Theorem 5.2 of [2], we have

[0llzm, - C:{ll A, Dy DSollop 23 <By(%: Dar D0y or+ 10l x}
From the obvious relation
A(x, D,, D3)v(x, y) = £(9) "™ Ax, D,, p*)u(x)
+ g Ay_u(%, D,)u(x) ; (kg) D2 () b e
it follows that

lA(x, D,, D3)vllo » = C{llA(x, D, p*)ullo+ ,,Z, A+ [el® ) tllom-pa} - (2. 3)

Recalling the definition of the boundary norm < >, and noting that
Bj(%, D, p*)u(x)=w;(x, n*) on 0Q, we get

(B{(%, Dy, D20 s, o =166 ,(1u)] -

' =% kd-p p(-DV2uy
I Bry-ar, Do S (M) Dy v e

<CA X A+ L™yl

J

SUSV A )5 ] g} - . 4)

1; 2m—m
k=1 q=0

Noting that v(x, y)=e>"**u(x) for |y| <1, we obtain
2., . 2m " —
0] 3, 1= [l " 2’”y||§m’r§§||ullflulz k. 2.5)

Thus if |w| is sufficiently large we find
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3 1 HlullSCAIAW, Dy, wal,

3 3 Il el (6178 (a7 ey . (2-6)

Replacing A(x, D,, D}) and {B,x, D,, D})}7., by A(x, D,, —Dj3) and
{Bj(x, D, —D3$)}7, respectively, we obtain an estimate similar to (2.6).
Putting A=p? or A= —pu? we can show that if A is a real number with
a sufficiently large absolute value

m —

2m ™
0

230 Py S Cof LA, Dy Mudlot 32

k=0

[N iRl (V)] 16} -

&
The proof of the lemma will be easily completed noting that for 0<k

N1 R | | | o=yl

= oIl + | NS 0], -

If u(x,t) is a function defined for x€Q, — 0o <t< oo, we denote by
#(x, \) the Fourier transform of # with respect to #:

1

w(x, \) = W

S‘” e~V hy(x £ dt | @.7)

Lemma 2.2. Let u be a function of t with values in H,,(Q) satis-
Sying
A(x, D, D)u(x, t) = f(x, t), 1€, —oo<i<oo, 2.8)
Bj(x, D,, D)u(x, t) = gi(x, ), x€0Q, —oo<t< oo, 2.9)
j=1, -, m,

where f and g;, j=1, -, m, are functions of t with values in L*(Q) and
Hipm (Q) respectively. Then we have

o
s

=
I
o

[~ anpememaooiyar=c.{ " 1 r@izar

[~ antemmemagoiiran+ (2.10)

+
Ms

~
]
!

+
Ms

Sl 18712 m—m, At + Sl ()| Iﬁdt}

1

-
L]

if all the terms of the above inequality are finite.

Note that (2.9) is assumed to hold only on the boundary although
the functions on both sides are defined also in the interior.

Proof. #(x, ) satisfies
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A(x’ % 7\)u(x» 7\') f(x, A), . ¥EN, —olA<oo,
Bj(x, D, M)#(x, A) = gi(x, \), x€0Q, —co<A< 0.

If we apply Lemma 2.1 to #(x, 1) taking g;(x, \) as w;(x, \), we get

Z (Infem "”"llﬁ(x)llk)2<c {Hf(%)Ho+ E(IM‘”” 21 €0011)*

Integrating the above relation over — oo <A <oo and applymg Plancherel
theorem we complete the proof. ~

3. Estimates in general case

In this section we obtain some estimates in the general case of
time-dependent coefficients.

Lemma 3.1. Let v be a solution of

A(x, t, D,, D)v(x, t) = f(x, 8), 10, —o<t<oo, 3.1)
Bix, t, D,, D)v(x, t) = gi(x, 1), x€0Q, —co<t<oo, 3.2)
j: 1, -, m
If the support of v as a function of t is sufficiently small, then the

same estimate as (2.10) holds for v replacing C, by another constant if
necessary.

Proof. Let s be an arbitrary real number and suppose
vix, ) =0 if |t—s|>6 3.3)

where & is some small positive number. Let () be a smooth real
valued function such that @(f)=1 for |#| =<1 and @(f)=0 for |£| >2. If
we write v (@) =@((t— s)/8), then ~(#)=1 on the support of v. Clearly v
satisfies
A(x, s, D,, D,)v(x, t)y = F(x, 1), 1€, —co<t<oo, 3.4)
Bj(x, s, D,, D)o(x, t) = Gx,f), x€0Q, —do<t<oo, (3.5)
j= 1, e, m,
where

F=f+3 3 V0@ sa )=t aas DD, (3.6)

0 |@|<2m—

G; = g;+ Z PN 'Y,z kB(x’S»t)Dth» 3.7

=0 IBISm;-

with the notation
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'Yj,l,-—k,ﬁ(x» s, t) = \l’(t)(bj,lj-h,ﬂ(xv S)—bj,zj-k,ﬂ(x: 1) . 3.8)
As is easily seen
[Vi1;-e8(% 8 1) | =C,8, 3.9
[Di Y5 1,k p(%5 8, 1) =C,0877, (3.10)
and hence
195.0,85(% 8 W) SCd, (3.11)
N5 0k 8(% $, M) SC 87 (3.12)

It follows from the above two inequalities that
| 1950005 5, M 1d02C,5, (3.13)
S:|x|<m—m:->/d|r9,,j,._,¢,p(x, S M ANSC @@l if >0, (3.14)
The Fourier transform of Gy(x, t) is

G = gm0+ S S Dyapnaln s DEDNE, +) . (3.15)

k=0 |Bl=m;-

If we notice the following lemma :

Lemma 3.2. If f and g are complex valued functions on the real
line — oo <A< oo, we have for y>0

1/2

oo ‘ 1/2 oo oo
(I anrmiesaorran)“<2e [~ 1roatan ({7 nir1goiyan)
w20 |7 irooian([7_1eoran)” (3.16)

provided that all the terms of the inequality are finite;

we get from (3.11), (3.9), (3.10)
[ _ntem o6 i n yransCu{ [ (I iom o g,e, ) ydn

/i o0
+2 3 31 (7 (njem o neDsi 1)
k=0 |Bl=mj—kd J —c

li

31 3 e (T kD(n, )

k=0 |Bl=m;—kd

Integrating over xQ we get

[ anpemmamic,otyarnsca (™ aniemigoiya
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#8370 A OO, sa)n (3.17)

k=0

li oo
35 m > (" (N MO a0
k= —o0

Since
|7\/ ' k (3(2m—mj)/d l)\, I (zm—mj-l-kd)/d)kdlczm—mj+lzd)8-(2m—m]-)k/(2m—mj+[gd)
ggcz'n—mj)/d I A I <2M—mj+kd)/d_|_3—k ,
we have
54 | ™ (N IO 4N

= NS [ N (3.18)
28 emmpla e (" OV, gd .

Noting

B0V, s a4 H IO ) 5P~ 0 -k
e [ [ ST IINR

we have also

82(1—(2m—m]-)/a'~k) Sw ”ﬁ(x)”?ﬂ]_kddx
=265 | 10 Budn+2c387 |7 BVIBaN . (3.19)

It should be noted here that (3.19) is true for k=0 and also for k=/;
if /;=m;/d. Summing up we get

[~ antemmaic,onrar=caf|”_aniem g ool
£330 [T R B B0 e (3.20)
+8 [ 10ultaar+572 | 160viizan]

The following two inequalities are easily proved
(760N mat=Cuf[” lgiim-m,at
+6®) 3 (7 (MO lm-nedr} (3.21)

(" iroizarsc.{|” iridre®) 3 | ID0@OEn st} @.22)
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where &(8) is a function such that &(8)—0 as §—0. Making use of
(3.20), (3.21), (3.22) in the application of Lemma 2.2 to v, we get

ST e eaipooiyar=ca{[” ismizar
2 [T aviemmemigoonyan+ 3 |7 liglinmat  @.23)

+ @) [ lwizarre®) 3 [ (neeeso)ld

the desired inequality for » follows from (3.23) when 0<§<3,, §, being
some small positive number independent of s and w.

Let @ and b be any real numbers satisfying 0<b—a <25, where 3,
is a positive number such that (3.3) holds whenever the length of the
support of » is not larger than 2§, (cf. the end of the proof of Lemma
3.1). Let § and & be any pair of positive numbers satisfying 8’<8<3§,
and ¢(f) be a smooth real valued function such that ¢(f)=0 if t<a+§’
or t>b+¢" and @(t)=1 if a+36=¢t<b—§ and

Dip(t)| =K@—8)*, k=11, (3.24)

with some constant K independent of § and §. 7 is to be a smooth
function having a compact support in the real line and satisfying »(f)=1
in some open set containing the closed interval [a, b].

Lemma 3.3. Using the above notations for any solution u of

Alx, t, D,, D)u(x, t) = f(x,t), x€Q, a<t<b, (3.25)
By(x, t, D,, Dyu(x, t) = gi(x,8), x€0Q, a<i<b, (3.26)
]':]_’...’m’
we have

l b-
S " iproirarsca{( I Anizar
k=0 Ja+38
+ 3T g oy 3 [ g Ol mat 3.2
MK Dt E )t + (7 ) Rat
+ ),?rs,(a 5')2*Sa+s/” o) e +Sa+y”“( s }

where M, is a constant such that

|G- o, )| =M,, 2€Q, —co<t<oco, k=0, 1, |a|=2m,

Db, sz DI =M,, S:;%,.,,j_kﬁ(x, MIANEM,, x€Q, —oo<t< oo,
k=0, 0;, |Bl=m;—kd, |k|=<2m—m;, j=1, -, m
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Proof. If we write
v(x, t) = p(B)u(x, 1),
then the length of the support of v is not larger than 25, and v satisfies

A(x, t, D,, D)v(x, t) = F(x, t), e, —c<t<x,
Bx,t, D,, D)v(x, t) = Gi(x,¢), x€0Q, —co<i<oo,
j=1, -, m,
where

! k-1
F=eof+ Z‘_l‘ A, iz, ¢, Dx)bg0 (;) Dt rp.D2y
G; = pg;+ ;Bj,lj~k(x» Z Dx)pgo (2) D:"p-Diu

'iok-1
— ozt 35 (E) 51 abys,0sDEDE v DR

18IZ7; ~ kd

As in the proof of Lemma 3.1 we get
[~ e oonyanscaf(” (niemmmigg ool
M3 57 (n e (DE - DI A, s
M35 57 10 Dr) O, ] -

If /;=m;/d, 2m—m,)/d is an integer and we can immediately apply
Parseval theorem to all the summands in the second sum on the right.
If m;/d is not an integer, we shall replace these summands by the sums
of other integrals in which only integers occur as the exponents of |A[.
Hence suppose m;/d is not an integer. We notice

2m—m; —kd (;+1)d—m;

=( l)m +({— k)m, k=1,---,l]-. (3.29)

By (3.29) we get for any function we H,,,_1,(Q)

X 0],
e N L L e (Y L L

(I Wl -+ N l0]]) - (3.30)

By (3.30) with (D} *@-D%)"(\) in place of w we get
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j k-1 [o
23 23 S_ (|7t|(zm'm"')’d(DgW‘P'Dgu)A(XN[mj_kd)zd)\

<A 5 [ (02 DI A Ol r-a
+a 3 5 [ DL D)Ly
=3y 5 (7 1D Dttt DI et
+e3) 5 (7 1Dt i ar
TN v [ A PP
ra 2 5 8 omgrmms) L i0rwonia
1

-8 ]
(it

Clearly

[* 1Dt20- D1 I, = 1DE ) D2uO) -t

K2

-8/
= G5y » sa“,HD'z’u(t)”?z—k)ddt .

Summing up we obtain
[~ g6 oonyan=caf [ aniemmomiggoolyan

-8/

+ MKy 3 T Dt
1'10-§ki§1 (8—8 )i Ja+s

As is easily seen

-8

[ iroiza=cd | iroiza

L Doy )
B 5y Jarwr O

o0 b-8
[ 1G 0 mmat=Caf " lg 5 at

1
M,K)
+( ) i%[ (8_8/)2,-

+ (MK’

b-8/ o 1
[0 Dty tat!
a+8’ J

Hence with the aid of Lemma 3.1 we get (3.27).
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4. Differentiability in ¢

From now now on we shall write f®(x, {)=D?f(x, t) for any func-
tion f of (x,#). By ¢ we denote a natural number. In addition to the
assumptions of section 1 here we make the following

AssumpTIONS. (V1)) @ o(%, 8), || <2m—kd, k=0, -, I—1, are ¢
times continuously differentiable in # in O X(— o0, c0);

(VIIq) D;b]-,,j_k’g(x, t) and bj’]j_klg(x, t), |,8| gm]-—kd, k=0, AR lj,
k| <2m—m;, j=1, -, m, are ¢ times and g+/+1 times continuously
differentiable in # respectively in Q X (— oo, o).

Let Mp, p=0, -+, g, be positive constants such that for p=0, ---, ¢

sup |aq(x, 8)|=M,, |a|=2m—kd, k=0, /-1,
reQ
-

sup ID;b%j-k,a(x; | éMl, )
~aSie

sup |7 1b9, 4 0)Nx WA=,
XEQ — o0

supgoo IN| 2| (b g )N (%, N) [ ANSM,  if m;>0,
eEQ - 00
|B|<m;—kd, k=0,-,1;, |&|<2m—m;, j=1,--,m,

where » is an arbitrary smooth real valued function with a compact
support of some fixed length such that

7(¢)=1 in some interval of length 25,+1, |Din(#)| <K, for k=0, --,
[+1, —co<t< oo, with some fixed constant K,.

Lemma 4.1. Suppose for some q the assumption (V1,) and (VI1,) are
satisfied in addition to the assumptions in section 1. Suppose f(x,t) is
q times continuously differentiable in t when it is considered as a function
with values in LX(Q). If w is a solution of

A(x, t, D,, D)u(x, t) = f(x, 8), xEQ, —co<t<o0, 4.1)
Bix,t, D,, D)u(x,t) =0, x€0Q, —co<t<oo, 4.2)
j:]_, e, m,
such that ||Dit?u(t)||i-pes 1=0, -, 1, p=0, -, q, are locally square inte-

grable, then for any a, b such that 0<b—a<28, and &, & such that
0<8'<8<8,, we have
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!

b-38 1/2 -8/ oo
2 ( Sa~+-8 ||D§‘ku(q)(t)l|fddl> <C, {(S ||f(q)(t)| |§dt>

k=0 \

+K§<4>Mq ﬁ(g ) ,llDl k()| 2. ) &
o EALS 2 5wy af),(gb Iy edt) 49

+(S:8,I|u“”(t)llﬁdt> 1.

Proof. #‘®(x, t) is a solution of

A(x, t, D,, D)u"(x,t) = F(x, ), 2EQ, —o<lt< oo,
Bix, t, D,, D)u”(x, t) = Gx, ), x€0Q, —co<t<oo,

where letting Aj%5” and B{%;72, stand for the operators obtained by
differentiating in ¢ (¢—7) times the corresponding coefficients of A; .
and B;, . respectively

g9-1

F=ro-5 31 (9)as (s t, D) D,
7=0 k=0

q-1 !j
B _rzsl ;,E]o <3>B§q;;r')“k(x) t? Dx)Diu(Y) R ]:1’ e, m.

By the assumptions F($)eL*Q) and G,¢)€H,, ,,(Q), j=1,-,m, for
eacl} t, hence we can apply Lemma 3.3 to #“. The estimation of
b-38 -8/

g IF@at andg NGO o, @t, j=1, -, m, is straightforward.
a+t a+

As in the proof of Lemma 3.3 we get

(17 cntemmmiaG o Io)zdh>l/2
<cx S (D 3 (172 ip-weraar)”

k=0

= I.i(a 13/):@1’_ D)t )

4

+

Thus the proof of the present lemma is completed.

With the aid of Lemma 4.1 we can proceed by difference quotient
argument to prove

Theorem 4.1. Suppose the assumptions (I)~(V), (VI,) and (VIIL,)
are satisfied for some q>0 and f is a q times continuously differentiable
Sunction of t with values in L*(Q)). Let u be a solution of (4.1)-(4.2). If

SVIDE *u(t) |4y is locally square integrable in t, then so is 3 || DE* 9U(t)|lpa ;
=0 =0
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especially u is a I+q—1 times continuously differentiable function of t
with values in L*(Q).

5. Analytcity in ¢

In this section we prove the abstract analyticity in # of solutions of
(4.1)-(4.2) assuming that the coefficients of A, {B;} as well as f are
all analytic functions of .

Theorem 5.1. Suppose in addition to the assumptions (I)~(V)
al—k’w(x, t)’ lalézm’_kd, k:O,---, l_]-’
Dbyt t),  |BISm;—kd, k=0, ,1;, || <2m—m,,
j‘:l) ,m,

are analytic functions of t in O X (— oo, oo) with t-derivatives of all orders
continuous in QX (—oo, 00). If f is analytic in t when considered as a
Sunction with values in LXQ), then so is the solution u of (4.1)-(4.2).

Proof. By Theorem 4.2 _éllDi"’?u(‘”(t)H,,d is locally square inte-
grable. Write

1 b-38 1/2
Ni@) = 33 ([ 1o )

b=

whenever the right side is finite. Let 0<b—a=<min (25,, 1). By the as-
sumptions it is easy to see that there exist constants M and L, such that

M, <M M?p!, 5. 1)
(Viroensar)” s e 5.2)

for any non-negative integer p. Now we apply Lemma 4.1 with
d=(g¢+1)¢ and § =q¢&, where ¢ is some small positive number. Noting

N )= Nepine@™) i 0=r=g¢-—1,
Noo(” P) < Noyosine@”™?) if I<r=gq, 1=<i<!, (6.3

b-qe 1/2
(5 " iweowizat) SN rowen) i g>1,
atqe

we get when ¢>/
84+1N(qﬂ)5(u<q)) g C28 {qul-lLoqu !

g-1 1 q 1 14
+ 2 L MM N () + 3 MM S NG ()
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b-

-1 q| l i
R SESYAVESIIEES <S
r=o ! =1 =0

+ eqHN(q—lﬂ)z(u(q—D)} .

qe 1/2
nDz-k-fum(t)niadt) (5.3)
qe

at

We prove that there exists a positive constant L such that for any
positive integer p

EP+IN(”+1)E(u(P)) = Lot (5 4)

It is clear that (5.4) is true for p=0, .-,/ if L is sufficiently large.
Suppose (5.4) is known to hold for =0, --,g—1 with some ¢>/. If
gé>1 the left member of (5.3) vanishes. If ¢g6<1
3 g1 MM NG ™)
<M,M?*S3 g1 (7)) €7 "M"€" N, . o)
r=0 1
SMMLH Y (LMY <2M ML
r=0

if L=2M. Estimating similarly the other terms we get if L=max (2M, 1)
EIN (U ) S Co{ L Mg+ 2M ,ML*** +4M L*+*

I 1-i

e 55y 8 (it winar) "+ ey

i=1 g=0

Therefore if L is sufficiently large it follows that (5.4) holds also for
p=q. If 0<8<3, and (g +1)6=3, then from (5.4) it follows

4 b-8 1/2
> <S 5||D§_ku(q)(t)||fddt> < L1 (g 4 1)0 1591
k=0 a+

which implies the desired analyticity of w(?).

6. Analyticity in all variables

We conclude this paper by showing that the solutions of (0.1)-(0.2)
are analytic in all variables in O X (— oo, o) if the coefficients, the known
function and the boundary of Q are all analytic. In order to avoid an
inessential complication we confine ourselves to the case /=1, hence the
problem (0. 1)-(0.2) is reduced to

Du(x, t)+ A(x, t, D)u(x, t) = f(x, t), xeQ, (6.1)
Bj(x, t, D)u(x, t) = 0, x€0Q, j=1,-,m. (6.2)

Here A(x,t, D,) zméma,,(x, H)D; and Bj(x, t, D”):,ﬁ,szm.b jelx, D8 (=1,

---,m) are differential operators in x of order 2m and m; respectively
all of which do not contain D,.



180 H. TANABE

Our assumptions are restated as follows :

Assumptions. (I’) for each ¢ +D3™+ A(x, ¢, D,) is an elliptic operator
in (x, y)€T of order 2m, and the Complementing Condition is satis-
fied by (£D3"+ A(x, t, D,), {Bjx, t, D)}7-,, I).

(II'’) The boundary 8Q of Q is an analytic manifold.

(II") All the functions a,(x, ?), |a|<2m, b;4x,1t), |BI=<m;, j=1,
<., m, f(x,t) are analytic in (x, )€Q X (— oo, o).

Before proving the main result we note that if the coefficients of
A, {B;}, the function f and the boundary of Q are all infinitely differ-
entiable, then the solution is infinitely differentiable up to the boundary.
This statement can be proved by differentiating (6.1)-(6.2) in ¢ succes-
sively or by starting from

1012, r S CP{(£D3™ + A, D))l x

+ 3YCBAE DI e or+ 0l o} 6.3)

instead of the one with 2=0 in the proof of Lemma 2.1. Thus it
suffices to verify that the Cauchy data of # on the boundary are analytic,
since once this has been proved we can apply Holmgren’s theorem to
show the analyticity of # near the boundary and the interior analyticity
of u is easier to be proved. Furthermore we want to notice here that
the analyticity of # as a function of ¢ with values in H,,. .(Q) follows
for any k>0 under the present assumptions for the same reason that
implied the infinite differentiability of # above.

By means of an analytic transformation we may suppose that the
origin is located on a part of 9Q which is contained in the hyperplane
x,=0, and we shall prove that the Cauchy data of » are analytic near
the origin x=0, £=0. In what follows we denote by C,,, ---, C,, constants
dependent only on the assumption (I’) as well as certain smoothness
properties of the coefficients of A, {B;} and the boundary 9Q.

We shall employ the following semi-norms and norms :

o1 = [ol2a = 3 {120 7dx,

Ik]=

012, = 2 [ | D) ax,
2,50

oI, = 33 012,

We may take positive numbers ¢,, ¢, in such a manner that we have



WEIGHTED ELLIPTIC BOUNDARY PROBLEMS 181
i =c o] o] F P +c,lv],, (6.4)
[o]:,.Zclv| Lol +er o], ,, (6.5)

if 0<i<j<2m and 0<r». Furthermore following M. Schechter [11] we
use the boundary semi-norms for a function defined on 00 :

[‘P]b,an = inf|v|sa,

where the infinum is taken over all functions » coinciding ¢ on 8Q.
First we consider the case in which all the operators A, B;, j=1,
--,m, have only highest order derivatives with constant coefficients :

A(x, t, D,) = A(D,) ngma“l): ,
By(x, t, D,) =B4D,) =Iﬁ§jb:‘,505 .
We begin with some estimation of a function # which satisfies
Dau(x, t)+AD)u(x, t) = f(x, t), =x€Q, (6. 6)
BiD)u(x, t) = gi(x,t), x€03Q, j=1,-,m. 6.7)
By Theorem 3.1 of [11] we have
10am v <Cul( | (£ D3+ ADN o 0+ 33 IBAD I -+ 19]0,7)

for any function » which is defined and smooth in I' and vanishes for
|y| >1. Hence the same argument as in section 2 yields

Lemma 6.1. If u satisfies (6.6)-(6.7) and has a compact support,
then we have

S ey yranzcl | 1w 3at

k=0

+ ]i; SD—GM(l)\l(2m_mj)/2mlé'j(7\')|o)2d7\,+ 121:_‘{ Siwlgj(t)ﬁm_mjdt
+ ﬁ SlIé,f,-(L’)I;%a'hL Sl'““)l%df} .

Let »>0, §>0 be such that r+8<p and let ¢(x), ¥(f) be smooth
functions satisfying ¢(x)=1 for |x| <7, &{(x)=0 for |x|>r+3§, Y({#)=1
for |¢t| <7, ¥(#)=0 for |¢|>7r+8 and for all x or ¢

|IDZg(x)| <K&, 1=|x|=2m, (6.8)
|IDAp(8) | S K87". (6.9)

If » is a solution of (6.6)-(6.7), then v(x, t)=v(#){(x)u(x, t) is a func-
tion with a compact support satisfying



182 H. TANABE

Dy+ADDw = F(x, 1), x€Q,
B](Dx)v = G](x, t), xeaﬂ, j:l’ e, m,

where
F = VEf+¥'tusy 3 a, 33 Dig-D2u, (6. 10)
a|=2m a'la
G, = x}ré‘gj-hlrlmgn .bj,ﬂp};ﬂ D Fr.DEy . (6.11)

By the same argument as that of section 2 we can prove
oo 1/2
(17 angemmrmic 001 7an)
oo 1/2
=(§7 e gg o), ayan) (6.12)

mi-1 £ ~ 1/2
+C31Mo,0 2 _Ii“ (S_w ( [ A ' (2m—mj)/2m|u‘l,()\) lk,r+8)zd7\> 4

=0 g™k
where M, , is a constant such that |a,|=M,,, |b;s|=M,, for all a, B
and j. Nothing |\ [® 7P/ <g|N| +E @ ™P/"; and using (6.5) we can
easily show that for 0=k<m;
[N W | g s SCE NP W), s
(e THTRE (7 +8)7RE,) IN| W, s (6.13)
+(Coe—k/(mf—k)eizm_mf)/mf+Cl(r+8)_k$2—(2m_mi)/mf)[Wlo,”s ,
IA| 2 W]y r 8 S Co| W o 18

6.14
(ot CE(r+8) ) N[ [Wlo s 5 +,(r+8) 7P/ (w15 ©.19

If we combine (6.13) and (6.14) after a suitable choice of ¢, &, &,,
we get

|>"|(ZMimj)/2m|w|k’r—! 8§C§8'w|2m,r+8+cze|7\" ‘wlo,r+6

6.15
+{(co+ )RR 4 (co4-¢)cE(r + 8) Y (w8 ( )

which ¢,=ci+c,,+¢,+c,. Using (6.15) with €=68™i"%/L, L=1, we obtain

L[ anremmomm oy, yan)”

57
(™~ 2 iz o (0 N ) 1/2
éfq_wlw(x)fzm,, ,~sd7&> +T<S_m(|x| U\ (g1 8) dx) (6. 16)
s 1/2
+ <(CO+CI)L(2m~mj+k)/ij_k)3_2m + [%:_}82;1&)( S B [\ (5 44 sd7\> .

Substituting (6.16) in (6.12) and then applying Plancherel’s theorem
we get
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(17 im0 1an)”
([ g dn)

3 1/2
Iu(t) ‘ gm, r—i—sdt) -+ ( S

-3

7+ 8 1/2
+ Caldy KM+ L5 ( 7 )3, 0dt)

7

" DD adt) )

+CaMy KL (]

Similarly noting that if L>1

2m—m ;

23 7 W ks SO W a8+ 87" "2 (W o 448) s (6.17)

:z;;) 8_(2m_k)|WIk,r+6§Ca4(L_l [w|2m,r+s+L2"‘“8‘2"‘leo’ﬁs) , (6. 18)

we obtain
oo 1/2 7+8
(1160 e mydt) "< Cab (1210 B st

748 1/2 74-8
wmm( [ gt 13 adt) M L ([ () 0t

-7 -

1/2

1/2

r+8 1/2
+M0,0L2’”"‘8'”"<S slu(t)lﬁ’,ﬂdt) }
SN |F(t)|3dt and Sm |G{t)|3dt can be estimated in a similar manner.

Thus with the aid of Lemma 6.1 we obtain

Lemma 6.2. If u is a solution of (6.6)-(6.7), then for each r>0,
8>0 such that r+8<p we have

(1" 1wy 3 ae)"+ (" 1 5, at)
sca[([77,17018,00t) "+ S ([ (i mm gz, 00 adn)”

oo
—

1/2

m r+8 2 1/2 m 748 1/2
+K (Ss lg,-(t)lz,,,_m,.,,,.,sdt) + 2 KB"Z"’*”’J'(S_'_S | g ) l%ﬁsdt)

8 1/2

) [ adt) |

r+

748 1/2
+ M, KL (§7° 1 Dat)13,00t)
r+§ 1/2
M, KEWS) + L5 (7 () 3,0t ) |

where r is the function depending on r, § as was defined after Lemma 6. 1.

From now on we shall distinguish the normal variable x, from the
tangential space variables x'=(x,, -+, x,_,) and by V? we denote any
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derivative of order p with respect to x/, For the sake of convenience
we express Leibnitz formula as follows:

V"(fg) = pio (g/)vp—p/f.Vp/g,
although some comment would be necessary in doing so. We denote by
A* and B} the principal parts of A and B; respectively :
A¥x, t, D,) = > a,lx, H)DZ,
|at|=2m
B?(x’ t’ Dr) = 2 bjB(x’ t)Dg, j:]-"";m-
1gl=mj; =

If » is a solution of (6.1)-(6.2), then for D¢V?u we have

D.DV?u+ A¥0,0, D,)DiV?u = F, (x, ), 2x2€Q, (6.19)
B(0,0, D,)DiV*u = G, (x,t), x€8Q, j=1,---,m. (6. 20)
Here
F, .= DiV*f+ 3 (as0, 0)—au.lx, £))D7;DV?u
o=z (6.21)
— S 4 DDV S (‘1,>(1’,) > DIy "a,DeDYVYu |
] <2m I\D ] it
Gipe = 23 (0;60,0)=b; s(x, ))DEDV?u .
181=m; ) (6.22)
— 3 :3 0 Avi 2T (4 9—o/7p—0'} B/ 7’
3 b;DIDIVu— 3 (@)( p,)ﬂg‘ DIV, \DIDYV ",
where >V means that the summation extends over all (p’, ¢’) satisfying
0<p'<p, 0=<q’<q expect for (p, q)=(p’, q¢"). If »(¢) is a function such
that »(#)=1 for |t|<7r+8, »(t)=0 for |¢|>2(r+3), and |Din(t)|<K(r+8)*
for k=1, 2, then

‘!"Gj.p.q = IBIZ;" .'Yj,ngVp(\]ngu) - IBKZ'" _’7bj, ngVp(‘I’Dgu)
= 57(2)(5) 53 wDr e, 4 DIV DY)
qa'/\D' ) ezh; ’

where v ; a(x, £) =7(2)(b; (0, 0)—b; o(x, £)). As in section 3 we can easily
show that there exists a constant M, such that if |x|<7r+6 and m;>0

S: 19, 8% A) [ dN<My(r+8) (6.23)
S”’ N[ (e, N) AN S M+ 8)" 6.24)

Let M, , be positive numbers such that for all a, 3, «,j with |a|=2m,
(Bl =<m;, k| =2m—m;, j=1,--,m



WEIGHTED ELLIPTIC BOUNDARY PROBLEMS 185

sup|DiV?a,(x, t)| =M, ,
x, b

sup |D;DiV?b; (%, t)| =M,
@, 0

- (6. 25)
sup | 1(2DEV?b;0)°( W) AN S My

sup S: %@t (y DEVPh , NE, ) | AN M, ,

where sup is taken over Q X(— o0, o) or Q. Then it follows from (6. 23),
(6.24), (6.25) and Lemma 3.2 that

(I cntemmommiG ) o)
<Cu M +8)( | _(INI =2 (TP D)) |, 5dN)
+M ([ 1D 3, adn)”
Mo | I (T2 DB o) (6.26)
Moo | I DI I, dn )
(D) 5, o[ M1 T2 YDED W )
(1w wprm i, an) ]

The following inequalities follow from (6.5), (6.15), (6.14):

(1’+ 8)m-’./zm | w | m,-,r+8§co(r+8) | w | 2m,7+8

6.27

(Gt e+ 8) I ],y ©.2

|7\: | (zm—m]-)/zme' |mi—1,r—«—8 + ||w||mi—1,r+8 (6 28)
§C38(r+8)(|w'2m,7+8+ |7\'l 'w|o,r+8+(r+8)_2mlwlo,r+5) ] )

(RN e 2| 7] | S 7 WA (6.29)

gcas(lwIZm,r+8+ |7\'| |w|0r+8+(r+8)_2m|w'0,r+8) .

We shall use the following notations :

r 1/2 r 1/2
dy i, 7) = max ([ | Dervruy 13 at) +({ | DIV o, it |
1/2

evi £, ) = max({" | D1vrr(t)13,at)

for p,q=0,1, .-, 0<r<p, where the maximum is taken over all deriva-
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tives V2 of order p.

Applying (6.27), (6,28), (6.29) to the right of (6.26) and then
making use of Plancherel theorem we get

(0 g msrm | G, ) Lo isdn ) S oM+ M, ) +8) %
x {dn ot 7-4.8)+ (o ﬁ)( (" 1Drvruct) 3, 0at) )
+C, Y <Z><§>M{d(u r+9)

s o)

As is easily seen

(RO ——

=CuMit M, )+ ([ | DIVPut) ,0dt)
+o+oy (|77 D)3 ar) )

s Q) ([ o)

r+§ 1/2
wooyn((7 (Dyveu) 3, adt) )

(6. 30)

r+8 1/:
It is not difficult to show that (S ’ 8]F,,,,(t)(§,,+5dt> ’ is dominated by

the sum of e, f, 7+3) and the right-hand side of (6.30) with C,
possibly replaced by another constant.

S5 mi((7 16 a®) 3, adt)
= —res Jima 0 7+8

<CuM+ M)+ 0|7 1D8vut) 3, 0t)
r+8 1/2
w2 ((7 Doty 3, 0t) )
B) -7r-8 ’

TCa 2 <Z’> <§’>M’”"v”q-q’{< S_F: | DYV U(t) 3, - sdt>"2
+ g%n(gi: DYV ult) [ 1. ,,d:)‘”} .

Similarly

Thus with the aid of Lemma 6.2 we obtain
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dp oty 1) SC ey o ([, 7+8)+Co(r+ 8+ L), (u, 7 +5)
C43L2m—1 1/2

748 )
+ T(S_’_s | DIV?u(t)| o,,+adt)

+Co S (L)(5)Moor -y ey 7+3)

C , 7438 o ‘ 12
a2 (§) (G Mo-sa-a [ | YT a3 s 0at)

where C,, is a constant dependent only on the assumptions (I’), certain
smoothness properties of the coefficients of A, {B;} and the boundary of
Q, and the constants M,, M,,, K. We introduce the following notations:

No o) = (0+))™" sup d, ot r)p—7)™ 077,
M, , (f) = ((P+4)!)_1p/§;1£pep,q(ﬁ r)(p—r)rrte

for p,¢=0,1,2,.--. Under the present assumptions there exist positive
constants M,, M such that

Mp,qéMoMp+qp!q! ’ b, q=0) 1) 2, . (6. 31)

From the definition it follows that if p=2m

(Sr+i8 I ngpu(t) ] %,,+8dt>1/2§(1]+q_zm)!Np.p_zm,q(u)(p_r_a)-—p—q . (6. 34)

Due to the previous remark #(f) is analytic in # as a function with
values in H,,(Q), hence there exist positive constants N,, N such that

IDngu(t)(O,p }<[|un(t)” <N0Nq ! (6 34)
| DIVAUE) o) T o

for 0<p<2m, ¢=0,1,2,---. We may assume N=2M. Multiplying by
(p—7)"™[(p+q)! both sides of (6.31) with p/2=<r<p and §=(p—7)/(p+q
+1) and using (6. 32), (6.33), (6.34) we obtain for p=2m

Nop, o) =Ca’M, , o( /) +Ciue’(p+ LN, ,, (1)

4O L 2Dt g+ 2m)!
(p+q)!

1Bl (4 + o)) L
+Cor 3 4 B (L ARM (oMY N ) (6.35)

2 / 1!_ _p_!_ (p+q)2m / ’__ 1 p-p/+a-a’/ , ,
+Cpe ,,é;m 71 P —(p+q)! (p'+q'—2m)! M(pM) Np,p —2m,q ()

1 g! 2m
+v 2C,¢ ?'_q_'(_gi_MoMp—p’!q—q’Nq’ praiije
VECL BB (pra) °

NP,p—zm, q(u)
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If we note
') (p+q) ~ =p'=p 0=q¢'=¢q
(p+9)"™(p+g—2m)! s

(p+a) <(2m) if p=2m, ¢=0,

gt P+, - IR ,
7121 (bt q) (0’ +q' —2m)<@Cm)"2m+1)>~*" if p=p'=2m,
@Dt D+ (5 em # p<2
2 gt =T rsem,

we obtain from (6. 35)

N, o) = C "My, o( )+ Co(p+ L7IN,  o(0)
+Col @MYL Ny 5o o)+ C oM, SV (pMY? 2" +-UN, s /(10)
+ C43e2(2m)2"‘MopZ_,:’ @m+ 1)~ (pM)P=2"+ VN, y_,,, (%)
+V ZClMN(p+q"p? o 53 MP~# 4N
rem

Hence if p is so small and L is so large that C,(p+L)<1/2, we
conclude
No o @) SCod M, o( )+ L™ 7Ny 2 o(0)
+M, 3 (PM)? "N, y W)
+ MOPZS};” @m+1)2~2 (pM)p-2'+9-9' |, 0.0 ~2m, 2’ (%)

+MN{(p+q)ymp? 0 53 Ne#"+1-" N’}

(6. 36)

with some constant C,, of the same property as C,,. By assumption
we have M, , (f)=R,R**? for all p, ¢ with some constants R,, . We
want to show that there exist positive constants H,, H such that

N, , )< HH?* 6.37)
for all p, ¢=0,1,2, ---. It follows from (6.34) that this is the case for
p=<2m, ¢q=0,1,2,:--. By induction we can show that the same is the
case also for ¢=0, p=0,1,2,---. Hence we can proceed by induction

with respect to p+g¢ to show that (6.37) is true for every p, q if H,
and H are so large that

H=22m+1)pM, 5C,R<H,, R<H,

5C, L '<H*™, 30C MpM<H,

30(2m+1)C, M ,peM< H* ™+

log 20mC, M,N,\/p H;")+2m log s<slog HeM)* for s=1,2,--.
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Due to the inequality

S lo(x’, 0)|’dx' < Z,r™ S lv|*dx+ Z,» S |grad v |’dx
12/ 1<7 <r 1<r

[E2l |z
£,>0 %,,>0

which may be found in p. 282 of [10] where Z, depends only on 7, we
have

r 1/2 r 1/2
(S [ o, t)lzdx’dt>/§<er'IS ( |v|2dxdt>
—r JixI1<» —-r J|x|<7
558 (6. 38)

r 1/2
+ <er S S |grad,v| 2a’xdt) .
-7 JixI<r

>

Applying (6.37) to D. D#V*u, 0<i<2m, and using (6.5), (6.38) we get

-7

” vz H \*+¢
(S SI /e | DL, DiVu(x’, 0, I)Izdx/dt) <H, ,( > (p+q)! (6.39)
x| <r ,
for all p, g where

ﬁi,’ = ¢((Zr )"+ (Z,r)"H (p—7r)"*"
+((Zor )2 (co+ e, i)+ (Z,r)2(co+ cr TNWH H (p—r)"™ " .

(6.39) shows that the Cauchy data of « on the boundary near the origin
are analytic, hence with the aid of Holmgren’s theorem we get

Theorem 6.1. Under the assumptions ('), (Il'), (III") any solution
of (6.1)—(6.2) is analytic in (x, t)€Q X (— oo, o).

Osaka UNIVERSITY
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