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An Evaluation of Deep-Learning-Based Code Clone Detection Methods

Using SemanticCloneBench
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ru—VIZHB L% 7 o — VLTI
BRI 0 — > ORI CHETH D, 2E4R0
i, BRI 0—0d, \ABVZITHS—HL TS

IZE XY, b= YRR S e & ORI AR
%5728, ORI 2 0 — v O R
IV BIEFITEL 2 B720THL. Lo T, HE
B2 00— O 70121E, B 7 a— U &
BB T 7TU—FPUHE RS,

AT, BRI o—ra2mili$ 570010, EE
BT Ta—F o s a—r et 5 TR
FSNIBEDH T 5 [5]1~[8]. ZHOGFEREFE
7 u— UYRIBFEMRES NIRRT L —FHT, TN60
B FEOFMIGGRENET L. £ OBRBEFE %
Awizzu— U BIBTFETE, BRI u— otk
REEFMiD 72012, BigCloneBench [9],[10] & I 5,
=TIV AV T Y TIZEIND Y — A0 —
PR SN -BERENVFY = BHwLNS.
BigCloneBench (&, HiCHy7 u— 7213 T% <, %<
DEWH 70— R Effru—r L TEL®, IE
ffru— v i REIZFERLLGEOEKN 70—
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W3 SemanticCloneBench % IV 72 B IHD { a— F 70— VR TFEOFHI

MHEREDFFM AT RETH 5. LA L, Krinke H D
WL bs, BREDWIBAEITHIV—AT—FD
NP7 O— 2 E LTERSINTWDE 2L, BR
B 27 a— ORI ERERTNIC B VTS { OMELTE
FE$ % [11]. BigCloneBench % MY 7 1 — ¥ g
EREFHIICH V256, o IEM 7 0 — v OEET
HYEPBENEINDL EEZONDL 2D, BN O—
Yo EBERET S, ERFEEHW 70— U
FFUC BT LMK LT, EROBHEEMET§
% [11].

AWFZE T, BEEHExHw 70— REF
FICBIT 2 Mo AE L2 HE LT, Semantic-
CloneBench [12] % bt & L 7ziREFE I2HEDS L s 0o—
UM TR BT 2 A EET 5. R ORERE
FEEHWA 70— UBETFEE LT, ASTNN [6],
CodeBERT [7], InferCode [8] ® 3 T:% M T 5.

SemanticCloneBench (%, ZREM 7 10— ¥ Okt
REREMMiICAFfb Loy F~—2 TH A. Semantic-
CloneBench Ti&, 70753 v /7 SHEICBITLHE
% Web 74 ~T& % Stack Overflow O[] — &[]
WKEENLEEY —AT—F%, BRIz —r &L
T%EFT 5. SemanticCloneBench T, 1EfEr o— >
DEH#DHHETH D, HD, BTCHOY—AIT— FRT
W 5 FEREEIC & 0, EUEOKWI— FoRT
%% SemanticCloneBench H1 2R A & 415 T REMEAME <
7 % 72%, SemanticCloneBench % i\ 72 kR 7 11—
YR ERE OIS B 1T B #EH 1L, BigCloneBench %
BRI 7 10— IR ERE ORI B 1T B AR &
DLEECTELEEZLNL.

FHFERRCIE, BRI 7 0 — Bz B W, 7a—
VTR LI FEPEL BB L) B L EWEEZY]
52T 572812, SemanticCloneBench (2% LT L &
WHZ ZAL S 72560 FEMEoBIE % E£iid 5.
FDPE 25 59 % LEWHOFEHAAIL VW O— >
MR, RolZ L EWEEZERNISGEIRTE 2 WY
GThEVEREELALLIAEEZLNL. LT
ARoT, LEWEZELEE-5E0 FEMROBE
W&, W L EWHEEAERNIIERTE WA T
LEWERER Db L) A FEAEETE 5. BMHE
B H £ 1, SemanticCloneBench (2% L T, RNN
V72 F5ThH S ASTNN 2BV T FHENFE L &5
£9 % L& WHOHPHIL, CodeBERT % InferCode &
Vo ZHAIFEETVERVIFETHWF AR L
LEWVHEOHEHML ) bR, /42, FE

FHETNERHCETFETEHWFHEEZRLAZL SWE
OHiFAIE, ASTNN ICBW T FEDPELS 25 L)% 1L
EWHOHPH L IRT, L EWEDOEWIE IS5 L
TW5h.

KWFROERL, LWTFD3 5TH 5.

*  SemanticCloneBench % Fi\» 7z 5FAlli 52 5% 0 FZ ik

c HEid Y FEEE Vs u— YRR T & B
T LFE W70 — VIR E 20O THE

s BRI U—YBHIZBWTFESE 2L &
I 7% L EWHOHFHOBIEE

2. % &

2.1 a—-KyO->

a—Fru—r (zu—r) &, hE—FFzE
BT AERSHLY —AT— FEThHb. F/2, &
Wiz —CERICHE Y — AT - FHOXRT %, ¥
O— 2 R7 &,

— RIS, 7 ua— E, BRI P O E NI
#o X, Type-1 2°5 Type-4 $TO 4 FEICHHS N
% [13].

* Type-l: ZZHRYAT, RUPT XY FOERZK
WTRE—HTH7u— .,

* Type-2: BEAREE AR EOMITHDER
ERVWCT—H357u0—".

*  Type-3: fv S CHALTOFARHIE, ZHAIMT
bhizrua—>r.

* Type-d: AILIRDZFENTHLHIZL b T,
RSN R b 70—,

rEirzo—ro9 L, Type-1 25 Type-3 ¥ T
X7 a—r, Type-4 % EKR 7 0 — 2 LITA,

INETIE, ZHo7u— URIETFESRESINT
W3 [3,[4]. Z7u—roBIZLh, FIH AP O
JE[14] %, UEARLBISHT L) 77275 v 7Ol
B [15], [A—Z8 % 59 B Mpr o3 2 ZHEHEE [16],
T A v AELOWMH [17] & o 7284 25 H 250 R
b, T Typed za—romBicky, v—2
I—F%27x)kL72v—Aa— FRE[1] %, API
OFERBNFED L FHRHD /200D V) — A 2 — FHERE [2]
% EOISHASHEE NS,

2.2 BigCloneBench

BigCloneBench [9],[10] (X, 7 0 — K geaEAl
THWwWONL KHB XV F~v—27Thb. Big-
CloneBench 121X, 72y =7 FHYFRY M OKRH
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7 — % Td 5 1JaDataset 2.0V b v 4 = 7 &,
FHEZZEHTRY G oz, FHEOKEI LIS
BB 70— ERED T NVAE I NS, Type-3 K
U Type-4 DB FAMER TH % 728, BigCloneBench T
W&, AV SCHEAL T ORESCIELE I\, (0.0, 1.0)
DT Type-3/Type-4 7 0 — > %K L T\ 5.

* Strongly Type-3: [0.7, 1.0)

*  Moderately Type-3: [0.5, 0.7)

*  Weakly Type-3/Type-4: [0.0, 0.5)

BigCloneBench 1%, £ < Oy % 70— il
FHEIZBWT, 70— Uk O N> F < —
7 & LCIRIELS RSN CTWwA[18],[19]. F72, Big-
CloneBench |2 & N5 IEM 7 10— RT7 OREEKH
Weakly Type-3/Type-4 Td %720, HEFEHZHW
T B WAy Fv—2 L LTOHH SR
w5 [6].

LA L, Krinke 5 DOf#I2 & 1), BigCloneBench |2
&, BBDIRABNEAT) V= AT — FORT WL
su—rELTERINTL, EEEEEZET S
V—Ad— FOFIEEEEL Tz, Typed 7
0 — O EREEHTIIC BV TE C OMED i s
TwW5 [11].

BigCloneBench % Type-4 7 U — » O 14 5E ATl
WCHWAYE, EREOMBIZLY, BRo7zEffr o—
VOB TEUENENEND D, Type-d4 70—
ot BEREE T2, EEFET Az u— il
FLEOFHIAE RN T 5 EHEEPET 3 5.

3. AEMR

3.1 FERBEAVEIO-HBEFE
EEER TR/ u— VBT, #iid
BEHCIFEPESERESN TN [5]1~[7]. —H
i L¥EE AW FEOBRES N TS (8]
U SR AAVAE e Gl I S A OVAT S N i daab o)
HF—5 Ly MR LCIEHEs O — Y UHTH S,
L7255, o LOBMIRNET—% vy PHENIC
GEINLy—2Aa—FoORTIZH LT, AJITIEEY
U—ra7/7—ary20EredY, Efro—
VEASIKRFE LT 0 - ORERETISHIR S NS,
i 0 FH % vz o — U TR B 5 IR
70—y OLEREEWT 572012, iz L¥EE%E
W7 FEDPRE S NIHED TN 5 [8].

(1) : https://github.com/clonebench/BigCloneBench
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FEBOVMBLIRY, b ) FEER LK
ffize LS8 2 AW F 2 EHER L 2R3 AT L
v, #Hllid ) FEE TR e e LEE E
WFREORRKBICEL Y, BEFE W/ 70—
UM TFEORIZEB T, Hhfid ) 528 & Bz L
B L ORI ERRDECDABEE 2 5. L7255 T,
REFFE T, a8 & 7Tk L &%z Ly
HrHWFRE oKL ERT 5. BEMI2E, #
&3 (Precision), FH1Z (Recall), F {H (F1-Score) ® 3
A AT, b ) F8 2 A Ee gz L
FEE A FE L OB R OE V2 BHIRIZT 5.

3.2 Type-4 7O—t&HEOFHENF¥—7

Type-4 7 0 — U IRINFEDFFMIZH SN B X F
~—7 & LT, BigCloneBench [9],[10] DA, OJ-
Clone [20], Google Code Jam [5], SemanticCloneBench
[12] PRE SN TV S,

OJClone [20] ® Google Code Jam [5] iX, * > F 4
y7/urIIvrsaryyF AP LERBERAY A
I— 25 Type-4 70— Y UL 72Xy F< =T
b5 FrI4rTargIyrryary A LI
ANy —RAa—FoudEkcThy, »o, FH—H
BT 2REY—Aa—FOEG% 70— LT
FEFTE 5729, OIClone X Google Code Jam % /X
Fx—7 L LTHEHTETHSL. LirL, A0F4 >
TurgIyrary A M kRREIN Y - AT —
FiZiE, FEEo7 70y 27 MIERs W e s T
IVTAYTANVEEDT 7 =y 7 BFAET % [21].

—75, SemanticCloneBench [12] ix, 70/ 537
EREICBIT 5 E MM Web %1 N THh % Stack Over-
flow 75 Type-4 7 H— Y RIUEL 2RV F =7 T
& %. Stack Overflow [Z&FFNBMEEY — 23— FiF,
EROTOY 27 MIEENTORWITRENE R S
5. L» L, SemanticCloneBench |2& TN A7 10—
x, EBOBREHIZ LS Stack Overflow 12#%FE S v
BN S 2RI OEETH L7720, FEhEo T 0
T x 7 MRS THEA LM T 2Ry — A0 —
F2% Stack Overflow |ZA-TES 2 W REMEIL, > T A~
TurIIV AT AN EICBYLY—-Aa—F
DESIHFETHWREL Y bEnEEZLND. £
7z, Al-Omari 5 (¥, SemanticCloneBench % a9 %
IZH720, Java EiECrtilb L7242 1,000 2 — K
N7V T ZIEHE 7 0 — » OFEGEY ERfT 2720
12, 2%0BEEBEEST:. 2HDOEEEICL o TE
MENDZETOITI— FXTEMGE LIZIEMs 0 —



# L SemanticCloneBench # i\ 7 i @5~

BIZHD 2= Fru— VR FEO

YOFEWEIC LD, HUEORK VI — FORT
SemanticCloneBench H IZ{R A S 115 T REME A < 72
A, L7z203o T, RWZeClE, R Hwvwi7a—
TR EICHT A EXER LT, FEEOREW,

POEREOTOY 27 FTHWLENEY —ZA 32— FIZ
IEWERi X > F~ — 2 & L T SemanticCloneBench
AT 5.

4. % BR

B 1, RUIEICBIT2EAEBROFIATH L. *
3, SemanticCloneBench IZHEF N5 Y —AT— %,
%%ﬁ%@?m—/&&%fﬁbﬂémf%ﬂ%rw

WCANTEL LT, P =7 YFIRHIGHE SR (AST)

Foa— FRBUEHT 5. KIS, 10x 10 EIZEMGE
WD WCHIHE 7 — & LEHiiE 7 — 7 12 E s e
SemanticCloneBench % fi\>C, SemanticCloneBench |2
GINDLY—AT-FRTTLOHEUEE BT 5.
%8B, FRFHETNVHBONAIN=8F A—=F L L
T, MBS L %547 0— Y RIFEORLTRS
TV BAEE 5 [6],[8],[22]. #il2, 70—
HEOLEWEEZZLSET, LEWHEILIZEHIIL
oA ERE 2 R TR R EE DR 2 MEN T 5. 22T
L EWHEOZLHIPHIX [0.0, 1.0] TH L. Fiz, LEW
EOZAVRIR % 0.001 12T 2. KHFFETIE, Lﬁ%
MEIZ & o TIER S NS, LEWED E olitkiE%
?ﬂmﬁﬁﬁ%ﬁéht%%mmf,%ﬁm~y&ﬁ
fwOMEREZ BT 5. WAL, 10 27D 2.2GHz
Intel Xeon E5-2630 v4 CPU &, 5.5TB HDD, 256 GB
A A ¥ AE1), NVIDIA Tesla V100S GPU |- CHjii <
N5, F7z, WA (Precision), FHZE (Recall), F1H

SemanticCloneBench 10x10E R E B AE
N N N B A -V _F7 AR A -7 =91
SiE55885E
== SEES=555888
EEBEBSBEEEBSS
EEEEEEEBE
A s -7 FEBRI/O—>RT
L 1
1. REEH 2 5 a
k=2 >3, ASTED .
F%E - a 3.8
; ??iﬁ%ﬁ&%‘%
L HIlE B
2k 4 S D
&

BB ICEN L R E O &
1 SEASEBROBE

(F1-Score) &\ 72 3 FlHOFHITEE L HWC, &F
BB B Type-4 7 01— > O HMERE % 5l 5.

4.1 LEH®MN &R

REFFECIE, lilid ) =8 % 727 b — Ui
& L C ASTNN [6], CodeBERT w/ fine-tuning [7], ¥Xfii
wLE¥EB vz u— Ui FFEE LT CodeBERT
w/o fine-tuning, InferCode [8] % [LE 4 & L T
FB A& T 5.

4.1.1 ASTNN

ASTNN &, #IGHELARN—ZAD =2 —F V% v |}
T—=2ETFNTH5S[6). GO L R = 2 —
SNVt v FJ—2% (RNN) L OBHICL Y, FhHIEH
R AL CORIERTFEHTEL,. s u— ViR
HWClE, V—RAa— FOXRTREFICBITLEDEL L
T, L1 VAT 5.

ASTNN %#J2% L7z Zhang 5%, L EWEE 0.5 127%
5€ L, BigCloneBench [9] & OJClone [20] % &M & L
7o ERE FEE L 72, #8511, OJClone T, #MAH
7398.9%, FHIERAT92.7%, FIEAT0.955 Th -7 L #H
““'L“C\ﬂé % 7z, BigCloneBench (Zxf L CTl&, 71—

COPF T L HRIETERE % BT L, Weakly Type-3/Type-4
TiX, #HA +7J‘ 99.8%, FHHZEAT 88.3%, FfEA%0.938
Tholz kiﬁ%l]“(b‘é

#AKEEBRTIX, GitHub TAR &1 Tw2 ASTNN
YRV MYEIZFIHT L, s u—YRHEDZDIZ,
Skip-gram 7 )V T X A % FIH L 72 Word2vec [23] ®
iy&?4>7>yfw%%ﬁfé IYRTA VT
TURNVOF A X% 12812, BEBIEOY A X% 100 12
ﬂﬁ?%.ik,ﬁy%ﬁ41%32k,%ﬁh®l
Ry 7 8% 5 8ET S, &K, IO F 77 1
~ AW AdaMax (28T 2R 0.002 [IRET 5.

4.1.2 CodeBERT

CodeBERT X, b —27 v R—ZADHFIFFETILVT
HH[T. V—AI—=FD =27 v EHREEOT
A b, KU BERT [24] OftHIZ LY, 7ur 73
SEERCHRSEOY VT E— ¥V R IBH e E T
&%. CodeBERT Tl¥, V—Aa2—FDbr—2r > EH
IREREOTF AN FFIFEE L-0L, V—AT—
FRF2AYNERREDI AT DI=DIZT 74~
Fa—=rT7¥5h.

CodeBERT % $2%: L 7z Feng 5|, CodeBERT % H
Wiz B — UK L TRl A SR L T e, AR,

(72) * https://github.com/zhangj111/astnn
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HYIZ, Guo 57°, BigCloneBench (2% L "Cadi H F2E&
BHEML72[22]. S, WMAED 94.7%, I
93.4%, FMEA%0.941 THo7zeHEFL T 5

AWF7ETIE, 7n—y@&%&x7tbf774y
F 1 —=>71, CodeBERT IZ Té?ﬂ /&m@

REDRHMi % EMT 5. T2, FHFBRORIBITL Y
O — YR OMRERE 24T 9 72012, 77 /f VFa—
=7 & 1) CodeBERT (CodeBERT w/ fine-tuning) &
774 v Fa—=77 L CodeBERT (CodeBERT w/o
fine-tuning) @ 2 FH % LB R E T 5.

W 9EERClE, Hugging Face ICTRAEN TV A
CodeBERT O & 7 )V (0 2R 2. F/2, v —
Ad—=FOXTELIZBITBEMEL LT, a% 4>
LA 2. $ﬁ'ﬁﬁ”j‘57‘ﬂ/ BIFHAY—
Ad=F =27 OEE% 25612, Ny FH A4 X% 16
WCHET S, T, 77 Ay Fa— v IBIIBITS
FEEE 0.00002, TR 7HE LISKRET 5. Wik
2, 774V Fa—=rTEBOF T4~ AFELT
Adam ZFIHT 5.

4.1.3 InferCode

InferCode 1%, THEHEUARN— ZDOFHIEH €TV
TH5H[8]. MWHEMKE, AKffEIZHEDW B AAAK
—2—5 )% v b7—2 (TBCNN) [20] & OHEHIC X
D, HAFPETVELT, V-AI=FITFAFY
TR EDOHE L LR AR, V—Aa— oM
LEDEMBYVFEEI A7 IZIGHTE A, Bui bl
InferCode % 7 U — VI & il LBy 27 L L
TEELTWS., AWSETYH, InferCode (FEkA7Z L
FHERW 7 u— Uil Tl LT, EAEROL
BRKET L, 70— VRHTIE, V—Z23—FDR
THEHELIZBT UL LT, T34 Y EPEE
5.

InferCode ##2% L 72 Bui 5%, L &M% 0.8 127k
€ L, BigCloneBench [9] & OJClone [20] % #Eff & L
7o FEERZ FEfE L 72, 5 1%, BigCloneBench Tid,
HWAFEDS 90%, FRHIFEDS 56%, FHAY0.75, OJClone
T, BEZFD 61%, HHFED 70%, FEH0.64 T
HolbHEL TS

WHEBTI, mm
@%TwWHW%ﬂmﬁé.it

AB &N T 5 InferCode
7 u— vk

* https://github.com/microsoft/CodeBERT

* https://huggingface.co/microsoft/codebert-base
* https://github.com/bdgnghi/infercode

- https://pypi.org/project/infercode

IZBIFT BNy FH A4 X% 5I1RET 5.
4.2 SemanticCloneBench
WHEERTIE, Type-4 7 10— YRt OMREFHMIC
WhLNXyF<—72 & LT, SemanticCloneBench [12] 'i’
Fv:% . SemanticCloneBench (&, Type-4 7 10— > ®
WM BRI AR L L 72XV F~—2 TH 5. Seman-
ticCloneBench |Z&E A7 u—iX, 7uars3Iv 7
SRR BT L E M A% Web A N Td 5 Stack Over-
flow =7 2 B4l ST\ % . SemanticCloneBench T
X, M—EMIZEENLMEY — A3~ F%, Type4
70— & LTEFKLCTV5%. SemanticCloneBench T
&, C, C#, Java, Python TRtk &N/zvV—Aa—F
PIESINTBY, SFEITLICZENZN 1,000 HO
Type-4 7 0=V DRTHPEEINT WS
WA FEERTIE, SemanticCloneBench ([2& F 115 Java
S TRA SN 1,000 O 0 — > D) %, Python
O javalang ¥ 7% v & — D CRESUEAT I BE 72 997 1 0
sU—VENRET L T2, EfEru— v L IEIER
JU—YOHNB1:1 45591, FERIu—-%
Ei$ 4. EARMYIZ1E, SemanticCloneBench (25 F 11
52V FEIYFAIC2MEMEL, HHLzxyy
K@ ~7 7% SemanticCloneBench T7 01— > & L C%E
HENTVWREWVELIE, ZOAY Y FOXT LM
su—rELCEFRTAH. HIZ, FRROERICEIDE
B S W7 FEIEME 2 1 — > % & 72 SemanticCloneBench
% 10 x 10 FEASHEMGE I FD W THE K ORIl & 5 i
5. 10x 10 FEACEMGEIE, 10 EREMEEE 10 0%
13 BHIFETH D, 10x 10 ELEMGEI L - T
BONDHEROTFHMEEHFL, 70— Y Bil&EOM
HkRE % EHT 5.
4.3 Research Questions
AWFFETiE, DUTIZRT 2 fil @ Research Question
(RQ) %3 T5h.
* RQI: LEWHIZED (FHMIRELD, oo
0 — YR ER ORI ERE A = A
. RQZWW47u~y&mfi % u— Ui
M BT F S 22 &9 % L & WEDHFD
k@l INZHATT B D
RQI OF#EIZL D), SemanticCloneBench % X% &
L7z Type-4 7 0 — UHRIEIIHBWT, FEP—EFEHNE
EDLEWEEREIL, MIEMERS—FEHVI O— R

(JE7) : https://stackoverflow.com/
(7E8) : https://github.com/c2nes/javalang



W3 SemanticCloneBench % IV 72 B IHD { a— F 70— VR TFEOFHI

HarHRT 4. 2L T, &MLz B - Ciibitkng
DEVDHA U7-HHEELRT 5.

RQ2 OFAEIZ LD, Type-4 7 10— UgIZBWT,
sa— U FES LI FEIELS LD L) B L&
WIEDHIFI A B S22 L, el L & VWl FajIE
RTELVWBETOEVERE 2S5 L)br70—>
W FELET 5. %P, SemanticCloneBench LI/t
DTF—5ty MNIBWCFHPELS 25 L9 %L &
WEDHFII AT 2720, AWF4ETIid, Semantic-
CloneBench {Zxf L C F AR A & 22 5 L & Wlfik
%, FEPELS %559 % L EWEOHI L ERT 5.
ZZT, FEPERKESRDLEWEMELIE, FED
[(FEDRKMED 0.95 /%), FEOHEAME)) L %5 L X
DLEWEET 5.

FREDSE L 25 &9 % L EWEOFHPHALN 7 01—
URIETFEL, Rl L EWEEZERNIERTE 20w
LBETOEWHEREETDL/ZLL)IDEEZLND. —
KT, FEPEL %5 L9 % L EWEOHIFHA V2
O — AL, Bl L S WEE FERNEIRT &
BWIEIIBWT, ZOFENET 53T OB ERE
PIEETE W EFHING.

5. EBRER

5.1 RQI: U ZEUMEICED <ARHMEED FHE

# 113, SemanticCloneBench |G, %7 u— i
BOFEFRAE D LEVEIIBITS, BEE F
Bl=¢, FIETH 5.

ASTNN (%, L ZWl2%0.393 »& X2 F flidswk
0921) &7, WAEFLHBRIIZNZN 87.5%,
97.3% %45, s uo— LD L, H
B OfEDH 12 BA > b-14 KA~ b, F72 FHEH
0.042-0.162 % <, AREBRIZB W TR D B b ke
%7~ 9. ASTNN Tif, IR TFT—2 2y P TEIZ,
FOT—=% %y MIEEND b= YR UAD
J=RICHTAEIURT V T o BRT 5720, FH
FROFHEOEIEHNEEZEZOND.

CodeBERT w/ fine-tuning (&, L X\ EAY0.918 D&

# 1 SemanticCloneBench (2K} 9 5 %7 1 — Vi g0 #
A2, BHE, FE

LEWE | @G53 B3l FE
ASTNN 0.393 | 87.5% 97.3% 0.921
CodeBERT w/ fine-tuning 0918 | 90.5%  85.4% 0.879
CodeBERT w/o fine-tuning 0985 | 74.9%  83.7% 0.791
InferCode 0.884 | 69.4%  83.7% 0.759

E|ZF MK (0.879) L7400, BEFLHB=RI
TNZEN 90.5%, 85.4% %155, Mo v —Hilid:
EHRD L, BEROMEPHK 3 ARA 2 b 21 FA >~
& <, CodeBERT W/ fine-tuning (&, ARHEERIZB T
ROBMINERI LICdwra—- Ui THE LT
% %. CodeBERT w/ fine-tuning Tid, IEF7 10— D
T7AyFa—= 7Ly, HRiFETHRIZa-F
FHZF TR L, BWRW 20— » ORI EAL S
N5, ZNZXD, CodeBERT w/ fine-tuning @38 4%
MO 70— B FEL Y &R L EILNS.

iz LB HW 70— U iiligsTH 5 Code-
BERT w/o fine-tuning (&, L Z\M4%0.985 D& XIZF
AR (0.791) &7, BEFELHIHRTZLEN
74.9%, 83.7% %13%. #7z, InferCode ¥, L &\l
770.884 O & X2 FHEAMRA (0.759) &4 h, #MER
EFBEIEENEN 69.4%, 83.7% %15%. ¥iliid Y
FHRy AR E RS L TR0 E AT
¥ 13 RA v 21 KA v b, F7z F I 0.088-0.162
vy, Type-4 70— iZBUTLHEEFEOE S, &
a— FRIOADHFFEEZ V727 v — Uiz
L, #Hifize LB LrHW70— VbR Big 5
WERKCFHEIL, Hid 58z okt e
HARTERWEIZR S EE 2515, —J7, CodeBERT
w/o fine-tuning & InferCode |2 BT A2 HEFIILELE S
b 83.7% TH Y, HMHTHEDO—DTH % NiCad [25]
DOEBAE (4.0%) [12] £ b SIEHFIm. T2, 2
Y FEH e A FR L AT, BHEOWAE 4
14 BA 2 M2z 5 Tn 5

# 213, BigCloneBench % fi\:7- & & O FEERH R
&, SemanticCloneBench % iV 7z & & OFERE R % 7R
L7:%T&%. SemanticCloneBench (2%} 3% ASTNN
/27 u— VR Tld, BigCloneBench & I~ T
WEZDHI 12 BA ¥ M L72—HT, BHEIIH9
KA MEIML7:. ZO#%, SemanticCloneBench |2
BT % ASTNN @ F f#iZ, BigCloneBench & i L C
0.017 4> L 72. —7, SemanticCloneBench 249 %
CodeBERT w/ fine-tuning % V2727 0 — U ey T,
BigCloneBench & HT#AR - fHBIE L IR L,
ENENARAL -, I8 KA M Thotz. £
DFER, SemanticCloneBench 123513 % CodeBERT w/
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2 BigCloneBench /% U SemanticCloneBench % x4 & L7z 7 0 — ¥ Bt Tk 0 Bt 5

BigCloneBench [6], [8], [22]
e R

SemanticCloneBench
F i | @G HBIE FE

ASTNN 99.8%
CodeBERT w/ fine-tuning | 94.7%
InferCode 90%

0.938 | 87.5% 97.3% 0.921
0.941 | 90.5%  85.4% 0.879
075 | 69.4% 83.7% 0.759
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[% 2 SemanticCloneBench (Z%f L C L & Wi & 2 L S & 72
WA O F AR

73  SemanticCloneBench 2K 3 % %7 0 — Ui B
WC FEDEL 25 L) % L&V EOHPH

FEOFE L W EOHH
ASTNN [0.875, 0.921]  [0.175, 0.617]
CodeBERT w/ fine-tuning | [0.835, 0.879]  [0.876, 0.935]
CodeBERT w/o fine-tuning | [0.751, 0.791]  [0.980, 0.989]
InferCode [0.721, 0.759]  [0.803, 0.921]

KA MLz, #H & LT, SemanticCloneBench
\281F % InferCode @ F fHiL, BigCloneBench (2817
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KBE3&E725LEVEOEE
2 1%, SemanticCloneBench {Zxf L CL X W MEZ %
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FERETNVEHCWEFETHCFHEEZRLAELEWE
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O—YHRHORIICT— FREAHGEE T 5720,
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ETWIZHED L 78— UM TFEE Type-4 72—~
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—77, ASTNN Tlid, FEFEL 25 L)L EW
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72 LT%H, ASTNN O FAHASIRAKE %2 5 &9 2 IKE
IR PR RE % 648 C X AT ERIEDSE .

6. ZUMADER

38 FH S8R C i L 72 SemanticCloneBench |2 & % 11
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