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A B S T R A C T   

A Large Eddy Simulation (LES) can predict an unsteady airflow with high accuracy. However, the application of 
LES to indoor airflows is difficult because of the large computational burden of the coupled simulation of both 
the indoor/outdoor domains. To address this issue, a domain decomposition technique (DDT) was proposed so 
that the outdoor simulation results could be applied as boundary conditions for the indoor air simulation by 
decoupling the indoor/outdoor domains. However, most previous studies have only investigated the applicability 
of DDT under steady-state and isothermal conditions. In an actual natural ventilation design, if buoyancy force is 
expected as the primary natural ventilation driving force, the temperature difference between indoor/outdoor 
cannot be neglected. This study aimed to validate the DDT under non-isothermal conditions. First, wind tunnel 
experiments were conducted on an isolated building under non-isothermal conditions to obtain data for the 
computational fluid dynamics boundary conditions and accuracy verification. The wind pressure coefficient, 
velocity distribution, and temperature distribution were measured during the experiment. Then, unsteady 
analysis (i.e., whole domain simulation) was performed using LES to reproduce the wind tunnel experiment. 
Finally, DDT was applied to the Large Eddy Simulation, and its accuracy was verified by comparing the velocity 
distribution, temperature, and airflow rate between the whole domain and DDT. As a result, in the present study 
where the total number of grids in the entire domain was approximately 10 times that in the indoor domain, DDT 
exhibited good accuracy, and decreased the computational load by over 70 %.   

Nomenclature  

Symbols Description Units 

Cp Wind pressure coefficient [− ] 
Pw Static pressure at the wall surface [Pa] 
Pref Reference static pressure [Pa] 
vref Building height velocity [m/s] 
ρ Air density [kg/m3] 
T Temperature [K] 
W Indoor heat generation rate [W] 
Cp Specific heat capacity [J/kgK] 
Qi Instantaneous airflow rate [m3/s] 
U Heat transfer coefficient [W/m2K] 
As Model surface area [m2] 
Cd Discharge coefficient [− ] 
(CdA)connected Connected value of the effective opening area [m2] 

(continued on next column)  

(continued ) 

Symbols Description Units 

ΔP Pressure difference [Pa] 
ΔCp Wind pressure coefficient difference [− ] 
Δρ Density difference [kg/m3] 
g Gravitational acceleration [m/s2] 
Δh Difference in height between openings [m] 
A Opening area [m2] 
vn Wind velocity normal to the opening [m/s] 
vp(y) Wind velocity parallel to the opening (y-direction) [m/s] 
vp(z) Wind velocity parallel to the opening (z-direction) [m/s] 
Ar Archimedes number [− ] 
vroom Wind velocity into the room  
β Coefficient of cubic expansion [1/T] 
ΔT Temperature difference [K] 
Lbuilding Characteristic length of the building [m] 

(continued on next page) 
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(continued ) 

Symbols Description Units 

Lopening Characteristic length of the opening [m] 
Qpredicted Predicted value of airflow rate [m3/s] 
Pwd Windward total pressure [Pa] 
PLd Leeward total pressure [Pa] 
C Courant number [− ] 
υ Kinematic viscosity coefficient [m/s] 
Re Building Re: Building height Reynolds number 

Opening Re: Opening Reynolds number 
[− ] 
[− ] 

Δt Time step size [s] 
Δl Cell size [m] 
vnormalized Normalized velocity [− ] 
vx X-component velocity [m/s] 
vz Z-component velocity [m/s] 
Cp Time-averaged wind pressure coefficient [− ] 
Qin-out Airflow rate from indoor to outdoor [m3/s] 
Qout-in Airflow rate from outdoor to indoor [m3/s] 
uʹ Fluctuating component of velocity [m/s] 
τ Time lag [s] 
t Time [s] 
R Autocorrelation coefficient [− ] 
Λ Integral time scale [s] 
λ Turbulence length scale [m] 
CD Empirical coefficient [− ] 
u Average velocity [m/s]  

- subscript -  
in Indoor  
out Outdoor  
i Instantaneous   

1. Introduction 

In recent years, natural ventilation has been considered as an effec-
tive energy-saving approach. Two types of driving forces play a role in 
natural ventilation: wind-induced ventilation, driven by wind pressure 
differences between openings, and buoyancy-driven ventilation, driven 
by indoor/outdoor temperature differences [1,2]. Natural ventilation 
has primarily been introduced into building design because it reduces 
energy consumption and improves indoor air quality [3]. To use natural 
ventilation, it is necessary to accurately predict the ventilation rate, 
airflow characteristics, and indoor/outdoor temperature differences 
during the building design phase [4]. Three methods are used to achieve 
these objectives, namely: 1) field measurements: a performance evalu-
ation by measurement in an actual building [5–9]; 2) wind tunnel ex-
periments: data are acquired using a wind tunnel with a reduced-scale 
model; however, this requires large laboratory facilities, high cost, time, 
and a variety of equipment [10–17]; 3) computational fluid dynamics 
(CFD): a simulation with 3D models on a computer, which boasts easily 
changeable parameters, low cost, and flexibility to obtain data from any 
place in the simulation domain. Since the 1960s, CFD has been devel-
oped as a fluid dynamics method [18–23]. 

Furthermore, several methods exist for simulating turbulent flows. 
The most accurate approach is the direct numerical simulation (DNS), in 
which the full Navier–Stokes equations are directly calculated using an 
extremely fine mesh from the smallest to the largest eddies of the given 
airflow. A second method is the Large Eddy Simulation (LES), a type of 
CFD that performs unsteady airflow analysis with high accuracy [24]. 
This method was first proposed by Smagorinsky in 1963 [25]. In LES, the 
large-scale motions of turbulent flow are directly solved, and only 
small-scale motions are modeled using a sub-grid scale model. Recently, 
guidelines that include LES analysis of outdoor airflow have been 
developed, and the use of LES for ventilation analysis is expected to 
expand in the future [26–32]. 

The Reynolds Averaged Navier-Stokes (RANS), which concerns the 
Reynolds-averaged airflow field, is widely used for ventilation simula-
tions. It can reproduce an airflow field with a lower computational load 
than LES models. However, LES is required to simulate natural venti-
lation with continuous changes in wind velocity and direction. The 
RANS and LES methods have been compared in previous studies. Cheng 

et al. [33] showed the comparison of flow simulations computed by the 
two-equation turbulence models (the standard k-ε model, renormalized 
k-ε model, standard k-ω model, and Shear Stress Transport k-ω model) as 
well as LES and wind tunnel experiment data. Cheng et al. [34] per-
formed a simulation to reproduce the wind tunnel experiment con-
ducted by Meinders [35] using RANS and LES. The complex features of 
the fully developed flow within and above an array of cubes were better 
reproduced with LES than with RANS despite the disadvantage of much 
greater computation times. Xie et al. [36] showed a comparison of LES 
with three RANS models (the standard k-ε, modified k-ε, and Reynolds 
stress model – hereinafter referred to as RSM) under much higher Rey-
nolds number conditions. Compared with the experimental data [37], 
the RSM yielded the most accurate pressure profiles among the three 
RANS models. However, the unsteady RANS method could not be suc-
cessfully applied to highly turbulent flows above the canopy because of 
the lack of significant scale separation and periodicity. Zheng et al. [38] 
compared the natural ventilation rate and velocity between RANS and 
LES for a building with balconies. The results suggested that the use of 
the RANS instead of the LES can result in underestimated ventilation 
rates and wind velocity ratios. Tominaga et al. [39,40] demonstrated the 
accuracy of LES around a simple building model through the velocity 
distribution, turbulence kinetic energy distribution, and concentration 
measurements. LES can calculate instantaneous fluctuations that cannot 
be obtained using the RANS model. The horizontal diffusion of the 
concentration was well reproduced by LES owing to the unsteady con-
centration fluctuation. Adachi et al. [41] reported the results of the 
velocity fields within a cross-ventilation model sheltered by block arrays 
using LES. Simultaneous observations of the outdoor and indoor veloc-
ities indicated that the change in the outdoor flow patterns caused a 
dramatic change in the indoor velocity distributions. Based on these 
previous studies, RANS is a widely used model for predicting indoor 
airflow in ventilation design. In addition, LES can simulate unsteady 
flows with high accuracy; however, its computational load is signifi-
cantly higher than that of RANS. 

As mentioned previously, LES has the disadvantage of using a large 
computational load [42,43]. A general natural ventilation simulation 
using LES requires a simulation domain that includes both the building’s 
interior and outdoor areas. This results in a large computational load 
and the analysis requires an enormous amount of time. Therefore, to use 
LES on a practical level, it is necessary to establish a method that reduces 
the computational load while preserving the method’s high accuracy. 
Domain decomposition technique (DDT) is a promising method to 
reduce computational load, and only simulate the indoor airflow by 
using the numerical results of outdoor airflow. The use of DDT is ex-
pected to significantly reduce the computational load [44]. In a study by 
Kurabuchi et al. [45], DDT was applied to the RANS model for 
wind-induced natural ventilation under isothermal conditions. They 
applied the DDT using a local dynamic similarity model (LDSM) to 
modify the discharge coefficients of the openings [46,47]. In reality, the 
buoyancy force is also an important driving force for natural ventilation 
[48–52]; however, the application of DDT under non-isothermal con-
ditions has not been investigated to date. In addition, the applicability of 
DDT in LES has not been validated in previous studies. To bridge those 
research gaps, in this study, DDT was applied to an LES in a 
non-isothermal environment. 

The primary goal of the present research is to validate the accuracy of 
DDT for LES under non-isothermal conditions by comparing simulta-
neous indoor/outdoor simulations (whole domain simulation) with an 
indoor-only simulation using DDT. This paper describes the results of 
applying DDT to unsteady simulations by LES under non-isothermal 
conditions using a reduced model used in wind tunnel experiments. 
Section 2 introduces the theory and processes of DDT. Section 3 de-
scribes the wind tunnel experiments, Section 4 illustrates the CFD 
methodologies, and Section 5 summarizes the main findings of the 
present research and the limitations of the DDT. 
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2. Domain decomposition technique with LES 

The unsteady analysis procedure using DDT is shown in Fig. 1 and 
consists of three steps. Although the detailed calculation setting is shown 
later in Sections 3.2.1 and 3.2.2, the basic concept of the technique is 
introduced here. 

Step 1: An outdoor simulation using a sealed model without openings 
is conducted under isothermal conditions. In this simulation, the 
instantaneous static pressure and wind velocity components parallel 
to the wall surface were obtained to acquire the boundary conditions 
for the indoor simulation in the DDT. Instantaneous static pressures 
on the wall (wind pressure) are obtained at the position where 
supposed to be the center of the opening. The instantaneous wind 
velocity components parallel to the wall near the assumed opening 
position were also obtained. The reference static pressure is moni-
tored on the windward side. The Instantaneous wind pressure coef-
ficient at each opening point was calculated using Eq. (1). 

Cpi =
Pwi-Pref

1
2ρout

(
vref

)2 (1)  

where Cpi is the instantaneous wind pressure coefficient [− ], ρout is the 
density of the outdoor air [kg/m3], vref is the reference velocity at 
building height in the approaching flow [m/s], Pwi is the instantaneous 
static pressure on the wall [Pa], Pref is the static pressure on the wind-
ward side [Pa]. 

Step 2: The instantaneous airflow rate induced by the wind and 
buoyancy forces at each time step is calculated by applying the heat 
balance equation (Eq. 2), the orifice equation (Eq. 3), and the pres-
sure difference equation (Eq. 4) into an iterative calculation: In these 
equations, buoyancy-driven flow is defined as positive (upward di-
rection in the present study), and the sign of the wind pressure co-
efficient difference is defined as positive when it assists buoyancy- 
induced ventilation. In the iterative calculations, the discharge co-
efficient at the orifice was maintained at 0.67, and the initial indoor 
temperature was set to the same value as the outdoor temperature 
and was assumed to be uniform. Next, the instantaneous wind ve-
locity perpendicular to the opening, which is the airflow divided by 
the opening area, was calculated at each time step using Eq. (5). 

Tin-Tout =
W

CpρoutQi + UAs
(2)  

Qi =(CdA)connected

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
ρ |ΔPi|

√

(3)  

ΔPi =
ΔCpiρ

(
vref

)2

2
+ ΔρgΔh (4)  

vni =
Qi

A
(5)  

where Tin is the indoor temperature [K], Tout is the outdoor temperature 
[K], W is the indoor heat generation rate [W], Cp is specific heat capacity 
[J/kgK], ρout is outdoor air density [kg/m3], Qi is the instantaneous 
airflow rate [m3/s]. U is average heat transfer coefficient of the wall [W/ 
m2K], As is the model surface area [m2], (CdA)connected is the connected 
value of the effective opening area [m2], ΔPi is the instantaneous pres-
sure difference through a total flow path [Pa], ΔCpi is the wind pressure 
coefficient difference between openings [− ], Δρ is the density difference 
[kg/m3], g is the gravitational acceleration [m/s2], Δh is the difference 
in height between openings [m], vni is the instantaneous velocity 
component normal to the opening [m/s], and A is the opening area [m2] 

Step 3: To analyze the indoor airflow field, the instantaneous velocity 
components that were normal to the opening from Step 2 and par-
allel to the wall from Step 1 were provided at the openings as inlet/ 
outlet boundary conditions. These velocity components were given 
as the instantaneous boundary condition of the velocity at each time 
step, and the procedure was repeated throughout the unsteady 
calculation period. Thus, an unsteady DDT simulation was per-
formed using LES. 

To examine the accuracy of DDT with the scheme shown above, LES 
calculations with and without DDT are compared in the following sec-
tion. Here, the simulation without DDT indicates that it analyzes both 
the indoor/outdoor domains simultaneously and is referred to as the 
whole domain simulation. In other words, the present study verifies the 
accuracy of the DDT by assuming the whole domain simulation as the 
true value, as shown in Section 4.2. To achieve this, the accuracy of the 
whole domain simulation was first verified by wind tunnel experiments, 
and the results are presented in Section 4.1. In this validation procedure, 
wind pressure, room temperature, and airflow field were measured and 
compared with the CFD results. 

3. Methodology 

The details of the methodologies for the wind tunnel experiment, 
whole domain simulation, and indoor airflow simulation with DDT are 
described in this section. 

3.1. Wind tunnel experiment 

The purpose of the wind tunnel experiment was to obtain experi-
mental data for the validation of the LES by comparing the results of the 
whole domain simulation. In the wind tunnel experiment, a rectangular 
1:10 scale model with a single room was exposed to boundary layer flow. 
The boundary layer flow velocity profile was first measured, followed by 
the wind pressure coefficient, indoor temperature distribution, and in-
door velocity distribution. All measurements were conducted thrice, and 
the average values were adopted as the experimental results. Here, the 
velocity profiles of the boundary layer flow and heat flux are given as the 
boundary conditions of the CFD, as described in Section 3.2. The ex-
periments are illustrated in Fig. 2. More detailed explanations for each 
experiment are provided in the following sections. 

3.1.1. Summary of the wind tunnel 
The wind tunnel experiment was conducted in a wind tunnel at 

Osaka University, as shown in Fig. 3. The facility has a test section with a 
length of 9.5 m with a cross-section of 1.8 m (width) × 1.6 m (height). It 
is possible to change the type of wind tunnel, that is, open- or closed- 
circuit types. The wind velocity in the wind tunnel was set at 1.0 m/s 
at a height of 1000 mm above the floor but was also set at 10 m/s only 
when measuring the wind pressure and boundary layer velocity profile, 
as described below. During wind pressure measurement, the approach-
ing wind velocity was simultaneously measured using a pitot tube, as 
shown in Fig. 3. In other measurements, approaching velocity was 
monitored by the ultrasonic anemometer to set the velocity at 1.0 m/s 
on the leeward of the model. Fig. 4 shows the vertical profile of the 
approach flow velocity and the turbulence intensity measured using a 
hot-wire anemometer with an I-type probe (0251R-T5, Kanomax) at 1.0 
kHz for 60 s without the model setup. The wind velocity was normalized 
to that at a height of 600 mm. The results show that the boundary layer 
flow follows the power law of 1/3.73 and 1/4.20 for the 1.0 m/s and 10 
m/s conditions, respectively. 

3.1.2. Case and experimental conditions 
Table 1 summarizes the experimental conditions and corresponding 

assumed full-scale conditions. Pressure differences owing to wind and 
buoyancy forces were applied in the same direction. Fig. 5 shows the 
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Fig. 1. Procedure of unsteady analysis using the domain decomposition technique with LES.  
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details of the proposed model. The scaled model used was a cubic shape 
with an external dimension of 300 mm, made of 5.0 mm-thick acrylic 
boards. It was assumed to have two openings (30 mm × 30 mm) at 
different heights (15 mm and 280 mm from the floor) on the center. The 
model was placed so that the openings were on the central yz-section of 

the wind tunnel. The floor surface of the model was made of an 
aluminum plate, and a silicone rubber heater and insulation material 
were placed underneath to create an indoor/outdoor temperature dif-
ference in the model. The indoor temperature was monitored at the 
center of the leeward opening, assuming it as the exhaust temperature. 
The outdoor temperature was monitored 600 mm upstream of the 
windward opening. Heat was generated by using a silicone rubber 
heater under the floor surface. The amount of generated heat was 
adjusted to achieve the desired room temperature. 

To consider similarity, the Archimedes number (Ar) (Eq. (6)) was 
calculated using the indoor/outdoor temperature difference measured 
at the reference point. The opening velocity is calculated by dividing the 
airflow rate by the opening area. (Eq. (7)). The Reynolds number (Re) at 
the opening was calculated as follows: (8). Here, Re at the opening did 
not become as large as that in the full-scale condition. This is because Ar 
was assumed to be the most important factor for meeting the similarity 
to the full-scale condition. 

Ar=
gβLΔT
vroom2 =

gβΔh(Tin-To)
(
Qpredicted

/
A
) (6)  

Qpredicted =(CdA)connected

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2

ρout
|Pwd-PLd + (ρo-ρin)gΔh|

√

(7)  

Opening Re=
Qpredicted Lopening

vA
(8)  

Fig. 2. Experiments and experimental equipment.  

Fig. 3. Schematic of the wind tunnel test.  

Fig. 4. Approaching flow of wind tunnel: (left) 1.0 m/s; (right) 10 m/s.  
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Building Re=
vref Lbuilding

ν (9)  

where (CdA)connected is the connected value of the effective opening area 
[m2], PWd and PLd are the wind pressures on the windward and leeward 
wall surfaces [Pa], β is the coefficient of cubic expansion [1/K], vroom is 
the velocity into the room [m/s], and Lopening is the characteristic length 
of opening [m], Lbuilding is the characteristic length of building [m]. 

In this study, three types of experimental models composed of acrylic 
boards were used, as shown in Fig. 6, Fig. 7, and Fig. 8. The first was a 
sealed model without openings, as shown in Fig. 6. The other models are 

ventilation models with openings, as shown in Figs. 7 and 8. The wind 
pressure coefficient was measured using a sealed model, while the 
temperature distribution, floor heat flux, and indoor air velocity distri-
bution were measured using a ventilation model. 

3.1.3. Pressure measurement of sealed model 
As mentioned above, three types of wind tunnel experiments were 

performed to obtain the experimental results to be compared with the 
LES for validation, and the boundary conditions of the LES with the 
domain composition technique. For wind pressure measurements, the 
mean static pressure at the model surface was measured using a sealed 
model as shown in Fig. 6 to obtain the wind pressure coefficient. The 
wind pressure coefficient can be calculated using Eq. (10). 

Cp =
Ps-Pref

1
2ρout

(
vref

)2 (10)  

where Cp is the wind pressure coefficient [− ], ρout is the density of air 
[kg/m3], vref is the reference velocity at building height [m/s], Ps is the 
static pressure on the measurement point [Pa], and Pref is the static 
pressure at the pitot tube [Pa]. 

A total of 22 measurement points were set up (nine points at 30 mm 
intervals on the windward and leeward surfaces of the model center 
section, and four points at the assumed opening locations (15 mm and 
280 mm above the floor). In this setup, the wind velocity in the wind 
tunnel was set to 10 m/s, 1000 mm above the floor. The wind pressure 
was measured at 1.0 kHz for 60 s at each point using a pressure trans-
ducer (DP45, Validyne). The reference velocity for the wind pressure 
coefficient was the approach flow velocity at the building height (300 
mm above the floor), and the reference static pressure in the wind tunnel 
was measured using a pitot tube, the position of which is shown in Fig. 3. 
In this experiment, the wind tunnel was operated as a closed-circuit. 

3.1.4. Temperature measurement 
The temperature inside the model and heat flux at the model floor 

were measured using the ventilation model shown in Fig. 7. The former 
was intended to obtain the experimental results required for CFD vali-
dation, and the latter was used to obtain the boundary conditions for the 
CFD. Air temperatures in the model were measured by thermocouples at 
three points in the vertical direction (75, 150, and 225 mm) and three 
positions along the central line of the model in the streamwise direction, 
that is, nine points in total. The inner surface temperatures of the floor 
and roof were measured at the center of the room. The heat flux on the 
floor was measured using a heat flux meter (Energy Eye-D0001, DENSO) 

Table 1 
Experimental conditions.   

Building height 
[m] 

Building height velocity 
[m/s] 

Outdoor temperature 
[◦C] 

Indoor temperature 
［◦C］ 

Ar 
number 

OpeningRe 
number 

BuildigRe 
number 

Full-scale 3.0 2.0 10.0 25.0 0.39 5830 4,00,000 
Reduced 

scale 
0.3 0.9 17.0 44.6 0.39 986 17,560  

Fig. 5. Details of the model: (a) details of the model and temperature reference 
points; (b) details of heat generation. 

Fig. 6. Sealed model for pressure measurement.  
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at the center of the floor surface. The measurement was started after it 
had reached a steady-state, and then a 10-min average of the tempera-
tures measured at a frequency of 1.0 Hz at each point was taken. This 
sequence of measurements was repeated three times, and the average 
value was adopted as the steady-state temperature at each point. The 
wind tunnel was operated in closed-circuit mode during the experiment. 

3.1.5. PIV measurement 
Because we intended to compare the indoor airflow patterns in the 

CFD validation procedure, the indoor velocity distribution was 
measured by Particle Image Velocimetry (PIV) using the ventilation 
model shown in Fig. 8. Smoke was injected upstream of the model after 
confirming that the indoor temperature had reached a steady-state, and 
a double-pulse laser (DPIV-L50, Kanomax) installed above the model 
irradiated the laser sheet at 2.0 Hz over the center section of the model. 
A CCD camera (Image ProX 2 M, La Vision) was placed on the side of the 
wind tunnel and synchronized with a laser to capture images inside the 
model for 60 s using a program (Davis 8.3 La Vision). Thus, 120 sets of 
photos were obtained. The time interval between the two photographs 
was set to 1.0 ms. The camera resolution was 1600 × 1200 pixels. The 
direct cross-correlation method was used as an algorithm for PIV pro-
cessing, and the accuracy was improved using the recursive correlation 
method. The first pass of the interrogation window size was 48 × 48 
pixels and the second pass was 32 × 32 pixels. To exhaust the injected 
smoke, the wind tunnel was operated in an open-circuit mode during the 
experiment. 

3.2. CFD 

The purpose of this paper was to validate the accuracy of the DDT by 
comparing whole domain simulation results. First, the whole domain 
simulation that reproduced the wind tunnel experiment was performed 
under non-isothermal conditions. Because the accuracy of this whole 
domain simulation should also be verified, the results of the experiment 
and the whole domain simulation were first compared. Through this 
procedure, the whole domain analysis is validated and could be regar-
ded as a reliable result. Then, the simulations with only the indoor 
domain were conducted using DDT and compared with the whole 
domain simulation. In this section, the LES methodologies for the whole 
domain and DDT, composed of outdoor/indoor simulations, are 

described. 

3.2.1. Whole domain simulations 
The whole domain simulation was performed under non-isothermal 

conditions. The building model had a cubic shape with external di-
mensions of 300 mm and a wall thickness of 5 mm. The model had 
square openings of 30 mm on the windward and leeward sides. The 
simulations were conducted for two cases: one with a wind direction of 
0◦, which was the same condition as in the wind tunnel experiment 
(Case 1). In Case 1, the pressure differences owing to the wind force and 
buoyancy act in the same direction. In Case 2, the wind direction was set 
to 180◦, and the wind and buoyancy acted in opposite directions. Case 1 
was analyzed as a basic non-isothermal ventilation airflow field to verify 
the accuracy of DDT, where another purpose to validate the whole 
domain analysis was also included. Then, Case 2 was calculated to verify 
DDT in the flow field with other characteristics, where the airflow field 
becomes unstable, and LES becomes effective, making DDT highly sig-
nificant. For this reason, Case 2, which was not conducted in the 
experiment, was set up in the CFD. Fig. 9(a) shows the computational 
domain and mesh layout for Case 1. The computational domain has an 
xz-section with a length of 4.8 m and a yz-section of 1.8 m (width) × 1.6 
m (height). The total number of cells was 1,133,140. In a preliminary 
study, several grid systems were studied with fine, medium, and coarse 
grids, and the coarse mesh system was finally adopted because no sig-
nificant differences were observed. The coarse mesh was generated 
based on the number of divisions, 30 (width), 30 (height), and 5 
(thickness) divisions. Throughout the main calculation period described 
below, the three components of the instantaneous air velocity were 
monitored at 149 points (99 points on the xz-section in the indoor area 
and 25 points at each opening) to validate the DDT. 

The instantaneous inlet condition was created by applying Smirnov’s 
method [53,54] based on the experimental values shown in Fig. 4 for a 
wind velocity of 1.0 m/s. A coupled radiation analysis was performed, 
and the wall emissivity was set to 0.9 uniformly. Table 2 lists the thermal 
boundary conditions used in this study. The inlet boundary condition 
was set at 17.4 ◦C. The heat fluxes from the floor were uniformly 
assigned the same values as those in the experimental results. The 
thermal boundary conditions on the interior surface of the model were 
determined by considering the total thermal conductance of the wall, as 
listed in Table 2 and shown in Fig. 10. This indicates that the heat inside 

Fig. 7. Ventilation model for temperature and heat flux measurement.  

Fig. 8. Ventilation model for PIV measurement.  

T. Matsubara et al.                                                                                                                                                                                                                             



Building and Environment 262 (2024) 111763

8

Fig. 9. Computational domain: (a) whole domain; (b) indoor domain.  

Table 2 
Thermal boundary condition.  

Inlet Floor Interior model surface Exterior 
model 
surface 

Temperature17.4 
[◦C] 

Uniform heat flux 
from wind tunnel 
experiment 
1077.5 [W/m2] 

Given considering total 
thermal conductunce of 
the wall 
※Assumption 

Adiabatic  

1) Interior surface 
Temperature wall 
function 

2)Thermal conductivity 
within the walls 
Thermal conductivity: 
0.19 [W/mK] (0.005 
[m]), 
Density: 1186.43 [kg/ 
m3], Specific heat 
capacity: 1470 [J/kgK]  
3) Exterior surface 

Convective heat 
transfer coefficient 
and temperature 

Leeward wall: 6.0 
[W/m2K] 
Other walls: 10 
[W/m2K] 
Temperature 17.4 
[◦C]  

Fig. 10. Thermal boundary condition.  
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the test model is removed not only by advection of the ventilation flow 
but also through the wall. An adiabatic thermal boundary condition was 
applied to the exterior surface of the model. Strictly speaking, the heat 
removed from the model into the outdoor domain through the model 
wall should be considered; however, this was ignored, assuming that its 
influence on the outdoor temperature was almost negligible. 

Table 3 summarizes the whole domain simulations. The results of the 
RANS simulation with the same mesh were used as initial values, where 
the RSM was applied as the turbulence model, the Semi-Implicit Method 
for Pressure-Linked Equations (SIMPLE) algorithm was applied for 
pressure–velocity coupling, Quadratic Upstream Interpolation for 
Convective Kinematics (QUICK) was applied for discretization scheme 
for advection term. In the RANS simulation, the approach flow of 1.0 m/ 
s shown in Fig. 3 was given as an inflow boundary condition and the 
initial indoor temperature was set at 45 ◦C. For the LES, the 
Smagorinsky-Lilly model was used, and the Pressure-Implicit with 
Splitting of Operators (PISO) algorithm was applied for pressure velocity 
coupling. The Central Differencing Scheme was adopted as the spatial 
discretization scheme. The time step size was set at 0.001 s (1.0 kHz) to 
maintain the Courant below 1.0, as calculated by Eq. (11). 

Courant=
vΔt
Δl

(11)  

where Coutrant is the courant number [− ], v is the average velocity 
magnitude at each cell [m/s], Δt is the time step size [s] and Δl is the 
characteristic length of each cell [m]. 

After the LES calculation started, the first 20 s was regarded as the 
pre-conditioning period, which was the transition period from the RANS 
results to the LES, and the results obtained during this period were 
discarded. The following 60 s were regarded as the main calculation 
period, and the obtained results were used for data collection. The time 
step size was set at 0.001 in the pre-conditioning period (0.001 s ×
20,000 time steps = 20 s) and the main calculation period (0.001 s ×
60,000 time steps = 60 s). 

3.2.2. Simulations with domain decomposition technique 

3.2.2.1. Outdoor airflow simulation with a sealed model. As shown in 
Fig. 1, a simulation analyzing the outdoor domain with a sealed model 
was required for the DDT simulation to obtain the instantaneous Cp 
value and instantaneous velocity parallel to the openings. The whole 
domain model was replaced by a sealed model without openings, and an 
outdoor simulation was conducted under isothermal conditions. The test 
model was exposed to a boundary layer flow of 1.0 m/s at a height of 
1000 mm from the floor. This velocity was different from the value of 10 

m/s used in the wind tunnel experiment. A CP be noted that 10 m/s in CP 
value measurement was used to avoid inaccurate results that could be 
caused by the unstable operation of the wind tunnel fan and the accu-
racy of the pressure transducer in the low-pressure range. However, the 
flow field to be analyzed is under 1.0 m/s. Because issues regarding 
instability or accuracy range in the experiment were not a problem, 1.0 
m/s was adopted in the sealed model simulation in the CFD. Two ve-
locity components parallel to the openings were sampled 7.5 mm away 
from the center of the assumed opening position of the sealed model 
wall. Instantaneous static pressure at the center of the assumed opening 
position. The static pressure at the windward side where the pitot tube 
was installed in the experiment, was adopted as the reference pressure 
and monitored during the analysis. The total number of cells was 
1,052,170. The same fluctuating turbulent flow used in the whole 
domain simulation was adopted as the inlet boundary condition. The 
initial conditions were obtained from the RANS simulation with the 
same setting as the whole domain simulation. The preconditioning 
period, which is the transition period from the RANS results to the LES, 
was set to 20 s. The time for the main calculation period was set to 60 s. 
The other numerical settings were the same as those of the whole 
domain simulations. The time step size was set at 0.001 in the pre- 
conditioning period and the main calculation period. 

3.2.2.2. Indoor airflow simulation using domain decomposition technique. 
Fig. 9(b) shows the mesh layout of the indoor simulation (i.e., a 
computational domain of the DDT simulation). The domain measured 
300 mm (290 mm + thickness 5 mm × 2 openings) × 290 mm × 295 
mm, with the opening surfaces as the inlet and outlet boundaries. The 
total number of cells was 107,000 cells. In the indoor simulation, the 
meshing, wall boundary conditions, thermal boundary conditions, and 
heat flux were the same as those in the whole domain simulation. Fig. 11 
(a) and (b) show the instantaneous pressure coefficient and airflow rate 
(hereinafter referred to as AFR), respectively, as calculated using Eq. (3) 
in Section 2 and the indoor temperature, which was calculated from the 
iterative calculation (Fig. 1 Step 2). In the same way as the whole 
domain simulation, the initial value was calculated by RANS simulation, 
where the RSM was applied as the turbulence model, and the SIMPLE 
was applied for pressure–velocity coupling, QUICK was applied for 
discretization scheme for advection term. Also, the initial indoor tem-
perature was set at 45 ◦C. The pre-conditioning period, which is the 
transition period from the RANS simulation results to LES, was set at 20 
s. The time for the main calculation period was set to 60 s. The time step 
size was set at 0.001 s during the simulation. In the pre-conditioning 
period of DDT, the inflow and outflow wind velocity components 
calculated from the outdoor simulation were given as the boundary 
conditions for the pre-conditioning period of DDT. Similarly, the inflow 
and outflow boundary conditions calculated from the main calculation 
of the outdoor simulation were given as the boundary conditions for the 
main simulation period. As mentioned in Section 2, the inflow and 
outflow boundary wind velocities normal to the opening are calculated 
by dividing the instantaneous airflow rate by the opening area. These 
velocities are uniformly distributed over the opening surfaces. 

As shown in Fig. 11 (a), the differences in the mean Cp value were 
1.06 in Case 1, and 0.96 in Case 2. In Case 2, the instantaneous AFR 
value was negative at some time steps, which means that the airflow 
moved from the leeward to the windward direction. This appears to be 
due to the two opposing driving forces of buoyancy and wind. The 
variation in the AFR was larger in Case 2 than in Case 1 owing to the 
instability of the total pressure difference. From these results, it can be 
concluded that unsteady ventilation occurred in Case 2. Fig. 11(c) shows 
the three components of the instantaneous velocity obtained from Steps 
1(vpi1, vpi2) and 2 (vni), which are given as the inlet and outlet boundary 
conditions of these DDT simulations. 

Table 3 
Summary of the whole domain simulation.  

CFD Code Ansys Fluent 2022 R2 
Turblence model Large Eddy Simulation (Smagorinsky-Lilly Model) 
Algorithm PISO 
Descretization scheme for 

advection term 
Central differencing 

Time Step 0.001 s (1 kHz) 
Pre-conditioning period 20,000 time steps (20 s) 
Main calculation period 60,000 time steps (60 s) 
Boundary condition 

(Velocity) 
Inlet Smirnov’s method based on 

experimental value 
Outlet Gauge pressure: 0 [Pa] 
Walls Werner and Wengle wall 

function 
Boundary condition 

(Thermal) 
Shown in Table 2 and Fig. 9 

Total number of cells Whole domain 11,33,140 
Outdoor 
simulation 

10,52,170 

Indoor 
simulation 

1,07,000  
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4. Results 

4.1. CFD validation 

To validate the accuracy of the CFD analysis, the results of the wind 
tunnel experiment were compared with the LES for the whole domain 
simulation of Case 1 and the outdoor simulation required for the DDT 
simulation. The outdoor simulation was validated by comparing time- 
averaged Cp values. For the whole domain simulation, the indoor tem-
perature and indoor velocity distributions obtained by the PIV were 
compared. 

The time-averaged Cp value of the experimental results was 
compared with those of the outdoor simulation using the sealed model, 
as shown in Fig. 13(a). In the outdoor simulation, the Cpi value was 
calculated using only the time-averaged value of the static pressure 
during the main simulation period. The root mean square error (here-
inafter referred to as RSME) was 0.05. The numerical results for the wind 
pressure coefficient of the sealed model are in good agreement with the 

results of the wind tunnel experiment on the windward and leeward 
walls. Therefore, the LES analysis for the outdoor domain reproduced 
the experiment. 

Fig. 12(b) shows the temperature distribution in the indoor domain. 
In the experiment, the uniform indoor temperature assumed for simi-
larity calculation shown in Table 1 was 44.6 ◦C. In the experiment, the 
temperature at the center of the room was 45.6 ◦C which is almost the 
same as the assumed condition. The temperature distribution of CFD in 
the room generally agrees with the experimental results, however, a 
difference of approximately 3 ◦C exists in the leeward part of the room. 
The RSME was 3 ◦C. 

Fig. 12(c) shows the normalized velocity vectors obtained from the 
PIV measurement and whole domain calculation (Case 1). The separa-
tion flow occurred near the leeward wall in both charts. In the PIV 
measurement, the inlet airflows along the floor surface, however, in the 
whole domain simulation, the inlet airflows slightly downward. The 
flow circulation in the room was counterclockwise in both cases. Near 
the windward wall, the PIV result was slightly smaller than that of the 

Fig. 11. Results of iterative calculation and boundary condition of indoor simulation: (a) Cpi value (used as the Δ Cpi in Eq. (4)); (b) instantaneous value of AFR and 
temperature; (c) instantaneous value of vni, vpi1, and vpi2 (the boundary conditions of the indoor airflow simulation). 
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domain simulation. This can be attributed to the reflection effect of the 
acrylic board during the PIV measurement. Throughout the comparison 
of the whole domain, both the indoor temperature and indoor flow 
pattern could be simulated relatively well by the LES. 

4.2. Accuracy verification of domain decomposition technique 

To investigate the applicability of the DDT and the problems to be 
solved, the results of the indoor airflow simulation obtained using the 
DDT were compared with those of the whole domain simulation. The 
velocity, temperature, AFR, and computational load were compared 
between the DDT and whole domain simulation. The causes of these 
differences are discussed. 

4.2.1. Velocity distribution 
Fig. 13(a) shows a comparison of the time-averaged indoor velocity 

magnitudes. In Case 1, a separation flow was observed near the leeward 
wall surface in both the DDT and whole domain simulations. However, 
the velocity of the separation flow was lower in DDT. The direction of 
inflow in the whole domain calculation was obliquely downward, 
whereas it was obliquely upward in the DDT. This may be because the 
boundary condition for the z-component of the velocity in the DDT was 
acquired inappropriately. This difference could have been caused by not 
considering the velocity distribution at the opening. In Case 2, the air 
velocity distribution at the center of the room was in good agreement. In 
both cases, the airflow near the windward opening differed from that in 

the whole domain simulation. 
The mean and standard deviations of the velocity magnitude at the 

monitored points in the room are shown in Fig. 13(b). In the DDT of Case 
1, the velocity magnitude was in good agreement, except near the 
windward opening. The mean wind velocity tends to be evaluated near 
the opening. In Case 2, there was a slight difference in the wind velocity 
near the opening on the windward side, but the other parts of the room 
were in good agreement. In Case 1, dominating flow is generated and the 
accuracy of the reproduction of the inlet airflow is dominant. On the 
other hand, Case 2 is an oscillating flow field, with the entire room 
mixing easily, and the flow in the entire room matches well even when 
the inlet airflow characteristics are not reproduced precisely. In all 
cases, the standard deviation was larger near the opening and smaller at 
the center of the room. In summary, the inflow direction in Case 1 is not 
well reproduced by DDT, and a more detailed discussion is to be shown 
in Section 5. 

4.2.2. Temperature distribution 
The time-averaged temperature distribution in the room in the cen-

tral cross-section is shown in Fig. 14(a). In the DDT of Case 1, the 
temperature was lower at the bottom of the room because of the 
detachment of the inflow air near the floor surface. In both cases, the 
temperature distributions at the center of the room were almost the 
same. However, in Case 1, the temperature in the DDT near the inflow 
opening differed. This is considered to be due to the different inflow 
wind directions, as well as the wind velocity distribution described 

Fig. 12. Validation of whole domain simulation: (a) validation of time-averaged Cp value; (b) validation of vertical temperature distribution; (c) validation of 
velocity distribution with normalized velocity. 

T. Matsubara et al.                                                                                                                                                                                                                             



Building and Environment 262 (2024) 111763

12

above. Fig. 14(b) shows the vertical temperature distribution in the 
room and horizontal surface-averaged values. The indoor temperature 
was 40–50 ◦C in most locations in both cases. The vertical temperature 
distribution in Case 1 is in good agreement with that in the upper part of 
the room. In Case 2, the temperatures generally agreed at all the points. 
The horizontal surface-averaged temperatures exhibited good agree-
ment in both cases. 

4.2.3. Airflow rate (AFR) 
The AFR results are presented in Fig. 15. The AFR of the DDT was 

calculated in Step 2, as shown in Fig. 1, and used as the boundary 
condition of the simulation. However, in the whole domain simulation, 
the instantaneous inflow and outflow were calculated at all time steps 
from the instantaneous velocities normal to the opening obtained at 25 
points on each opening surface. The airflow rates were distinguished 

Fig. 13. Validation of velocity: (a) time-averaged velocity distribution contour; (b) validation of scalar velocity and standard deviation.  
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between the inflow and outflow, and the average absolute values were 
used in Eq. (12) [55]. 

AFR=
(|Qin-out| + |Qout-in|)

2
(12)  

where AFR is the airflow rate [m3/s], Qin-out is the airflow rate from 
indoor to outdoor [m3/s], and Qout-in is the airflow rate from outdoor to 
indoor. In Case 1 whole domain simulation results in 33.0 ± 2.3 L/min, 

and the DDT results in 34.3 ± 3.2 L/min. In Case 2 whole domain 
simulation results in 18.6 ± 5.4 L/min, and the DDT results in 17.6 ±
6.6 L/min. The mean values of the AFR generally matched between the 
DDT and the whole domain simulations. The standard deviations tended 
to be slightly larger for the DDT. 

4.2.4. Computational load 
LES simulations were performed on a CPU with Intel Xeon multiple 

48-core processors. The calculation times are listed in Table 4. The 
sealed model simulation (outdoor simulation of DDT) required 130 h to 
complete. In Case 1, the whole domain simulation required 192 h, 
whereas the indoor simulation of the DDT required 74 h. In Case 2, the 
whole domain simulation required 203 h, whereas the indoor simulation 
of the DDT required 40 h. Consequently, DDT reduced 74 % of the 
computational load in Case1 and 80 % in Case2. When multiple 

Fig. 14. Validation of temperature: (a) time-averaged temperature distribution contour; (b) vertical temperature distribution.  

Fig. 15. Validation of AFR  

Table 4 
Computational load.   

Whole domain [h] DDT [h] Reduction ratio [％] 

Case 1 192 50 74 
Case 2 203 40 80   

Outdoor domain 

Sealed model 130  
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simulations are performed during the design phase, the reduction in 
computational load by DDT becomes even more effective. 

5. Discussion 

In this study, points 7.5 mm (one-quarter of A0.5) from the openings 
were used as reference points in Step 2 of the DDT calculation procedure 
[45]. To consider the appropriate reference point of the wind velocity 
parallel to the openings, other velocity reference points, 15 mm (half of 
A0.5), 22.5 mm (3/4 of A0.5), and 30 mm (A0.5) from the windows were 
investigated to determine the appropriate reference point for the wind 
velocity parallel to the openings. To understand the cause of the error in 
the DDT, discrete Fourier transformations were conducted using the 
wind velocities in the z-direction obtained at each point from the out-
door simulation. In the Fourier transformation, a Hanning window is 
used as the smoothing method. In addition, the turbulent length scales 
were calculated from the autocorrelation and mean velocity at each 
point. 

Fig. 16 shows a comparison of the power spectrum density and time 
series fluctuations of the z-direction velocity at the windward opening 
center and reference points in the outdoor domain in Case 1. 

In whole domain simulations, the wind direction was downward, 
whereas the reference point of 7.5 mm was upward, which was used as 
the boundary condition. The z-direction wind velocities exhibited a 
downward wind direction at points other than 7.5 mm in the outdoor 
simulation. The trends of the power spectrum densities were also similar 
to the whole domain simulation results except for 7.5 mm. A significant 
difference was observed in the spectral density at frequencies higher 
than 10 Hz. This was owing to vortex generation near the bottom of the 
wall (7.5 mm) caused by the wind falling along the wall and impacting 
the floor after hitting the wall of the sealed model. The high-frequency 
spectral density fluctuations also differed because of the impinging 
flow. Therefore, 22.5 mm and 30 mm exhibited the best agreement with 
the whole domain result. In the DDT, when an opening exists near the 
floor, the reference point of the wind velocity components parallel to the 
window surface should be set back from the wall surface. To investigate 
the length scale of the vortex at these reference points, the time scales 
were calculated using auto-correlation coefficients with the composed 
velocity in the xz-direction at each point. The integral time, turbulent 
length, and turbulent length scales were calculated using Eqs. (13)–(17). 
In Eq. (15), integration is interrupted when the autocorrelation coeffi-
cient initially falls below zero. 

uʹ(t)uʹ(τ)= lim
T→∞

1
T

∫ T

0
uʹ

i(t)u
ʹ
i(t+ τ)dt (13)  

R(τ)= uʹ(t)uʹ(t + τ)
uʹ(t)2

(14)  

TI =

∫ ∞

0
R(τ)dτ (15)  

Λ= u ⋅TI (16)  

λ=CD
1/4 • Λ (17)  

where ui
ʹ [m/s] is the instantaneous fluctuating component of velocity, τ 

[s] is the time lag, R is the autocorrelation coefficient [− ], TI is the in-
tegral time scale [s], CD is the empirical coefficient [− ] (CD = 0.09), 

Table 5 lists the average velocities, integral time scales, integral 
turbulent length scales, and turbulent length scales. The integral time-
scale is 0.26 at all points. The turbulent length scale changed depending 
on the mean velocity. The smallest turbulence length (26.84 mm at 7.5 
mm away from the windward wall was used as the DDT reference point. 
The turbulence length increased when the distance from the wall until 
22.5 mm. In cases where the windward opening was close to the floor, as 

in this study, there were some influences caused by the small vortex 
generated by the impinging flow. Therefore, the reference point for 
velocity parallel to the openings was located away from the wall. 

6. Conclusion 

The objective of the present study was to explore the applicability of 
DDT for the indoor airflow simulation of natural ventilation with LES 
under non-isothermal conditions by comparing it with the whole 
domain simulation. In this study, a wind tunnel experiment was first 
conducted to obtain the experimental values of the temperature, airflow 
characteristics, and wind pressure coefficient for CFD validation. Sub-
sequently, a whole domain simulation was performed to reproduce the 
experiment. The simulation analyzed both the indoor/outdoor domains 
simultaneously. To validate the whole domain and outdoor simulations, 
the wind pressure coefficient, vertical temperature distribution, and 
indoor airflow pattern were compared with the experimental results. 
The wind pressure coefficients agreed well at the windward and leeward 
walls. The temperature from the whole domain simulation was in good 
agreement with the experimental results. Next, DDT was applied to the 
LES under two non-isothermal conditions. The velocity distribution, 
temperature, and AFR of the DDT results are compared with those of the 
whole domain simulation. There was a difference in wind direction near 
the windward opening. This may be because the z-direction wind ve-
locity was acquired at an inappropriate point. The vertical temperature 
distribution matched well except near the opening of the inflow. In both 
cases, the AFR values and their standard deviations were almost iden-
tical to those of the whole domain simulations. Thus, it was shown that 
the DDT could simulate the airflow distribution, temperature, and AFR 
with high accuracy. To improve the accuracy of the DDT further, other 
possible velocity reference points were investigated in the outdoor 
simulation. The time series of the z component of the velocity and its 
power spectrum densities at these points were compared with the results 
of the whole domain simulation. In addition, turbulent length scales 
were investigated. In this study, DDT reduced more than 70 % of the 
computational load and simulated non-isothermal cases with high ac-
curacy. However, when using a DDT with an opening near the floor, the 
reference point for wind velocity parallel to the opening must be away 
from the wall when using the DDT. 

Under the conditions of Case 1, differences were observed in the 
detailed airflow field near the windward opening, which seems to have 
been a problem in predicting the inflow airflow direction. If the purpose 
of the application to practical design is to predict the qualitative indoor 
airflow and temperature fields or ventilation rate, it could not be a 
problem, however, further verification under various opening condi-
tions will be necessary. In addition, this study was conducted using an 
isolated building, and verification should also be conducted under 
conditions where there are buildings in the surrounding area. 

Consequently, the DDT can further reduce the calculation load when 
opening locations are considered during the natural ventilation design 
stage. Using DDT with LES, it is possible to apply unsteady analysis to 
actual buildings with complex geometries during the design phase, 
thereby enabling a more accurate natural ventilation design. 
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Fig. 16. Time series of z-direction wind velocity and Fourier Power spectrum density for Case 1, windward.  
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