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A B S T R A C T

Reduced-scale experiments and simulations are important approaches in natural ventilation research, and the
similarity requirement is fundamental for generalising the flow characteristics obtained from reduced-to full-
scale conditions. However, the similarity requirement of a nonisothermal natural ventilation flow in a reduced-
scale model poses additional challenges because of the reduced approaching flow, which can potentially result in
Reynolds dependence issues. This study investigated the Reynolds number (Re) independence of indoor airflow
in natural ventilation under isothermal and nonisothermal conditions using computational fluid dynamics (CFD)
with Reynolds-averaged Navier–Stokes. A wind tunnel experiment was first conducted to validate the accuracy of
the CFD using a reduced-scale model. Indoor airflow fields characterised by the same Archimedes number (Ar)
but with varying approaching wind velocities and temperatures were compared between the full-scale and 1/10
reduced-scale simulations. The dimensionless ventilation rate showed the least dependence on the Re number,
while the temperature field was very sensitive to the Re number, especially in the near-wall region. However, the
temperature field on the ventilation pathway is much less dependent on the Re number, the deviation of which is
less than 10 % compared to the full-scale simulation. The temperature distribution in the reduced-scale simu-
lation exhibits a thermal stratification pattern similar to that in the full-scale simulation.

1. Introduction

In recent years, there has been a growing emphasis on promoting and
incorporating natural ventilation into architectural design and con-
struction with the aim of fostering a built environment that is both
healthier and more sustainable. The design optimisation of natural
ventilation systems promotes energy efficiency [1–5], enhances indoor
air quality [6–8], reduces the risk of Sick Building Syndrome [9–11], and
improves thermal comfort [12–14].

Utilising natural ventilation systems to the fullest extent also ne-
cessitates effective methodologies for studying and understanding the
dynamics of natural ventilation. Three primary methodologies were
employed to investigate the flow field and performance of natural
ventilation [15]: on-site measurements, reduced-scale experiments in
laboratory settings (such as wind tunnel and water flume experiments),
and computational fluid dynamics (CFD).

Full-scale on-site measurements, which provide the most reliable

results that mirror the cumulative impact of various real-world factors
without the constraints of similarity criteria [16–19], are rarely
employed in research. This rarity can be attributed to inherent draw-
backs, including high time and material costs, lack of repeatability,
impracticality in the building design stage, and difficulty in conducting
parametric studies.

In contrast to full-scale experiments, laboratory experiments offer
several advantages, including repeatability, applicability at the building
design stage, and the ability to control environmental parameters. The
predominant focus of reduced-scale studies on natural ventilation in
atmospheric boundary layer wind tunnels has been isothermal condi-
tions [20–25]. However, studies on the thermal effects of natural
ventilation are limited. Several studies have employed reduced-scale
models in wind tunnels without considering the impact of atmospheric
boundary layer wind flow [26,27], or conducted experiments within
water flumes [28–30]. Laboratory experiments using a reduced-scale
model have several purposes, including the exploration of
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fundamental natural ventilation flow structures, assessment of ventila-
tion performance, and provision of validation datasets for CFD simula-
tions or theoretical models.

The reduced-scale model is also used in numerical simulations. Ai
et al. [31] proposed the use of reduced-scale models for the computation
of wind flow fluid dynamics simulations. Both the theoretical and
simulation results support the idea that a reduced-scale model can
provide good prediction accuracy with much fewer computational
resource requirements than a full-scale model, because the
reduced-scale model requires fewer cells to achieve the y+ requirement.
The reduced-scale numerical water-tank approach was also developed to
study urban-scale buoyancy-driven flow [32,33].

The fundamental requirement for the reduced-scale experiment and
simulation is the similarity criteria, which requires to replicate certain
nondimensional parameters from the prototype in the model, and it
guarantees that the conclusion obtained from a reduced-scale experi-
ment can be generalised and scaled into full-scale conditions. Snyder
[34,35] systematically performed a similarity analysis of atmospheric
fluid motions and four significant nondimensional parameters are
summarised to determine the flow patterns: the Reynolds number (Re),
Rossby number (Ro), Peclet number (Pe), and Froude number (Fr). It is
generally impossible and unnecessary to use all the nondimensional
parameters in a reduced-scale experiment [34–36]. Snyder [34] indi-
cated that the Rossby number should only be considered when simu-
lating prototype flows with length scales exceeding 5 km. Aligning the
Reynolds, Peclet, or Schmidt numbers is not necessary if the Reynolds
number of the flow is high. Consequently, when modelling the
isothermal flow in natural ventilation, it is essential to consider only Re.
However, under nonisothermal conditions, both Re and Fr should be
considered.

Re is defined as the ratio of inertial force to viscous force:

Re =
UL
υ

(1)

where U is the characteristic velocity (m/s), L is the characteristic length
(m), and υ is the kinematic viscosity (m2/s). U and L are determined for a
specific problem of interest. For airflow within building blocks and
street canyons, the commonly adopted parameter is the building Rey-
nolds number (ReH) [37–39], which utilises the building height and
wind speed at the roof level as reference values. In cases of indoor
airflow in natural ventilation, the opening Reynolds number (Reo) is
defined using the size of the opening and the mean velocity through the
opening [40,41]. In the present study, Reo is adopted because the airflow
through the opening largely influences the indoor airflow pattern in
natural ventilation, and Reo is defined as follows:

uo =
Q
A

(2)

L =
4A
P

=
4ab

2(a+ b)
=

2ab
a+ b

(3)

Reo =
uoL
ν =

2Q
ν(a+ b) (4)

where Q is the ventilation rate (m3/s); uo is the mean velocity at the
opening (m/s); A is the opening area (m2); L is the hydraulic diameter
(m); and a and b are the length and width of the opening (m), respec-
tively. In reduced-scale experiments focusing on natural ventilation, the
model scale is mainly determined by the blockage ratio requirement of a
maximum of 5 % of the wind tunnel working section [42]; thus, a typical
scale ratio of 1:10–1:100 is usually employed. Nevertheless, achieving
precise matching of the Re in such reduced-scale experiments necessi-
tates a substantial increase, by a factor of 10–100, in the approaching
wind velocity condition, which is challenging to attain in wind tunnel
experiments. Many previous studies have attempted to justify the use of

a smaller Re in reduced-scale experiments; this is known as the Reynolds
independence problem [34]. Townsend [43] proposed the
Reynolds-number independence hypothesis, which states that the pri-
mary flow and turbulence structure are independent of the Reynolds
number for sharp-edged geometries if the Reynolds number is suffi-
ciently high. The threshold of the required Reynolds number is known as
the critical Reynolds number.

The critical Re value for Reynolds independence has been exten-
sively investigated and discussed for external flows at the urban scale
[38,39,44,45]. Nevertheless, there is much less investigation of the
Reynolds independence in the indoor airflow of natural ventilation. Dai
et al. [37] performed CFD to investigate the Re-independence criteria of
isothermal flows in reduced-scale isolated buildings and building arrays
with single-opening ventilation. The simulation suggested that the
Re-independence requirement is Reo = 14, 000, Reo = 30,000 for the
indoor airflow fields and pollutant concentrations, respectively. In terms
of nondimensional ventilation rates in each room, the critical values
were Reo = 10, 000, Reo = 13,000 for the indoor airflow fields and
pollutant concentrations, respectively. Cui et al. [40] studied the
Re-independence issues of cross ventilation in an isolated building using
CFD. The results indicated that the critical Reo value for indoor airflow is
Reo = 15,000 and that cross ventilation was independent of the window
size. Cui et al. [41] further investigated the Re-independence problem of
cross- and single-opening ventilation under isolated and sheltered
building conditions. The results show that the indoor airflow pattern can
be better characterised by Reo than by ReH. Moreover, under the same
approaching flow, it is more difficult for the flow structure of
single-opening ventilation to be Re-independent compared to cross
ventilation, while the critical Reo is independent of the ventilation
modes and surrounding building effects.

The driving forces of natural ventilation can be classified into wind-
and buoyancy-induced forces [46,47]. Buoyancy-induced ventilation is
widely used in high-rise buildings and large public buildings with
considerable height differences between the inlet and outlet openings.
Neves et al. [48] performed simulations andmeasurements of wind force
(wind speed and direction) and buoyancy force (solar radiation) on the
solar chimney performance of a reduced-scale model; the results
revealed that the airflow rate and airflow pattern were affected by
thermal gradients, outdoor wind velocity, and direction. Liu et al. [49]
investigated winter air infiltration induced by combined buoyancy and
wind forces in a large-space building and proposed a simplified method
to predict the winter air infiltration rate in large-space buildings. When
conducting reduced-scale experiments or simulations for nonisothermal
flows induced by combined wind and buoyancy forces, both Re and Fr
should be considered. The Richardson number (Ri), which is the inverse
of the square of Fr, is widely used to describe buoyant flows [50–53]:

Ri =
ΔρgL
ρU2 (5)

where Δρ is the air density difference (kg/m3), g is the gravitational
acceleration (m/s2), L is the characteristic length (m), and U is the
characteristic velocity (m/s). A similar definition [36,54] is also
frequently referred to as Archimedes number (Ar):

Ar =
U2
b

U2
w
=

Δρgh
ρU2

w
=

1
Fr

Δρ
ρ =

1
Fr

ΔT
T

(6)

where Ub is the buoyancy velocity (Ub =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Δρgh/ρ

√
, m/s), h is the ver-

tical distance between two openings (m), Uw is the reference wind ve-
locity (m/s), and Fr is defined as gh/U2

w. The expression of Ar is widely
used in indoor ventilation research [55–57]. Because the present study
focuses on indoor ventilation flow patterns, it is hereinafter referred to
as Ar. For a reduced-scale experiment or simulation of natural ventila-
tion with both wind and buoyancy forces, Ar in the reduced-scale
experiment should match that in the full-scale experiment. For
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example, for a full-scale building with ΔT = 5K, the ΔT in a 1:10
reduced-scale model should be 50 K if the approaching flow has the
same magnitude as the full-scale approaching flow, which makes the
temperature difference very challenging to achieve. If the velocity in
reduced scale can be decreased to half of that in full scale, then the ΔT =

12.5K in reduced scale can satisfy the Ar requirement. However, a lower
approaching flow speed leads to a lower Re, which may not satisfy the
Re-independence requirement of indoor airflow.

Chew et al. [52] investigated the Re and Ar similarities of buoyant
flows in street canyons using CFD. He pointed out that even with the
same order of Ar at reduced scale and full scale, the thermal effects are
significant only at the reduced scale, which underscores the necessity of
checking the Re-independence criterion for buoyancy-induced flow. Cui
et al. [50] conducted a series of wind tunnel measurements on the
thermal effects of airflow at different scales. The measurement manifests
if the airflow in the street canyon achieves the Re-independence
requirement and Ar becomes the only requirement for the flow pattern
and temperature distribution of the external flow. A series of coupled
CFD analyses performed by Cui et al. [51] also validated that if the
requirement critical Re is reached, the airflow in the street and indoors
at a reduced scale can represent a full-scale airflow pattern. Hwang et al.
[58] performed a large-eddy simulation of a full-scale naturally venti-
lated single-room home with an identical Ar but varying wind speeds
and temperatures. The results indicated that the nondimensional
ventilation rate was strongly dependent on the ventilation Ar. Although
Ar is widely used to characterise buoyant flows in outdoor wind flow
studies [59], to the best of our knowledge, the influences of Re and Ar on
the nonisothermal indoor airflow of natural ventilation have not been
well investigated.

In addition to the flow pattern of natural ventilation, the ventilation
rate is the other primary interest of natural ventilation, which is also
correlated with Re and Ar. The ventilation rate of a roomwith two same-
sized openings at different heights and assisting wind with buoyant

flows can be calculated as follows:

Q = CdAeff

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
ρ

(
1
2

ρU2
wΔCp+ Δρgh

)√

(7)

whereQ is the ventilation rate (m3/s), Cd is the discharge coefficient (− ),
Aeff is the effective opening area (m2), ρ is the air density (kg/m3), Uw
the characteristic wind velocity (m), ΔCp is the mean wind pressure
coefficient difference between two openings (− ), and h is the height
difference between two openings (m). The dimensionless ventilation
rate was normalised by the characteristic velocity and effective opening
area, as follows:

Q∗ =
Q

UwAeff
= Cd

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ΔCp+ 2Ar

√
(8)

where Ar is Archimedes’ number. It should be noted that considering the
similarity of nonisothermal indoor airflow fields, the wind speed should
be the average wind speed at the opening. For the sake of simplicity, this
study adopts the building height velocity (Uw) in the approaching flow,
ensuring that the reference velocity for parameters such as ΔCp and Ar
remains consistent. According to this equation, if Ar is the same, the
dimensionless ventilation rate Q∗ is only determined by Cd and ΔCp. In
fully turbulent flow, if the building and openings are sharp-edged, the Cd
and ΔCp are both independent of Reynolds values [15,54] which makes
this equation extremely useful in predicting the ventilation rate at full
scale. However, ΔCp depends on the building scale Reynolds number
ReH, and Cd depends on the opening scale Reynolds number Reo if Re is
low [54,60], and this problem especially arises in the reduced scale with
low approaching velocity.

The reason for employing scaled-down experiments or simulations to
study indoor airflow in natural ventilation under nonisothermal condi-
tions is evident. Despite the significance of Re and Ar similarity re-
quirements, there is a lack of empirical evidence concerning the impact

Fig. 1. (a) Wind tunnel schematic diagram. (b) Profiles of mean velocity U. (c) Profiles of turbulent kinetic energy k. (d) Profiles of turbulence intensity I. (e) Profiles
of turbulence-specific dissipation rate ω.
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of Re under nonisothermal conditions. Therefore, the primary aim of the
current research was to investigate the effects of Re and Ar on indoor
airflow patterns and ventilation rates within a reduced-scale model
compared to a full-scale model using numerical analysis. A wind tunnel
experiment was first conducted to validate the CFD accuracy. Subse-
quently, the indoor airflow and ventilation rate in the 1:10 reduced-
scale model were compared with those in the full-scale model.

The wind tunnel experiment for validation of the data measurement
and building geometry is reported in Section 2. Section 3 introduces the
numerical settings, grid independence analysis, and the impact of the
turbulence models. Section 4 presents the simulation cases for the
parametric study and the similarity evaluation index. Section 5 com-
pares the flow regimes under isothermal and nonisothermal conditions.
Finally, Section 6 concludes the paper and discusses its limitations and
prospects.

2. Wind tunnel experiment for validation data

A wind tunnel experiment was performed to measure the boundary
layer profiles for the boundary conditions and to obtain validation data
for the numerical simulations of the reduced-scale model.

2.1. Atmospheric boundary layer profile

The experimental setup of the wind tunnel is shown in Fig. 1(a). The
wind tunnel is located at Osaka University, Japan, and it has a test
section of 9.5 (L) × 1.8 (W) × 1.6 m (H) [24,25,61]. The movable guide
vanes at the corner located downstream of the test section make it
possible to switch the type of wind tunnel between open and closed
circuits. An open circuit was used for subsequent measurements.

The atmospheric boundary layer was created by combining a tur-
bulence lattice and wooden roughness blocks. Vertical profiles of mean
wind velocity and turbulence intensity were measured using an I-type
hot-wire probe (0251R-T5, Kanomax) with a constant-temperature
anemometer unit. The experiment included isothermal and non-
isothermal measurements and a three-dimensional (3D) ultrasonic
anemometer probe (TR-92T) at a height of 1 m from the floor was used
to monitor the approaching velocity at 1 Hz. For the nonisothermal
experiments, the reference wind velocity at the building height (0.35 m)
was Uw = 0.73 m/s and the turbulence intensity at the building height

was approximately 14 %. The turbulent kinetic energy k (m2/s2) was
calculated as follows:

k =
3
2
(UI)2 (9)

where U is the mean velocity (m) and I is the turbulence intensity (%).
Because an I-type hot-wire probe measures two velocity components, k
can be calculated based on the assumption that the three velocity fluc-
tuations are of the same order, which yields the following equation:

k =
3
4
(UI)2 (10)

Turbulence dissipation rate ε (m2/s3) and turbulence-specific dissi-
pation rate ω (1/s) are calculated according to the equations below:

ε =
C0.75

μ k1.5

L
(11)

ω =
k0.5

Cμ
0.25L

(12)

where Cμ is a model constant equal to 0.09, and L is the turbulent length
scale (m).

For the isothermal experiment, the indoor velocity becomes
extremely small and could not be accurately measured by a hot-wire
probe, so Uw is deliberately increased to 4.6 m/s with the same rough-
ness configuration.

The vertical profile of the measured atmospheric boundary layer for
the nonisothermal experiments is shown in Fig. 1. The mean streamwise
velocity of the approaching flow can be described by a power law with
exponent [62,63]:

Uz
Uw

=

(
z
Href

)α

(13)

where Uz is the mean streamwise velocity (m/s) at height z, Uw is the
mean streamwise velocity at the building height (m/s), z is the height
from the floor (m), and Href is the building height (m). α is 0.19 in this
experiment.

Fig. 2. (a) Building dimension. (b) Pressure measurement points. (c) Measurement points for velocity and air temperature. (d) Floor plan of the model and position of
Section A. (e) Photo of velocity measurement.

Z. Jiang et al.
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2.2. The building geometry

The physical ventilation model is a 1:10 scaled-down simplified
building model with dimensions of 300 × 300 × 350 mm (length ×

width × height), as Fig. 2(a) shows. It has two rectangular-shaped
openings on the windward and leeward walls at two different heights,
with a height difference between opening centres h = 0.18 m. The wind
direction is perpendicular to the windward wall at 0◦. The two same-
sized openings have dimensions of 200 and 50 mm. The building
model incorporates a 50 mm-thick elevated floor composed of an
aluminium plate, heating rubber, and rock wool. The heating rubber,
regulated by a proportional-integral-derivative (PID) temperature
controller that maintains the rubber surface temperature at a given
value, facilitates consistent heat generation, while the rock wool miti-
gates heat loss through the lower section, thereby enhancing the
maximum indoor air temperature. Furthermore, an aluminium plate is
employed to ensure a uniform distribution of heat across the internal
floor surface. The room height above the heating floor is denoted asH =

0.3 m, complemented by a ceiling consisting of 5 mm-thick acrylic
plates.

2.3. Validation data measurements

The validation data included pressure measurements, velocity mea-
surements under isothermal conditions, and air temperature measure-
ments under nonisothermal conditions. Because of the difficulty in
calibrating hot-wire probes at different ambient air temperatures, the
velocity and air temperature were measured separately.

Pressure measurements are important for constructing a database to
predict natural ventilation rates. The surface wind pressure distribution
at the centreline and the pressure difference between the positions
where the two openings were located were measured using a sealed
building model, as Fig. 2(b) shows. The wind tunnel is operated with
Uw = 0.73 m/s during pressure measurement. The pressure was
measured using a bell-type differential pressure gauge (ISP-320/350,

Shibata) at a sampling frequency of 1000 Hz for 60 s. The wind pressure
coefficient is defined as

Cp =
ps − pref
1
2

ρU2
w

(14)

where ps is the static pressure at the measurement point (Pa), pref is the
reference static pressure (Pa), and Uw is the reference building height
velocity (m/s) converted using the ultrasonic anemometer probe.

Fig. 2(c) shows the velocity and air temperature measurement points
in the building model in Section A as illustrated in Fig. 2(d). During
velocity measurement under isothermal conditions, the heating rubber
was turned off. The indoor velocity was measured for 60 s at each
measurement location using an I-type hot-wire probe (0251R-T5,
Kanomax) with a sampling frequency of 1000 Hz, at each measurement
location as Fig. 2(d) shows. There were five circular holes in the ceiling
of the building model, which allowed the insertion of the hot-wire probe
through one of the holes, while the rest were sealed with tape. The hot-
wire probe was mounted on the mechanical arm, and the movement was
controlled using in-house software with an accuracy of 0.001 mm.
Simultaneously, the pressure at the reference point, situated at a height
of 0.95 m from the floor within the wind tunnel, was recorded. These
pressure data were utilised in deriving the mean reference building
height velocity, denoted as Uw, which was approximately 4.6 m/s for
isothermal experiments. The normalised velocity U/Uw was used to
validate the velocity of the CFD simulation described in Section 3.4.

During the air temperature measurement, the heating rubber was
turned on, and the wind tunnel was operated at Uw = 0.73 m/s. The
indoor air temperature was recorded using thermocouples, whereas the
heat flux on the floor was measured using two heat flux meters (Energy
Eye-D0001, DENSO) with a sampling frequency of 1 Hz. Thermocouples
were attached to five vertical metal poles, and the temperature was
measured simultaneously. This measurement was conducted for more
than 20 min after the attainment of a stable indoor air temperature was
confirmed. The average values obtained from the two flux meters were

Fig. 3. Simulation domain.

Z. Jiang et al.
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then used as the boundary conditions for the heated floor, as explained
in Section 3.5.

3. CFD validation

The computational geometry, computational domain, numerical
method, turbulence model, grid sensitivity analysis, and temperature
validation are presented in this section.

3.1. Computation geometry, domain

The commercial CFD software ANSYS Fluent 2023 R1 was used for
the steady Reynolds-averaged Navier–Stokes (RANS) computations
based on the finite volume method. The building geometry was identical
to that of the physical building model used in the wind tunnel experi-
ments. The boundary conditions were set according to the guidelines
provided by Tominaga et al. [64] as Fig. 3 shows. The reduced-scale
computational domain had dimensions of 4800 (x) × 3300 (y) ×

2100 mm (z), and the distance between the inlet boundary and the
windward face of the building model was 1500 mm. The computational
domain of the full-scale model was scaled up by a factor of 10. Vertical
profiles of the inlet boundary were obtained based on the measurement
data from the wind tunnel experiment described in Section 2.1.

3.2. Numerical methods

Pressure–velocity coupling is facilitated through the implementation
of a coupled scheme based on a pressure-based coupled algorithm [65].
The Green–Gauss cell-based scheme was applied for the gradient dis-
cretisation. A higher-order differencing scheme, Quadratic Upstream
Interpolation for Convective Kinematics (QUICK) was applied to dis-
cretise the advection terms [66]. Enhanced thermal wall functions based
on the Kader blending method [67] were applied to the near-wall
treatment of the energy equations. The selection of the computational
grid resolution is explained in Section 3.4. In all equations, the residuals
fell to less than 10− 5 and converged well.

3.3. Validation metrics

The following validation metrics were used to quantify the agree-
ment between the CFD prediction and experimental results [68]: root
mean square error (RMSE), mean normalised gross error (MNGE), the
fraction within a factor of two (FAC2) of the predicted observations, and
normalised mean square error (NMSE). These metrics are defined as
follows.

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N
∑N

i=1
(Pi − Oi)2

√
√
√
√ (15.) (15)

MNGE =
1
N
∑N

i=1

⃒
⃒
⃒
⃒
Pi − Oi
Oi

⃒
⃒
⃒
⃒(16.) (16)

FAC2 =
1
N
∑N

i=1
ni with ni =

⎧
⎪⎪⎨

⎪⎪⎩

1, if 0.5 ≤
Pi
Oi

≤ 2.0

0,otherwise
(17.) (17)

NMSE =

1
N
∑N

i=1
(Pi − Oi)2

(
1
N
∑N

i=1
Pi

)(
1
N
∑N

i=1
Oi

) (18.) (18)

where Oi and Pi are the measured and predicted values of a given var-
iable for sample i, respectively, and N is the number of data points. The
ideal values of the metrics corresponding to perfect agreement are 1.0
FAC2 and 0 RMSE.

3.4. Turbulence model

Turbulence models play an important role in CFD simulations. Fig. 4
compares the isothermal simulation results of dimensionless velocity at
five vertical lines from four turbulence models, that is, the standard k-ε
(SKE) model, RNG k-ε (RNG) model, realizable k-ε (RLZ) model, and the
shear stress transport (SST) k-ω model. The circle plots the measured
values, and the horizontal bar shows the normalised standard deviation
of the measured velocity. Because the I-type probe measures two ve-
locity components, the combined velocity of the x- and z-directions

(
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

U2
x + U

2
z

√

/Uw) from the CFD was compared to the measurements from
the wind tunnel experiment, as described in Section 2.3. The most
evident difference between the simulation results of the different tur-
bulence models can be observed in the inlet jet profile (the height of the
windward opening) and the recirculation flow region at the ceiling.

Table 1 summarises the different validation metrics used to evaluate
the velocity prediction accuracies of the four turbulence models. The
SST k-ω model provides the best agreement with the experimentally
measured velocity. Therefore, the SST k-ω model is used in the rest of the
study.

In addition, the treatment of low-Reynolds-number flow also justifies

Fig. 4. Vertical profiles of mean dimensionless velocity (
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

U2
x + U

2
z

√

/Uw) at Section An under isothermal conditions using different turbulence models.

Table 1

Validation metrics for the dimensionless velocity
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

U2
x + U

2
z

√

/Uw.

Standard k-ε RNG k-ε Realizable k-ε SST k-ω

RMSE 0.10 0.07 0.07 0.05
MNGE 0.46 0.54 0.48 0.29
FAC2 0.84 0.76 0.80 0.96
NMSE 0.37 0.19 0.17 0.12
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the use of the SST k-ω model. Because the SKE model is developed based
on the fully turbulent flow, it is inadequate for the low-Reynolds-
number flow close to the wall where the viscous effect is significant. A
low Reynolds k-ε model was proposed to introduce a damping function
to estimate the turbulence viscosity [69]; however, it requires a very fine
mesh close to the wall, which increases the computation cost. The SST
k-ω model blends the k-ω model in the near-wall region and the SKE
model away from the wall [70]. The combination improves the simu-
lation accuracy in the low Reynolds region while avoiding the strong
freestream sensitivity problem that the common k-ω model has [70].
Moreover, the Enhanced Wall Treatment (EWT) applied in k-ω models is
independent of the y + value, which avoids significantly changing the
number of meshes in reduced-scale and full-scale simulations.

The transport equations of turbulent kinetic energy (k) and specific
dissipation rate (ω) are as follows [71]:

∂(ρk)
∂t +

∂
(
ρujk

)

∂xj
= Pk − β∗ρkω +

∂
∂xj

[

(μ + σkμt)
∂k
∂xj

]

(19)

∂(ρω)
∂t +

∂
(
ρujω

)

∂xj
=

γ
υt
Pk − βρω2 +

∂
∂xj

[

(μ+ σωμt)
∂ω
∂xj

]

+ 2(1 − F1)
βσω2

ω
∂k
∂xj

∂ω
∂xj

(20)

where

Pk = min
[

τij
∂ui
∂xj

, 10β∗kω
]

(21)

The eddy-viscosity is obtained by

μt =
ρk
ω

1

max
[
1
α∗
,
SF2
a1ω

]
(22)

S is the strain rate magnitude and F2 is given by

F2 = tan h
(
ϕ2

2
)

(23)

ϕ2 = max

[

2
̅̅̅
k

√

0.09ωy,
500μ
ρy2ω

]

(24)

The coefficient α∗ damps the turbulent viscosity causing a low-
Reynolds-number correction:

α∗ = α∗
∞

(α∗
0 + Ret

/
Rk

1+ Ret/Rk

)

(25)

Ret =
ρk
μω (26)

Rk = 6 (27)

α∗
0 =

βi
3

(28)

βi = 0.072 (29)

3.5. Grid sensitivity analysis

To investigate the grid sensitivity, the computational domain was
discretised using three grid sizes. Simulations were performed for each
grid configuration under isothermal conditions. The total number of
cells and area-weighted average y+ of the building interior surfaces are
summarised in Table 2. The coarse grid contained 1,287,600 cells with
y+ = 2.65, whereas the very fine grid contained 3,716,400 cells with y+

= 0.97. The SST k-ω model was adopted as the turbulence model. Fig. 5
compares the results of the dimensionless scalar velocity (U/Uw) for the
three grids. In addition to the discrepancy in the coarse grid, a minor
deviation was observed between the basic and fine grids. Therefore, a
basic grid system was adopted for the remaining cases. Because the EWT
was applied for all k-ω models in ANSYS Fluent, EWT is y + insensitive,
which ensures it can work with high and low values of y + [71].

3.6. Temperature validation under nonisothermal simulation

The Boussinesq approximation, which treats the fluid density as a
constant value, is a common approach used in isothermal simulations
[72]. However, the approximation is only accurate when the density
difference is small (Δρ/ρ≪1) [73], so it may lose applicability when the
air density difference is significant [74]. Therefore, for nonisothermal
simulation in the present study, the air density is interpolated by a
polynomial profile between air temperature of 0 ◦C and 100 ◦C. The
surface-to-surface (S2S) radiation model was used for indoor radiation
exchange calculations [71], and the internal emissivity of all internal
surfaces was set to 0.9. Radiation, conductance, and convection were
considered for temperature validation. The inlet air temperature was set
at 19.5 ◦C, which was the air temperature of the approaching flow
measured in the wind tunnel experiment. The heat fluxes from the floor
were uniformly assigned the same values as those obtained from the
experimental results (2196W/m2). The thermal and physical properties
of the acrylic materials were applied to the walls to determine heat
conductance through the internal wall. The convective heat transfer
coefficient was estimated to be 3.42 W/

(
m2 • K

)
for internal walls.

Fig. 6 plots the experiment measurements of CFD simulation results
of temperature distributions at the vertical plane. Notably, the

Table 2
Grid sensitivity analysis.

Grid Number of cells Area-weighted average y+ of internal surfaces

Coarse 1,287,600 2.65
Basic 2,191,600 1.54
Fine 3,716,400 0.97

Fig. 5. Grid-sensitivity analysis results.
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temperature exhibits a relatively uniform distribution within the
building model. Table 3 lists the validation metrics for nonisothermal
simulations by comparing CFD results and experiment measurements.

Certain factors contributed to the disparities between the experi-
mental and simulated outcomes. In the experimental setup, spatial
variations in the heat flux of the heating rubber persisted. For example,
the heat flux at the front heat flux meter was 3140 W/ m2 and the heat
flux at the back heat flux meter was 1409 W/m2, but only the average
heat flux values were uniformly used for the indoor floor in the simu-
lation. Additionally, the attachment of thermocouples to the aluminium
poles introduced potential influences on the measurement results.
Furthermore, within the simulation, uniform heat transfer coefficient
values were assigned to all internal wall surfaces, potentially leading to
an underestimation of the temperatures in proximity to the leeward wall
in the simulation, such as along lines D and E in Fig. 6.

4. Parametric studies in CFD

4.1. Case descriptions

In the present study, simulations were conducted at both the full-

scale and 1:10 reduced-scale, with Ar computed using Equation (6).
The flow patterns of the reduced-scale and full-scale models were
compared. Herein, ΔT is the temperature difference between indoor
volume-averaged air temperature and outdoor air temperature (K), U is
the building height wind velocity in the approaching flow (Uw, m/s), and
L is the height difference between the centres of two openings (h, m).
Table 4 summarises the building height velocity (Uw) and temperature
difference ΔT in the present study with the corresponding Reynolds
number at the opening scale, which results in a total of 21 simulation
cases. To show the typical natural ventilation condition, in Case Ar =
0.29, the inlet air temperature (ambient air temperature) is specified as
10 ◦C and the indoor average air temperature in full-scale is 20 ◦C, which
are autumn season conditions. In Case Ar = 0.58, the inlet air temper-
ature is set to 0 ◦C, and the indoor average air temperature is 20 ◦C,
which are winter season conditions.

An adiabatic thermal boundary condition was applied in the simu-
lations of the parametric study cases. Uniform assignment of heat fluxes
from the floor was implemented, and a proportional control method was
employed to regulate the floor temperature according to the required
indoor volume-averaged air temperature, thereby achieving the desired
temperature difference (ΔT).

In addition, CFD simulations for the sealed model under different
approaching wind velocity profiles were performed to confirm the in-
fluence of the Reynolds number on the wind pressure coefficient dis-
tribution at the building scale. The results are discussed in Section 5.3.

4.2. Similarity evaluation

In previous studies, several indices, such as the Deviation Rate [41,
45,75], Ratio of Relative Changes [40], Adapted Deviation Rate [38],
and revised Relative Change Ratio [39], were proposed to quantitatively
evaluate the similarity among flow fields with different Re numbers.

The Deviation Rate (DR) of Cui et al. [41] was defined as

DR =

⃒
⃒
⃒
⃒
⃒

U∗
Rei − U∗

Rej

U∗
Rej

⃒
⃒
⃒
⃒
⃒

(30)

where U∗
Rei and U∗

Rej represent the mean dimensionless velocities corre-
sponding to two consecutive Reynolds numbers, Rei and Rej, respec-
tively. Nevertheless, in areas characterised by lower velocities, even a
slight disparity in the dimensionless velocity can lead to a significant
change in DR. Furthermore, this approach evaluates the flow field with
adjacent Re numbers, which makes it difficult to compare all cases using
the same criteria.

In this study, the Mean Error (ME) [76] was used to evaluate simi-
larity, which is defined as follows:

ME =
1
N
∑N

i=1

⃒
⃒
⃒U∗

reduced− scale,i − U
∗
full− scale

⃒
⃒
⃒ (31)

where U∗
reduced− scale,i and U

∗
full− scale represent the dimensionless velocities

Fig. 6. Vertical profiles of temperature at Section An under nonisothermal conditions.

Table 3
Validation metrics for the temperature.

Validation index RMSE MNGE FAC2 NMSE

Value 9.58 0.16 1.0 0.05

Table 4
Summary of simulated cases.

Case Scale Uw (m/s) ΔT (K) Ar Reo

1 Full-scale 1.46 0 0 28,867
2 1:10

Reduced-scale
0.73 0 0 1498

3 0.58 1206
4 0.44 914
5 0.29 618
6 0.15 318
7 0.07 164
8 Full-scale 1.46 10 0.29 38,719
9 1:10

Reduced-scale
0.73 25 0.29 1976

10 0.58 16 1587
11 0.44 9 1199
12 0.29 4 811
13 0.15 1 419
14 0.07 0.28 216
15 Full-scale 1.46 20 0.58 46,151
16 1:10

Reduced-scale
0.73 50 0.58 2348

17 0.58 32 1896
18 0.44 18 1436
19 0.29 8 970
20 0.15 2 499
21 0.07 0.5 256

Z. Jiang et al.
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Fig. 7. Contours of the dimensionless velocity U* at Section A: (a) isothermal conditions. (b) Ar = 0.29. (c) Ar = 0.58.
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in the reduced- and full-scale simulations, respectively. The average
error at each node along the fivemeasurement lines was used to evaluate
the similarity quantitatively. The ME of dimensionless temperature T*
and dimensionless ventilation rate Q* were calculated in the same
manner. T* is defined as

T∗ =
Ti − Tout
Tin − Tout

, (32)

where Ti is the local air temperature, Tout is the outdoor air temperature,
and Tin is the average indoor air temperature.

5. Simulation results of parametric studies

5.1. Velocity field

The velocity contours under isothermal and nonisothermal condi-
tions are shown in Fig. 7. The primary ventilation flow pathway was
similar under both isothermal and nonisothermal conditions: the inflow
entered through the windward lower opening, adhered to the floor,
ascended along the leeward wall, and exited through the leeward upper
opening. At an equivalent wind force magnitude, a higher Ar signifies a
greater buoyancy strength, resulting in a higher inflow velocity for
conditions characterised by high Ar.

Under isothermal conditions, a secondary recirculation zone is
observed, whereas, in a flow field with a lower Reo, the recirculating
flow is weakened. This weakening is attributed to the transition from a
turbulent flow to a more laminar flow, where the viscous forces domi-
nate the inertial forces.

Under nonisothermal conditions, the recirculation flow was largely

altered. The accumulation of warm air at the top of the room hinders the
recirculation of cold air, which is characterised by a higher density, in a
manner different from that observed under isothermal conditions.
Similar to the isothermal conditions, the recirculation flow also dimin-
ished in scenarios with a lower Reo.

Fig. 8 shows a comparison of the dimensionless velocity U* distri-
bution under various conditions for the isothermal and nonisothermal
simulations. Under isothermal conditions, notable disparities were
observed, particularly in the upper region of the room where the recir-
culating flow is prominent and in the lower section along Line E, close to
the leeward wall, which aligns with the findings reported in earlier
studies [77]. In instances of low Reo, the incoming air tends to ascend
more rapidly, coupled with a reduction in the speed of the recirculating
flow. A comparative analysis of the flow fields with varying Ar reveals
that stronger buoyancy forces impede the recirculating flow at the upper
section of the roomwhile concurrently accelerating the outflow near the
leeward upper opening (upper part on Line E).

An important term that determines the indoor flow pattern is the
dimensionless turbulent viscosity [38]; to compare the turbulent vis-
cosity under different approaching flow and varying building scale
conditions, the dimensionless kinematic turbulent viscosity (υ∗t ) is
defined as follows:

υ∗
t =

μt
ρuoL

where μt is the turbulent viscosity (or eddy viscosity), ρ is the air density,
uo is mean velocity, and L is the hydraulic diameter of the openings.
Fig. 9 compares the υ∗t distribution under different Reynolds number
conditions. The most significant differences were observed between the

Fig. 8. Vertical profile of U* at Section A: (a) isothermal conditions. (b) Ar = 0.29. (c) Ar = 0.58. The dashed line shows the height of the opening positions.
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Fig. 9. Contours of the dimensionless kinematic turbulent viscosity υ∗t at Section A:
(a) isothermal conditions. (b) Ar = 0.29. (c) Ar = 0.58.
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inflow and recirculation flows. In comparison to the full-scale scenario,
υ∗t diminishes within the inflow region and increases within the recir-
culation region as the Reo decreases. In indoor airflow characterised by a
lower Reo, it can be anticipated that the diffusion will be less pro-
nounced compared to cases with a higher Reo, which results in a dif-
ference in U* on the lower part of Line E and the recirculation region.

Fig. 10 plots the U* deviation rate in each flow field characterized by
varying Reo. The deviation rate trends remain largely consistent across
different Ar scenarios, exhibiting a decline as the Reo increases. In
isothermal conditions, the maximum deviation rate of 10 % is evident at
Reo = 164, whereas deviations are consistently below 5 % for Reo sur-
passing 1000.

5.2. Temperature field

Fig. 11 illustrates the T* contours in the nonisothermal simulation.
The warm air ascends and ultimately gathers in the upper zone of the
room, whereas cold air enters through the windward lower opening to
ventilate and cool the indoor environment, particularly along the
ventilation pathway. Notably, an observable discrepancy between the
various Reynolds numbers Reo was only discernible in the upper region
of the room, where T* was higher in the flow field with a high Reo.

Fig. 12 shows a comparison of the dimensionless temperature T*
distribution under various conditions for the nonisothermal simulations.
The accumulation of warm air was evident between the leeward upper
opening and the top ceiling, whereas cold air with T* = 0 was confined
to the area near the windward lower opening. The vertical distribution
of T* demonstrated an approximately linear trend between the heights
of the two openings. Notably, this pattern cannot be accurately pre-
dicted by either the well-mixed model or the two-layer stratification
model, which is consistent with the findings reported by Chew [78].

T* remained relatively consistent at the height between the two
openings regardless of Reo. The most notable discrepancy occurred in
the proximity of the near-wall region of the top ceiling, which was a
zone minimally affected by the primary ventilation flow path. It should
be noted that the similarity of radiation at different scales was not met,
which partly contributed to this discrepancy. Fig. 13(a) and Fig. 13(b)
illustrate the average deviation rate of T* across all lines and at various
heights between the two openings. Across all heights, the deviation rate
of T* decreased as Reo increased, with an average deviation rate ranging
from 21 % (Reo= 2345) to 39 % (Reo= 216). However, the T* deviation
rate within the ventilation pathway demonstrated less sensitivity to Reo,
with average deviation rates of 10 % and 6 % for all cases Ar = 0.29 and
Ar = 0.58, respectively)."

5.3. Wind pressure coefficient and ventilation rate

The measured and simulated wind pressure coefficient distributions
at the centreline of the sealed model are plotted in Fig. 14(a), where the
bar indicates the standard deviation of the wind pressure coefficient.
The simulation results agreed well with the measured wind pressure
coefficient results from the wind tunnel, and the wind pressure coeffi-
cient was insensitive to Reynolds numbers as low as ReH = 1747. Fig. 14
(b) plots the wind pressure coefficient difference against ReH, and the Δ
Cp ranges from 0.90 to 0.92, which is also hardly influenced by ReH.

Fig. 15(a) plots the Q* versus Reo. Because the wind force is the same
for all cases, a higher Ar indicates stronger buoyancy, which contributes
to a higher ventilation rate. Q* tends to decrease when the Reo increases
in all cases; considering the ΔCp is nearly constant, it can be assumed
that the dependence of Q* on the Reynolds number is mainly caused by
the discharge coefficient.

Fig. 15(b) shows the variation in the deviation rate ofQ* for different
cases. A lower Reo corresponds to an elevated deviation rate, with the
most pronounced instance observed in the scenario characterized by Uw
= 0.07 m/s and Ar = 0.58, yielding an opening Reynolds number Reo =
256. This suggests that employing the ventilation rate determined in
such a scenario to predict the full-scale ventilation rate results in an
error of approximately 9 %.

Based on the ventilation rate simulation results in the present study,
if Reo at the reduced scale is larger than 1,000, the full-scale ventilation
rate can be directly extrapolated with an error of less than 5 %. How-
ever, a Reo lower than 1000 may cause an error of as much as 9 %. The
findings are close to the previous conclusions made by Etheridge and
Nolan [79], that it is reasonable to assume Q* has a constant value for
Uo

̅̅̅̅
A

√
/υ > 2,000 [36].

The error in the dimensionless ventilation rate prediction at a low Re
flow can be diminished by using a corrected Cd based on Reo. Many
previous studies have attempted to propose an empirical model to pre-
dict the discharge coefficient at a low Re number for orifice flow. The
model proposed by Wu et al. [80] was used to correct the discharge
coefficient:

f(Reo) = Cd∞

(

1+ ae−
δ1
Cd∞

̅̅̅̅̅̅
Re

√

+ be−
δ2
Cd∞

̅̅̅̅̅̅
Re

√ )

(33)

where the parameters, a, b, δ1, and δ2 are specific flow-dependent co-
efficients that should be determined. Here, Cd∞ is set to be 0.6, which is
commonly used for natural ventilation rate prediction [36] and a =

1.07, b = − 2.07, δ1 = 0.077, and δ1 = 0.15, which are determined by
Merritt’s data [81]. With the corrected discharge coefficient, Q* can be
predicted as follows:

Q∗ = f(Reo)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ΔCp+ 2Ar

√
(34)

Fig. 15(a) compares the ventilation rate predicted by the corrected Cd
and constant Cd = 0.6. The prediction of Q* with corrected Cd had a
mean error of 3 % compared to the simulated ventilation rate. It should
be emphasised that the empirical discharge coefficient correction
equation was based on general orifice plates that were not specially
designed for natural ventilation problems. Therefore, it is only used as
an alternative method to consider the low-Reynolds-number effect,
instead of using this specific equation for ventilation rate prediction.

6. Conclusion

The similarity criterion is vitally important in reduced-scale experi-
ments and simulations. In this study, the Re and Ar similarities for
reduced-scale simulations under isothermal and nonisothermal condi-
tions were investigated using a series of RANS simulations with the same
Ar but varying velocity and temperature combinations. The main find-
ings are summarised below.

Fig. 10. U* Mean Error in different cases for reduced-scale simulation
compared to full-scale simulation.
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The CFD simulation results of the velocity agreed well with the
measured values from the experiment under isothermal conditions, but
the temperature of the simulation deviated from the measured values.
This results from several assumed coefficients, such as the heat transfer
coefficient, radiation ratio, and heat conductance properties. In the
studied cases, the simulations designated the internal building walls as
adiabatic and neglected the thermal mass influence of the building en-
velope. However, the building envelope is a pivotal factor that affects
the indoor environment and airflow dynamics. A more realistic flow
field or simulation can be achieved by further exploring thermal mass
treatments in a reduced-scale model.

Under nonisothermal conditions, Ar is of primary importance,
although it may lead to a lower Re in the reduced-scale model. With the
same Ar, the overall velocity and temperature fields showed the same
distribution pattern in both reduced-scale and full-scale simulations. The

Reynolds number at the opening scale was reconfirmed to characterise
the indoor airflow field.

The velocity field caused by the low-Reynolds-number effect
exhibited the highest deviation of 10 % when Reo = 164. In the low-
velocity area, the recirculating flow and near-wall region showed the
greatest dependence on the Re number. This deviation can be reduced to
less than 5 % if Reo can exceed 1000.

The temperature field was more influenced by Reo than the velocity
field, whereas the most obvious discrepancy occurred at the boundary
walls, where a high Reo led to a higher temperature gradient. The overall
temperature deviates by approximately 40 % when Reo is as low as 164,
whereas the deviation of the temperature field on the ventilation
pathway is less than 10 %, regardless of Reo. The thermal stratification
patterns between the reduced- and full-scale models are similar and
cannot be described by a well-mixed model or two-layer stratification

Fig. 11. Contours of the dimensionless temperature T* at Section A:
(a) Ar = 0.29, (b) Ar = 0.58.
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model.
The pressure distribution was much less sensitive to ReH even when

ReH was as low as 1747. The dimensionless ventilation rate is higher
when Reo is lower, which is a result of the increasing discharge coeffi-
cient. The highest deviation in the dimensionless ventilation rate was
approximately 9 % when Reo was 256, and the deviation decreased to
less than 5 % if Reo was higher than 1000.

The following subjects are suggested for discussion and as potential

areas for future investigation:
An identical grid system was employed across various simulation

scales, resulting in variable y + values for wall surfaces at different
scales. For instance, the first cell on the 0.1 scale resides within the
laminar region, whereas in a full-scale simulation, the same cell might
be situated in the fully turbulent region. Consequently, distinct wall
functions were applied to the near-wall cells, leading to disparities in the
near-wall region.

Fig. 12. Vertical profile of T* at Section A
(a) Ar = 0.29. (b) Ar = 0.58. The dashed line shows the height of the opening positions.

Fig. 13. T* Mean Error for reduced-scale simulation compared to full-scale simulation: (a) in all lines. (b) At heights between two openings.

Fig. 14. (a) Pressure coefficient (Cp) distribution under different approaching flow conditions. (b) Pressure coefficient difference under ReH number flow.
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The validation of nonisothermal simulations is of vital importance,
but also challenging. This requires a detailed measurement of the
boundary conditions and the careful selection of simulation parameters,
such as the radiation model and heat transfer coefficient settings. In
future studies, a more systematic parametric study of nonisothermal
simulations is required to enhance the understanding of the influence of
the simulation setting on the simulation results.

The investigation focused solely on buoyancy ventilation with
assisting wind, resulting in a unidirectional airflow induced by either
wind or buoyancy. In scenarios involving buoyancy ventilation with
turbulent or opposing winds, the airflow patterns become more intri-
cate, and the conclusions drawn from the aforementioned simulations
may not be universally applicable. Future work should incorporate large
eddy simulation (LES) to examine similarity issues in nonisothermal
flow fields with turbulence-induced bidirectional flows.
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