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ABSTRACT This paper proposes a novel joint channel and data estimation (JCDE) algorithm via
parametric bilinear Gaussian belief propagation (PBiGaBP) for orthogonal time frequency space (OTFS)
demodulation. In doubly-selective fading channels, since the Doppler shift breaks the orthogonality between
subcarriers, the signal demodulation process requires estimating the path gains and data symbols from
the high-dimensional signals that are multiplexed in the frequency-time (FT) domain. To obtain highly
accurate channel state information (CSI) using a typical channel estimation scheme based only on reference
signals, an increase in pilot overhead to suppress inter-symbol interference (ISI) is unavoidable. In addition,
large-scale matrix operations based on the size of OTFS-equivalent channels also pose problems in terms
of computational cost. To address these issues, we focus on the fact that OTFS demodulation can be
formulated as a large-scale parametric bilinear inference (PBI) problem, and solve it using the Gaussian
belief propagation (GaBP) approach, which enables an approximate implementation of the sum-product
algorithm (SPA), based on the central limit theorem (CLT), to design a low-complexity and high-accuracy
JCDE algorithm using short pilots. Simulation results show that the proposed PBiGaBP-based JCDE
algorithm outperforms the state-of-the-art (SotA) schemes and approaches the performance of idealized
(genie-aided) scheme in terms of mean square error (MSE) and bit error rate (BER) performances.

INDEX TERMS OTFS demodulation, high-mobility communications, joint channel and data estimation,
parametric bilinear inference, Gaussian belief propagation.

I. INTRODUCTION

THE FIFTH-GENERATION (5G) advanced and future
sixth-generation (6G) wireless networks are strongly

anticipated by industry as platforms that provide reliable
connections for a variety of high-mobility terminals, such
as autonomous vehicles, unmanned aerial vehicles (UAVs),
high-speed trains (HSTs), and so on [1], [2], [3]. Under
such high-mobility scenarios, the wireless channel is known
to suffer from doubly-selective fading with frequency-
selectivity due to multipath propagation with different
delays and time-selectivity due to Doppler shift caused
by the mobility of the wireless terminals and/or scatters

around them [4]. Orthogonal frequency-division multiplexing
(OFDM), which is used in earlier 5G wireless releases, is
robust against frequency-selectivity but vulnerable to time-
selectivity. Thus, if the current OFDM system is used as-is in
high-mobility communication scenarios, e.g., when assuming
a speed of 300 km/h or more, the Doppler shift causes
the orthogonality among subcarriers to collapse, making
it difficult to maintain stable wireless communications
[5], [6], [7].

To address this issue, orthogonal time frequency space
(OTFS) modulation [2], [8], which is robust against doubly-
selective fading channels, has attracted much attention. In
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the OTFS modulation, data symbols are placed in the delay-
Doppler (DD) domain, multiplexed on a two-dimensional
orthogonal basis function, and then transmitted as signals in
the frequency-time (FT)-domain. Owning to this operation,
OTFSmodulation allows for both time and frequency diversity
and provides more robust communication than the OFDM
alternative [9]. In addition, robust equalization against doubly-
selective fading can be achieved by exploiting the sparsity
of the DD-domain channel when the long-term statistics,
i.e., delay and Doppler parameters, are available as a (pre-
estimated) prior knowledge [10], [11].
However, since theorthogonalitybetweensubcarrierscannot

be used in the OTFS demodulation in a doubly-selective fading
environment, the equalization process becomes complicated
due to severe inter-symbol interference (ISI) among the pilot
and data symbols. In order to eliminate the effect of ISI and
demodulate data symbols with high accuracy, it is essential
to obtain highly accurate channel state information (CSI). In
addition, the size of the equivalent channelmatrix for observing
data symbols increases as a result of symbol spreading,making
practical implementation difficult without a low-complexity
demodulation algorithm [12], [13], [14], [15].
A well-known channel estimation scheme for OTFS

systems has been proposed that uses an OTFS frame
consisting only of periodically transmitted pilot symbols
while taking advantage of the sparsity found in DD-domain
channels [12]. However, this scheme inevitably deteriorates
system performance due to increased pilot overhead. In
addition, when the Doppler shift is large, the data demodu-
lation accuracy is degraded due to the aged CSI because of
the time variability of channel between frames. To reduce
these inconveniences, an embedded pilot (EP) scheme was
proposed in [13] that mixes pilot and data symbols in a
single frame; however, to avoid ISI between pilot and data,
a number of zero symbols corresponding to the maximum
delay and maximum Doppler shift are inserted. Not only
is transmission efficiency reduced due to zero padding,
but appropriate frame design according to wireless channel
conditions is also an issue.
To avoid this reduction in transmission efficiency, the

authors of [14] proposed a superimposed pilot (SP) scheme
based on the integrated design of OTFS frames and
demodulation schemes, in which pilot and data symbols are
superimposed in the power domain within a single frame
and then transmitted, and the receiver uses a joint channel
and data estimation (JCDE) algorithm to exploit tentatively
detected data symbols as soft pilots for channel estimation,
thereby achieving accurate demodulation while suppressing
ISI [14], [16]. However, the computational cost required for
the JCDE-based demodulation increases rapidly with frame
size; hence, it is not necessarily the most suitable form for
OTFS signals, which tends to be high-dimensional.
In light of the above, this paper designs a JCDE

algorithm based on a low-complexity Bayesian message
passing algorithm (MPA) [17], [18] motivated by the fact
that an OTFS signal model can be formulated into large-scale
parametric bilinear inference (PBI) problem [19], in which

two unknown variables (i.e., channel gains and data symbols)
with a symmetric linear regression structure are estimated
from multi-dimensional observations. Note that in the context
of data detection for OTFS signals, it has been shown
in [20], [21] that MPAs based on belief propagation (BP)
that utilize the ISI structure of a doubly-selective channel
can achieve reliable demodulation performance.
The most common Bayesian MPA tailored for large-

scale PBI is the parametric bilinear generalized approximate
message passing (PBiGAMP) algorithm [19], which is
derived by approximating the sum-product algorithm (SPA),
designed based on the PBI formulation, using the framework
for deriving Bayesian optimal MPAs in the large-system limit
condition1 proposed in [22], and notably, possesses linear
complexity with respect to each dimension of the system.
Its operating principle is an extrinsic value exchange on a
graphical model, achieved by using an Onsager correction
term [23], [24] that predicts and decouples the self-feedback
across iterative processes, and it is empirically known
that these MPA converge asymptotically to the Bayesian
optimal solution as the system size increases in the case of
independent and identically distributed (i.i.d.) sub-Gaussian
observations.2 Thus, if the system size is not sufficiently
enough, the Onsager correction term does not work properly,
and the estimation accuracy of PBiGAMP is significantly
reduced. Since it is necessary to exchange extrinsic values via
a structural matrix, the derivation process relies heavily on
large-system limit approximation, making it difficult to use
PBiGAMP as-is for realistic-sized systems. In many studies
on signal demodulation using PBiGAMP (e.g., [25], [26]),
its poor estimation performance is compensated for using
error correction that assumes strong channel coding.
As an MPA that achieves accurate PBI in realistic

system sizes, bilinear adaptive vector approximate message
passing (BAd-VAMP) [27], [28] has been proposed, which
relaxes the maximum likelihood (ML) estimation problem
using the expectation consistent (EC) approximation [29]
and introduces an adaptive adjustment of the variance of
unknown variables. However, since BAd-VAMP consists of
channel estimation via least square (LS) and data detection
via vector approximate message passing (VAMP) [30], [31],
it is inevitable that the computational complexity will
increase due to high-dimensional matrix inversion operations,
which ultimately compromises the scalability of the system.
In addition, the LS-based channel estimation cannot take into
account the reliability of symbol estimates, so there is also
the problem that the estimation accuracy drops significantly
when using non-orthogonal pilots.
Bilinear unitary approximate message passing (BiUAMP),

which uses only a whitening process based on singular value
decomposition (SVD) of equivalent channel matrix has also
been proposed in [32]; however, its algorithmic structure is

1The system limit condition, where input dimensions M and U and output
dimension N are infinity for fixed rates ρ1 = N/M and ρ2 = N/U.

2Note that an MPA that can be rigorously proven to be Bayesian optimal
in PBI has not been presented, and remains an open problem.
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essentially the same as VAMP (SVD form) [30], and it does
not offer the same scalability potential of PBiGAMP.
Based on the above, we propose a novel low-complexity

JCDE algorithm via parametric bilinear Gaussian belief
propagation (PBiGaBP) [33]3 to achieve more accurate
PBI, with the same order of complexity as PBiGAMP.
The core idea of the proposed method is to relax the
approximation in the derivation of the algorithm. Gaussian
belief propagation (GaBP) [17], [18] relies only on scalar
Gaussian approximation (SGA) based on mild central limit
theorem (CLT), in contrast to the much harder asymptotic
conditions required by GAMP. Indeed, it has been shown
in [34] and [35] that the GAMP-based linear/bilinear
inference algorithms are proven to be systematically derived
from a rigorous approximation of the GaBP-based algorithms
in the large-system limit condition. Thus, the GaBP approach
corresponds to a generalization of the GAMP approach based
on classical BP regime in finite-size systems, and its extrinsic
value exchange rule, which subtracts self-feedback across
iterations from each message individually, enables estimation
performance to be maintained even in realistic-sized systems
[36], [37], [38], [39].
To validate the efficacy of the GaBP approach to design

the JCDE algorithm for OTFS demodulation, this paper
extends our conference paper [33] by presenting a detailed
process flow of the JCDE algorithm via PBiGaBP, providing
a detailed simulation analysis of estimation performance
compared to the state-of-the-art (SotA) alternatives such as
PBiGAMP and BAd-VAMP, and then presenting a detailed
computational complexity analysis.
Our contributions are summarized as follows:

• Inspired by [14], the OTFS demodulation consisting
of channel estimation and data symbol estimation is
formulated as a PBI problem by incorporating all the
transmit (TX) and receive (RX) processing, i.e., symbol
spreading/inverse spreading (domain conversion) and
cyclic prefix (CP) insertion/removal, into an equivalent
channel matrix. In addition, based on its structure, we
consider an appropriate signal domain in which the
Bayesian JCDE algorithm should be performed in terms
of a Gram matrix of channel.

• A novel JCDE algorithm via PBiGaBP for OTFS
demodulation is presented, wherein the large-scale PBI
is performed based on the GaBP approach that relies
only on the SGA in conformity with mild CLT, whose
underlying assumptions are much softer than the large-
system limit assumption on which the PBiGAMP relies
heavily. In our method, the ISI is gradually suppressed
through iterative processing using an interference can-
cellation mechanism; therefore, there is no need to
methodically optimize the design or placement of pilot
symbols to account for delay and Doppler shift.

3This conference paper is an earlier version of this article, which was
presented at the IEEE CCNC 2024.

• To confirm the validity of the proposed PBiGaBP-based
JCDE algorithm for OTFS demodulation, the proposed
method is evaluated for various system parameters. The
numerical results are presented in terms of normalized
mean square error (NMSE) of estimated quantities and
bit error rate (BER). In addition to evaluating the
estimation performance, the computational cost required
for each iteration step is assessed in terms of the number
of real multiplication operations. The results show that
the proposed method outperforms the SotA alternatives
for all system parameters used, and approaches the
performance of an idealized scheme in which channel
coefficients are perfectly known.

The remainder of this paper is organized as follows: in
Section II, the mathematical notation and signal model are
presented and then a basic channel estimation technique
based on linear minimum mean square error (MMSE)
filtering is reviewed. In Section III the new JCDE algorithm
via PBiGaBP for OTFS demodulation is proposed. In
Section IV, computer simulations are conducted to validate
the efficacy of the proposed method. In Section V, a brief
summary of this paper is presented.

II. PRELIMINARIES
A. MATHEMATICAL NOTATION
The following notation is used throughout, unless when
otherwise specified. Sets of real and complex numbers are
denoted by R and C, respectively. Vectors and matrices are
denoted by lower- and upper-case bold-face fonts, respec-
tively. The conjugate, transpose, and conjugate transpose
operators are denoted by ·∗, ·T, and ·H, respectively. The
imaginary unit is denoted by j = √−1. Random variables
and their outcomes are denoted in sans serif and italic
fonts, respectively, as in a and a, such that the conditional
probability density function (PDF) and the conditional
expectation of the outcome a of a, given the occurrence b
of b are respectively denoted by pa|b(a|b) and Ea[a|b]. The
complex Gaussian distribution with mean a and variance b
is denoted by CN (a, b). The a× a square identity matrix is
denoted by Ia. The a × b zero matrix is denoted by 0a×b.
The a×a discrete Fourier transform (DFT) matrix is denoted
by Fa. The vector formed by vertically stacking the column
vectors of a matrix A is denoted by a = vec[A]. The inverse
operation is defined as A = vec−1[a] The diagonal matrix
constructed by placing the elements of a vector a on its main
diagonal is denoted by diag[a]. The (i, j)-th element and the
sub-matrix consisting of columns a1 to a2 of a matrix A are
respectively denoted by [A]i,j and [A]a1:a2 . The Kronecker
product operation is denoted by ⊗. The floor function and
Dirac delta function are respectively denoted by �·� and δ(·).
Finally, we omit the integrating variable differential from all
integrals and use the notation

∑I
i �=j ai �

∑I
i=1 ai − aj.

B. SIGNAL MODEL
Consider a signal demodulation problem consisting of
channel estimation and data symbol detection in an OTFS
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FIGURE 1. OTFS system block diagram, including the proposed PBiGaBP-based
JCDE block.

communication system in which the transmitter and receiver
have a single antenna.4 Fig. 1 shows the block diagram
of the OTFS system, including the signal demodulation
block via the proposed PBiGaBP-based JCDE algorithm.
The following sections will explain each block in detail.

1) TRANSMITTER

First, data symbols placed in the DD domain are transformed
into the FT domain symbols by using inverse symplectic
finite Fourier transform (ISFFT). The TX symbol matrix X
of the size K × L in the DD domain is expressed as

X � [x1, . . . , xl, . . . , xL] ∈ C
K×L, (1a)

xl �
[
x1,l, . . . , xk,l, . . . , xK,l

]T ∈ C
K×1, (1b)

where xk,l is a TX symbol with average power density
Exk,l [|xk,l|2] = Es.

In the DD domain, k and l represent delay- and Doppler-
index, respectively. Denoting a pilot symbol matrix and
a data symbol matrix by Xp ∈ C

K×L and Xd ∈ C
K×L,

respectively, X can be expressed as

X = Xp + Xd, (2)

where Xp has nonzero elements only at the indices corre-
sponding to the pilot-assigned resources and Xd has nonzero
elements only at the indices corresponding to the data-
assigned resources. The nonzero element of Xd, i.e., the data
symbol, represents one of Q-quadrature amplitude modula-
tion (QAM) constellation points X � {χ1, . . . , χq, . . . , χQ}.

The FT-domain TX symbol matrix is given by the DD–FT
conversion via the ISFFT as

X́ = FKXFH
L , (3)

where notice that in the FT domain k and l represent
frequency- and time-indexes, respectively.
Denoting the number of frequency bins in the system

bandwidth by K, the delay-time (DT)-domain TX symbol
matrix Ś ∈ C

K×L can be expressed as [32]

Ś = G̃TFH
KFKXF

H
L � GTFKXFH

L , (4)

where G̃T ∈ C
K×K is a TX pulse-shaping filter, and the TX

filter matrix is defined as GT � G̃TFH
K .

4Note that the method addressed in this paper can be easily extended
to spatially multi-input multi-output (MIMO) setting where the transmitter
and receiver have multiple antennas.

According to the OFDM regime, a CP of length C is
inserted into every vector of Ś as

S = A+Ś = A+GTFKXFH
L ∈ C

(C+K)×L, (5)

with the CP insertion matrix

A+ �
[
[IK](K−C)+1:K, IK

]T ∈ R
(C+K)×K . (6)

The TX matrix S consisting of L column vectors of size (K+
C)×1 is processed by parallel-to-serial (P/S) transformation,
converting to a column vector of size (K+C)L×1. Using an
identity vec[ABC] = (CT⊗A)vec[B], (5) can be rewritten as

s � vec[S] = (
FH
L ⊗ A+GTFK

)
x, (7)

where x � vec{X}. Note that (7) holds because the DFT
matrix FL is an unitary matrix, i.e., FL = FT

L .

2) DOUBLY-SELECTIVE FADING CHANNEL

At the receiver, the RX vector r ∈ C
(C+K)L×1 is obtained

through the doubly-selective fading channel as

r = Hs+ n, (8)

where n ∈ C
(C+K)L×1 is a additive white Gaussian noise

(AWGN) vector, each element of which obeys CN (0,N0).
The channel matrix is expressed as [10], [40]

H =
U∑

u=1

huΠ
� τu
Δt �Δu, (9)

where Δu and Π are respectively defined as follows:

Δu � diag
[
ρ0
u , ρ

1
u , . . . , ρ

(C+K)L−1
u

]
, ρu = ej2πνuΔt, (10)

Π �

⎡

⎢
⎢
⎢
⎣

0 · · · 0 1
1 · · · 0 0
...

. . .
...

...

0 · · · 1 0

⎤

⎥
⎥
⎥
⎦
, (11)

where U is the number of paths, u ∈ U � {1, . . . ,U},
and hu ∼ CN (0, φ), with φ = 1/U, is the complex path
gain of the u-th path. Δ and Π represent a Doppler-shift
diagonal matrix and a delay-shift matrix of the size (C+K)L,
respectively, with the Doppler frequency and delay time of
the u-th multi-path component, νu and τu.

The time resolution is defined as Δt � 1
fs

= 1
KΔf , where

fs and Δf denote the sampling rate and subcarrier spacing,
respectively.

3) RECEIVER

First, the RX matrix R of the size (K+C)×L is obtained by
processing the serial-to-parallel (S/P) transformation to RX
vector r in (8), i.e., R = vec−1[r], and then the CP inserted
in every block is removed as

Ŕ = A_R ∈ C
K×L, (12)

with the CP removal matrix

A_ �
[
0K×C, IK

] ∈ R
K×(C+K). (13)

Next, applying an RX filter GR to Ŕ in (12), the FT-domain
RX symbol matrix Ý can be expressed as
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Ý = GRŔ ∈ C
K×L, (14)

GR � GH
T = FKG̃

H
T . (15)

Finally, with the FT–DD conversion via the SFFT, the
DD-domain RX symbol matrix Ý is obtained as

Y = FH
KÝFL. (16)

4) PROBLEM FORMULATION

Similar to (7), the vector representation of the DD-domain
RX symbol matrix Y in (16) is obtained as

y � vec[Y] = (FL ⊗ IK)
(
IL ⊗ FH

K

)
ý, (17)

where ý is the FT-domain RX symbol vector, i.e.,

ý � vec{Ý} = (IL ⊗ GR)
(
IL ⊗ A_

)
r

= WRHWTx+ v, (18)

with

WR � IL ⊗ GRA_, (19a)

WT � FH
L ⊗ A+GTFK, (19b)

v � WRn. (19c)

For reasons discussed later in Section II-C, in this paper,
channel estimation and data detection are realized by directly
equalizing the FT-domain RX vector ý in (18); therefore,
the SFFT process in (16) is not necessary.
Substituting (9) into (18) yields

ý = WR

(
U∑

u=1

huΠ
� τu
Δt �Δu

)

WTx+ v

=
U∑

u=1

huΓ ux+ v, (20)

where the effects of long-term statistics, i.e., delay and
Doppler shift, are summarized as structural matrix

Γ u � WRΠ� τu
Δt �ΔuWT, (21)

and the number of TX and RX dimensions are respectively
defined as M � KL and N � KL.5

According to [14], [41], under doubly-selective fading
channels, it can be assumed that the delay and Doppler
parameters are constant during the multiple OTFS frame
intervals, while the path may change rapidly. This fact
implies that delay and Doppler parameters estimated in
the previous OTFS frame can be used in subsequent
OTFS frames for channel estimation and data detection.
Furthermore, in integrated sensing and communication
(ISAC) scenarios, it is also possible to separately estimate
the delay and Doppler parameters using radar sensing
technology [42]. Inspired by the above works, there are many
studies that investigate channel coefficient estimation based

5In practical systems, please note that M and N do not always have the
same value due to processes that change the number of signal dimensions,
such as oversampling at the transmitter and/or receiver.

on the assumption that delay and Doppler are estimated
in advance [14], [32], and our study is positioned as a
development based on these previous studies. Therefore,
in this paper, the long-term statistical structure Γ u,∀u, is
assumed to be known (pre-estimated in advance), and from
here we will focus on estimating the path gains (channel
coefficients) hu,∀u, and data symbols.

From (20), the FT-domain RX vector ý can be reformu-
lated as a PBI [19], [27] with a symmetric linear regression
structure, wherein two linear inference problems with respect
to the channel vector h � [h1, . . . , hu, . . . , hU]T and the TX
symbol vector x are included as follows:

ý = Ωh+ v = Λx+ v, (22)

where Ω and Λ can be interpreted as equivalent observation
matrices for h and x, respectively, which are obtained as

Ω � [Γ 1x, . . . ,Γ ux, . . . ,Γ Ux] ∈ C
N×U, (23a)

Λ �
U∑

u=1

huΓ u ∈ C
N×M. (23b)

From (20), the n-th element of ý can be expressed as

ýn =
U∑

u=1

M∑

m=1

huγu,nmxm + vn, (24)

where γu,nm � [Γ u]nm.

C. APPROPRIATE SIGNAL DOMAIN FOR BAYESIAN PBI
In this subsection, we explain why the FT-domain signal
in (18) is used instead of the DD-domain signal in (17)
when the Bayesian JCDE algorithm is executed. Similar
to the conventional PBiGAMP, the proposed method grad-
ually improves estimation accuracy by solving the two
linear regression problems in (22) based on low-complexity
matched filters (MFs) in an iterative manner. Unlike the
MMSE filter, which includes an inverse matrix operation, it
is difficult for the MF to sufficiently suppress the correlation
between observations; hence, in order to achieve accurate
estimation, it is necessary to perform the filtering process in
an appropriate signal domain where instantaneous correlation
is as small as possible [43]. This RX correlation structure
in each signal domain can be visually confirmed by a
Gram matrix of the corresponding equivalent observation
matrix [44].

Fig. 2 compares the intensity of the elements in the
DD-domain and FT-domain Gram matrices of equivalent
observation matrices, which are respectively obtained as

GDD = Λ̌Λ̌
H
, (25a)

GFT = ΛΛH, (25b)

where from (17) and (23b), the DD-domain observation
matrix can be expressed as

Λ̌ = (
FL ⊗ FH

K

)
Λ. (26)

6094 VOLUME 5, 2024



FIGURE 2. Intensity of the elements in the Gram matrices, where the OTFS system
configuration was set to (K , L, U) = (16, 4, 6), and the other parameters are the same
as the numerical result in Section IV.

As shown in Fig. 2(a), the fixed correlation structure brought
about by FL ⊗ FH

K emphasizes the off-diagonal elements of
the DD-domain Gram matrix in a regular pattern, resulting
in large instantaneous correlations among RX observations.
In contrast, as shown in Fig. 2(b), the FT-domain Gram
matrix approaches a diagonal matrix in high-dimensional
OTFS systems due to the high randomness of the observation
matrix. This fact implies that when designing low-complexity
Bayesian PBI based on MF, it is necessary to design an
algorithm based on FT-domain signals.

D. MMSE FILTERING-BASED CHANNEL ESTIMATION
Before moving on to the proposed method, in this subsec-
tion we briefly review the conventional pilot-based linear
MMSE channel estimation method [14]. In addition, for later
convenience, let Mp denote the set of indices to which pilot
symbols are assigned and Md denote the set of indices to
which data symbols are assigned.
Focusing on the estimation of h, (22) can be rewritten by

distinguishing between the pilot and data parts as

ý = Ωph+ Ωdh+ v, (27)

with

Ωp �
[
Γ 1xp, . . . ,Γ uxp, . . . ,Γ Uxp

] ∈ C
N×U, (28a)

Ωd � [Γ 1xd, . . . ,Γ uxd, . . . ,Γ Uxd] ∈ C
N×U, (28b)

where we define xp � vec[Xp] and xd � vec[Xd],
respectively. Since xd is unknown when estimating h, the
second term in (27) is addressed as the equivalent noise.

Accordingly, the linear MMSE filter can be obtained by
solving the following minimization problem:

W = arg min
W′

J
(
W′), J

(
W′) � Eh,v,xd

[∣
∣h−W′ý

∣
∣2
]
. (29)

Solving for ∂J(W
′)

∂W′H = 0, the resultant linear MMSE filter can
be expressed as

W = φΩH
p

[
φΩpΩ

H
p + Θ

]−1
, (30)

with

Θ = φ

U∑

u=1

Γ uΨ Γ H
u + N0IN, (31)

where the diagonal elements of Ψ � diag[ψ1, . . . , ψM] ∈
C
M×M are given by

ψm =
{
Es m ∈ Md
0 otherwise.

(32)

By applying the linear MMSE filter to the FT-domain RX
symbol vector ý, the estimate is obtained by

ĥ = Wý, (33)

where its mean square error (MSE) is computed by

J(W) = tr

[[
1

φ
· IU + ΩH

p Θ−1Ωp

]−1
]

. (34)

From (34), we can see that the linear MMSE estima-
tion requires high-dimensional matrix inversion operations
according to the size of the observation matrix. In
addition, for highly accurate estimation, it is neces-
sary to reduce the ratio of data symbols in the OTFS
frame, which inevitably reduces the system capacity. It
is also worth noting that the performance of MMSE
filtering-based estimation is consistent with the optimal
maximum a-posteriori (MAP) estimation when the channel
coefficients follow a Gaussian distribution, and therefore this
performance presents a lower bound reference that can be
achieved when only pilot symbols are used, in terms of
NMSE.

III. BILINEAR GAUSSIAN BELIEF PROPAGATION
In this section, we describe the JCDE algorithm via
PBiGaBP based on the FT-domain system model in (24),
which detects the intended data symbol matrix Xd and
estimates the channel vector h, out of the FT-domain RX
vector ý, the pilot matrix Xp, and the long-term statistics
Γ u,∀u.

From Bayes’ rule, the posterior joint PDF of h and xd,
given ý and xp, can be expressed as

ph,xd|ý,xp
(
h, xd|ý, xp

)

= pý|h,xp,xd
(
ý|h, xp, xd

)
ph(h)pxp

(
xp

)
pxd(xd)

pý,xp

(
ý, xp

)
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∝
[

N∏

n=1

pýn|zn
(
ýn|zn

)
][

U∏

u=1

phu(hu)

]

×
⎡

⎣
∏

m∈Mp

δ
(
xm − xpm

) ∏

m∈Md

pxm

(
xdm

)
⎤

⎦, (35)

where we define zn �
∑U

u=1
∑M

m=1 huγu,nmxm, xpm �
[xp]m,1, and xdm � [xd]m,1. Fig. 3 shows the tripartite FG
consisting of factor nodes (FNs) (square) and two variable
nodes (VNs) (circle), which correspond to the RX symbols
and unknown variables (i.e., channel coefficients and data
symbols), respectively. As shown in the figure, the factor
graph (FG) for PBI has a symmetrical structure with two
VNs; hence, the effects of self-feedback propagating from
each of them interact with each other and are severely
emphasized. Therefore, in order to design an MPA that
achieves stable convergence behavior, a mechanism that
decouples the effects of self-feedback with high accuracy is
required.
In the BP-based MPAs, the estimation reliability can be

gradually improved by iteratively exchanging the beliefs
(i.e., likelihood information reflecting estimation reliability)
and soft replicas (i.e., tentative estimates) on the FG. The
PBiGaBP-based JCDE algorithm consists of three processes:
soft interference canceler (soft IC), belief generator (BG),
and soft replica generator (soft RG). In the soft IC, the
interference component is removed from the RX signal using
the soft replicas of x and h generated in the previous iteration
step. Next, based on the SGA of the residual interference
component, the BG computes the likelihood information
(beliefs) of x and h from the output of the soft IC. Finally,
the soft RG generates the soft replicas from the beliefs based
on the conditional expectation.
Since the PBiGaBP algorithm propagates different beliefs

for each RX index n, the soft replica of xdm and hu are defined
as x̂dn,m,∀n, and ĥn,u,∀n, respectively, and their MSEs are
respectively defined as

ψx
n,m � Exm

[
|x̃n,m|2

]
, x̃n,m � xdm − x̂dn,m, ∀n, (36a)

ψh
n,u � Ehu

[
|h̃n,u|2

]
, h̃n,u � hu − ĥn,u, ∀n, (36b)

where the quantities x̃n,m and h̃n,u denote the estimation
errors, respectively. Accordingly, from (2), the soft replica
of xm can be expressed as

x̂n,m � x̂dn,m + xpm, ∀n, (37)

and its MSE is ψx
n,m,∀n. For convenience, channel estimation

and data detection are explained in separate subsections in
order, but in practice they are processed in parallel.

A. CHANNEL ESTIMATION
Let us consider the estimation of an arbitrary channel coef-
ficient hu, assuming that the soft replicas, i.e., x̂n,m,∀n,m,
and ĥn,u,∀n,m, were obtained in the previous iteration.

FIGURE 3. The FG for PBI (N = 4, M = 2, U = 3).

1) SOFT IC

The estimation process starts with the soft IC process with
the aid of the soft replicas. At the first iteration (t = 1),
since x̂dn,m = 0,∀n,m, the soft replica is only set with pilot
symbols, i.e., x̂pm,∀m. The soft IC process for the n-th RX
symbol ýn can be expressed as

´̃yhu,n = ýn −
U∑

i �=u

M∑

m=1

ĥn,iγi,nmx̂n,m

= hu

M∑

m=1

γu,nmxm

+
U∑

i �=u

M∑

m=1

γi,nm

(
hixm − ĥn,ix̂n,m

)
+ vn. (38)

Under the large-system conditions, the residual interference-
plus-noise component in (38) can be approximated as a
complex Gaussian variable in conformity with CLT; this is
referred to as SGA. Under the SGA, the conditional PDF of
´̃yhu,n, given hu, can be expressed as

p ´̃yhn,u|hu
( ´̃yhu,n|hu

)
∝ exp

[

−|´̃yhu,n − ω̂nuhu|2
ξhu,n

]

, (39)

where the effective gain for hu is obtained as

ω̂nu =
M∑

m=1

γu,nmx̂n,m, (40)

and the effective variance is computed as

ξhu,n = E{hi,i∈U\u},{xm,∀m}
[∣
∣
∣ ´̃yhu,n − ω̂nuhu

∣
∣
∣
2 | hu

]

≈
M∑

m=1

ψx
n,m

∣
∣
∣λ̂u,nm

∣
∣
∣
2 +

U∑

i �=u
ψh
n,i

M∑

m=1

ψx
n,m|γi,nm|2

+
U∑

i �=u
ψh
n,i

∣
∣ω̂ni

∣
∣2 + φ

M∑

m=1

ψx
n,m|γu,nm|2 + N0, (41)

with

λ̂u,nm =
U∑

i �=u
ĥn,iγi,nm. (42)

Note that in (41), the instantaneous quantities hu and |hu|2
are not available; therefore, by approximately replacing these
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with long-term statistics, i.e., mean Ehu [hu] = 0 and variance
Ehu[|hu|2] = φ, it becomes possible to derive the message-
passing rules in the closed-form [35].

2) BG

Assuming high-precision SGA of the effective noise com-
ponents in ỹhn,u,∀n, the beliefs corresponding to hu are
combined over all the RX indices except for the n-th RX
index, which results in the extrinsic belief for hu. This is
expressed as

pq̂n,u|hu
(
q̂n,u|hu

) =
N∏

i �=n
p ´̃yhu,i|hu

( ´̃yhu,i|hu
)

∝ exp

[

−|hu − q̂n,u|2
ψ
q
n,u

]

, (43)

where q̂n,u and ψq
n,u are the expected value and variance

of hu in the extrinsic belief domain, which are respectively
computed as

q̂n,u = ψq
n,u

N∑

i �=n

ω̂∗
iu

´̃yhu,i
ξhu,i

, ψq
n,u =

⎛

⎝
N∑

i �=n

∣
∣ω̂iu

∣
∣2

ξhu,i

⎞

⎠

−1

. (44)

In the extrinsic combining operation (43), the self-feedback
across iterations is decoupled by directly removing the belief
corresponding to the n-th RX index, i.e., ´̃yhu,n, from the
belief propagated to the soft RG, i.e., q̂n,u. The resultant
message passing derived based on this classical BP regime
significantly suppresses the correlation between ýn and q̂n,u,
allowing to avoid self-noise regression on the FG even when
the system size is not so large [36], [37], [38], [39]. In
addition, it is worth mentioning that this extrinsic belief
generation mechanism was proven to be rigorously replaced
by the Onsager correction term in the large-system limit [34].
Thus, the difference in the mechanism that suppresses

the self-feedback across iterations is the biggest difference
between the GaBP and generalized approximate message
passing (GAMP) approaches, and is the main reason why
the GaBP-based algorithm is more robust than GAMP in
terms of system size limitations and belief correlation due
to structural matrices [35].

3) SOFT RG

Assuming that the effective noise components in q̂n,u are not
correlated with each other under high-precision SGA, using
Bayes’ rule, the soft replica of hu can be in general obtained
from the element-wise conditional expectation, given the
extrinsic belief q̂n,u, as

ĥn,u =
∫

hu
hu

pq̂n,u|hu
(
q̂n,u|hu

)
phu(hu)

∫
h′
u
pq̂m,u|hu

(
q̂n,u|h′

u

)
phu

(
h′
u

) , (45)

where hu obeys CN (0, φ). Using the Gaussian-PDF multi-
plication rule [45] in (45), the soft replica ĥn,u and its MSE
can be respectively rewritten as

ĥn,u = Ehu
[
hu|q̂n,u, ψq

n,u

] = φq̂n,u
ψ
q
n,u + φ

, (46a)

ψh
n,u = Ehu

[
|h̃n,u|2|q̂n,u, ψq

n,u

]
= φψ

q
n,u

ψ
q
n,u + φ

. (46b)

B. DATA DETECTION
Next, let us consider the data detection. The above discussion
on channel estimation can be applied in the same manner
to the detection of an arbitrary xm,m ∈ Md.

Similar to (38), the soft IC process for the n-th RX symbol
ýn can be expressed as

´̃yxm,n = ýn −
U∑

u=1

M∑

i �=m
ĥn,uγu,nix̂n,i. (47)

Similar to (39), under the SGA of the residual interference-
plus-noise component in (47), the effective gain for xm is
obtained as

λ̂nm =
U∑

u=1

ĥn,uγu,nm, (48)

and the effective variance is computed as

ξ xm,n ≈
U∑

u=1

ψh
n,u

∣
∣ω̂m,nu

∣
∣2 +

U∑

u=1

ψx
n,u

U∑

i �=u
ψh
n,i

∣
∣γi,nm

∣
∣2

+
M∑

i �=m
ψx
n,i

∣
∣
∣λ̂ni

∣
∣
∣
2 + Es

U∑

u=1

ψh
n,u|γu,nm|2 + N0, (49)

with

ω̂m,nu =
M∑

i �=m
γu,nix̂n,i. (50)

Similar to (41), the instantaneous quantities xm and |xm|2 are
approximately replaced by the true mean Eχq [χq] = 0 and
variance Eχq[|χq|2] = Es.
In a similar manner as in (43), the extrinsic belief for xm

can be expressed as

pr̂n,m|xm
(
r̂n,m|xm

) ∝ exp

[

−
∣
∣xm − r̂n,m

∣
∣2

ψ r
n,m

]

, (51)

with

r̂n,m = ψ r
n,m

N∑

i �=n

λ̂∗
im

´̃yxm,i
ξ xm,i

, ψ r
n,m =

⎛

⎜
⎝

N∑

i �=n

∣
∣
∣λ̂im

∣
∣
∣
2

ξ xm,i

⎞

⎟
⎠

−1

. (52)

Similar to (45), using Bayes’ rule, the soft replica of xm
and its MSE can generally be obtained from the symbol-wise
conditional expectation, given r̂n,m, as

x̂dn,m = Exm
[
xm|r̂n,m, ψ r

n,m

]

=
∑

χq∈X

χqpr̂n,m|xm
(
r̂n,m|χq

)
pxm

(
χq

)

∑
χ ′
q∈X pr̂n,m|xm

(
r̂n,m|χ ′

q

)
pxm

(
χ ′
q

) , (53a)

ψx
n,m = Exm

[
|x̃n,m|2|r̂n,m, ψ r

n,m

]
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=
∑

χq∈X

∣
∣χq − x̂dn,m

∣
∣2pr̂n,m|xm

(
r̂n,m|χq

)
pxm

(
χq

)

∑
χ ′
q∈X pr̂n,m|xm

(
r̂n,m|χ ′

q

)
pxm

(
χ ′
q

) . (53b)

When the number of iterations reaches the predetermined
value T , x̂dm is hard-detected as

x̂dm = arg max
χq∈X

∣
∣χq − r̂m

∣
∣2, (54)

with

r̂m = ψ r
m

N∑

n=1

λ̂∗
nm

´̃yxm,n
ξ xm,n

, ψ r
m =

(
N∑

n=1

|λ̂nm|2
ξ xm,n

)−1

. (55)

C. LLR COMPUTATION FOR CHANNEL-CODED
SYSTEMS
In channel-coded systems, at the final iteration of the JCDE
algorithm (t = T), bit-wise log-likelihood ratios (LLRs) must
be computed as the input to the channel decoder. Under the
SGA of the interference-plus-noise component in ´̃yxm,n,∀n,
in a similar manner to (51), the posterior belief for xm can
be expressed as

pr̂m|xm
(
r̂m|xm

) ∝ exp

[

−
∣
∣xm − r̂m

∣
∣2

ψ r
m

]

. (56)

When xm consists of Ns code bits, c1, . . . , cns , . . . , cNs , the
bit-wise LLR corresponding to the ns-th bit cns is obtained
as

βns(xm) = ln

⎛

⎝

∑
χq∈X |cns=1 pr̂m|xm

(
r̂m|χq

)

∑
χ ′
q∈X |cns=0 pr̂m|xm

(
r̂m|χ ′

q

)

⎞

⎠, (57)

where X |cns = c is a set consisting of all candidate symbols
such that cns is c ∈ {0, 1}.

D. ALGORITHM DESCRIPTION
The JCDE algorithm based on PBiGaBP exploits the
estimated data symbols as effective pilot sequences, which
can significantly reduce the pilot overhead while improving
the estimation reliability compared to conventional two-stage
estimation. However, when the ratio of pilot symbols in the
OTFS frame is extremely small, the estimation accuracy in
the initial iterations deteriorates, resulting in a significant
degradation of the iterative convergence property. Therefore,
this paper attempts to further improve the estimation accu-
racy by introducing a belief damping method [46].
The pseudo-code of the proposed JCDE algorithm via

PBiGaBP described above is given in Algorithm 1. Lines 11,
12, 21, and 22 correspond to the belief damping procedure,
which aims to avoid the iterative estimation being trapped at
a local optimum, especially at the early stage of the iterations
by allowing an inertial update of the quantities, where η ∈
[0, 1] is the damping factor.

Algorithm 1 PBiGaBP Algorithm With Belief Damping
Input: y, xp, T (Num. of iterations), η
Output:

{
βns(xm),∀m ∈ Md, ns

}

/* ——————– Initialization ——————– */
1: ∀n,m ∈ Mp : ψx

n,m(1) = 0
2: ∀n,m ∈ Md : ψx

n,m(1) = Es
3: ∀n,m : x̂dn,m(1) = 0
4: ∀n, u : ĥn,u(1) = 0, ψh

n,u(1) = φ

/* —————- JCDE Estimation —————- */
5: for t = 1 to T do
6: ∀n,m : x̂n,m(t) = x̂dn,m(t)+ xpm

/* ———— Channel estimation: ∀u ———— */
7: ∀n : ω̂nu(t) = ∑M

m=1 γu,nmx̂n,m(t)
8: ∀n,m : λ̂u,nm(t) = ∑U

i �=u ĥn,i(t)γi,nm
9: ∀n : ´̃yhu,n(t) = ýn − ∑U

i �=u ĥn,i(t)ω̂ni(t)

10: ∀n : ξhu,n(t) = ∑M
m=1 ψ

x
n,m(t)

∣
∣
∣λ̂u,nm(t)

∣
∣
∣
2

+∑U
i �=u ψh

n,i(t)
(∣
∣ω̂ni(t)

∣
∣2 + ∑M

m=1 ψ
x
n,m(t)

∣
∣γi,nm

∣
∣2
)

+φ∑M
m=1 ψ

x
n,m(t)

∣
∣γu,nm

∣
∣2 + N0

11: ∀n : ρhn,u(t) = η
|ω̂nu(t)|2

ξhu,n(t)
+ (1 − η)ρhn,u(t − 1)

12: ∀n : μhn,u(t) = η
(ω̂nu(t))∗ ´̃yhu,n(t)

ξhu,n(t)
+ (1 − η)μhn,u(t − 1)

13: ∀n : ψq
n,u(t) =

(∑N
i �=n ρhi,u(t)

)−1

14: ∀n : q̂n,u(t) = ψ
q
n,u(t)

∑N
i �=n μhi,u(t)

15: ∀n : ĥn,u(t + 1) = Ehu
[
hu|q̂n,u(t), ψq

n,u(t)
]

16: ∀n : ψh
n,u(t + 1) = Ehu

[
|h̃n,u|2|q̂n,u(t), ψq

n,u(t)
]

/* ———- Data estimation: ∀m ∈ Md
———- */

17: ∀n : λ̂nm(t) = ∑U
u=1 ĥn,u(t + 1)γu,nm

18: ∀n, u : ω̂m,nu(t) = ∑M
i �=m γu,nix̂n,i(t)

19: ∀n : ´̃yxm,n(t) = ýn − ∑M
i �=m λ̂ni(t)x̂n,i(t)

20: ∀n : ξ xm,n(t) = ∑U
u=1 ψ

h
n,u(t + 1)

∣
∣ω̂m,nu(t)

∣
∣2

+∑M
i �=m ψx

n,i(t)(
∣
∣λ̂ni(t)

∣
∣2

+∑U
u=1 ψ

h
n,u(t + 1)

∣
∣γu,ni

∣
∣2)

+Es ∑U
u=1 ψ

h
n,u(t + 1)

∣
∣γu,nm

∣
∣2 + N0

21: ∀n : ρxn,m(t) = η

∣
∣
∣λ̂nm(t)

∣
∣
∣
2

ξ xm,n(t)
+ (1 − η)ρxn,m(t − 1)

22: ∀n : μxn,m(t) = η
(λ̂nm(t))∗ ´̃yxm,n(t)

ξhm,n(t)
+ (1 − η)μxn,m(t − 1)

23: ∀n : ψ r
n,m(t) =

(∑N
i �=n ρxi,m(t)

)−1

24: ∀n : r̂n,m(t) = ψ r
n,m(t)

∑N
i �=n μxi,m(t)

25: ∀n : x̂dn,m(t + 1) = Exm
[
xm|r̂n,m(t), ψ r

n,m(t)
]

26: ∀n : ψx
n,m(t + 1) = Exm

[|x̃n,m|2|r̂n,m(t), ψ r
n,m(t)

]

27: end for
28: ∀ns : Compute bit-wise LLR βns(xm) via (57).

// Termination

IV. NUMERICAL RESULTS
Computer simulations were conducted to validate the
performance of the proposed JCDE receiver in OTFS
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TABLE 1. Simulation parameters.

systems. The simulation parameters are summarized in
Table 1.

The number of propagation paths was set to U = 6.
The time-delay interval for each channel path was assumed
to be 1

KΔf , and each path has a different Doppler shift,
where the Doppler frequency was assumed to be uniformly
distributed within [ − 750, 750] Hz [47], [48], [49]. The
time and frequency synchronizations were assumed to be
perfect. Unless otherwise specified, the long-term statistics
of the delay and Doppler parameters were assumed to be
estimated without error in advance, and thus the long-term
statistical structure Γ u,∀u, was assumed to be known. The
Gray-coded 4QAM and 16QAM were employed for symbol
mapping. The belief damping was applied to all iterative
demodulation schemes, where the damping factor η was
set to 1.0 at t = 1 and 0.5 otherwise. The number of
iterations was set to T = 16 and 32 for 4QAM and 16QAM,
respectively.

A. FRAME STRUCTURE OF OTFS
Without loss of generality, in this paper, we construct the
TX symbol vector x in (18) as

x =
[

σ

0Md×1

]

︸ ︷︷ ︸
�xp

+
[
0Mp×1

XMd×1

]

︸ ︷︷ ︸
�xd

∈ C
M×1, (58)

where σ ∈ C
Mp×1 is the pilot symbol vector, where

|Mp| = Mp is the number of pilot symbols. When employing
the Zadoff-chu sequence as the pilot symbol vector, we
have

[σ ]m,1 = √
Es exp

[

j
πm(m− 1)

Mp

]

. (59)

B. BER PERFORMANCE IN UNCODED CASE
The first set of results is shown in Fig. 3, where the
performances in terms of BER as a function of the
Es/N0, of the following uncoded OTFS systems, are
compared:

• GaBP w/ MMSE est: Two-stage receiver consist-
ing of MMSE filtering-based channel estimation
presented in Section II-D and GaBP-based data
detection [18]. Provides a reference performance
to verify the gain achieved by the JCDE mech-
anism, which enables the use of tentatively

detected data symbols as soft pilots for channel
estimation.

• PBiGAMP: SotA JCDE receiver based on PBiGAMP
[19], where the belief damping is introduced as in [50].
Note that the adaptive damping is not applied.6 Provide
a performance comparison with the most common low-
complexity JCDE algorithm for massive PBI.

• BAd-VAMP: SotA JCDE receiver based on BAd-
VAMP [27], wherein matrix inversion operations
are required. The belief damping is introduced as
in [27], [52]. Provide a performance comparison with
the high-complexity JCDE algorithm, which achieves
accurate PBI even with realistic system sizes.

• PBiGaBP: Proposed JCDE receiver based on PBiGaBP
presented in Algorithm 1.

• Genie-aided scheme: Idealized scheme in which the
perfect CSI is known at the receiver. Provides
an absolute lower bound the proposed method can
achieve.

The results in Fig. 4 show the BER performance in OTFS
systems with (K,L) = (32, 16), i.e., N = M = 512 and
U = 6. The symbol mapping rules used were Gray-coded
4QAM in Fig. 4(a) and 16QAM in Fig. 4(b), respectively.
The number of pilot symbols was set to Mp = 32 for 4QAM
and Mp = 64 for 16QAM, respectively.

The two-stage demodulation scheme, “GaBP w/ MMSE
est.,” suffers from high-level error floors due to fatal errors
in channel estimation using the linear MMSE filter. On
the one hand, “PBiGAMP” improves channel estimation
accuracy by exploiting the estimated data symbols as
the effective pilot symbols and achieves improved data
detection performance. However, “PBiGAMP” is unable to
sufficiently decouple the self-feedback due to the difference
between the actual OTFS system and the large-system
limit condition, resulting in a significant performance gap
compared to “Genie-aided scheme.” On the other hand,
“BAd-VAMP,” which uses data detection based on VAMP,
can significantly improve detection performance compared
to “PBiGAMP.” However, the noise enhancement due to
LS estimation causes the channel estimation accuracy to
deteriorate in the early iterations; hence, we can see that
the BER performance deteriorates, especially when the
pilot rate is low (Mp/M = 32/512 ≈ 0.06). The most
attractive feature is that the proposed “PBiGaBP” can
significantly improve the detection performance compared to
“PBiGAMP” with the same complexity order and approach
the Genie-aided performance without suffering from error
floors. Remarkably, the degradation at BER = 10−4 is less
than 1.0 dB for both system setups.

6Adaptive damping enables stable convergence of PBiGAMP, but the
number of iterations required for convergence deeply depends on the system
parameters [45]. In fact, in order to achieve stable convergence behavior,
the number of iterations needs to be set to a fairly large number [51], which
is undesirable from an implementation perspective.
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FIGURE 4. BER performance of uncoded OTFS systems with respect to SNR, where (K , L, U) = (32, 16, 6).

C. NMSE PERFORMANCE
Let us shift our focus to the channel estimation accuracy
of proposed method to observe the behavior of the JCDE
algorithms in more detail. This paper evaluates the channel
estimation capability in terms of NMSE performance, where
NMSE is defined as NMSE � Ehu[|hu − ĥu|2]/Ehu[|hu|2].
In addition to “PBiGAMP,” “BAd-VAMP,” and “PBiGaBP,”
the following performances are compared:

• MMSE: Baseline MMSE filtering-based channel esti-
mation presented in Section II-D. Provides a lower
bound performance for channel estimation using only
pilot symbols in this simulation setup.

• Genie-aided MMSE: Idealized scheme in which the
channel vector is estimated by MMSE filtering with
the perfect knowledge of data symbols (i.e., equivalent
to an OTFS frame being composed entirely of pilot
symbols). Provides an absolute lower bound in terms
of the NMSE performance [24], [37].

Fig. 5 shows the NMSE performance, where the system
parameters are the same as those in Fig. 4. As expected
from the results in Fig. 4, severe estimation errors occur
in “MMSE,” indicating that the equivalent noise from the
data component in (27) makes it difficult to improve the
NMSE performance significantly even in the high Es/N0
region. In addition, while “PBiGAMP” is able to improve
the BER performance compared to “GaBP w/ MMSE est.”
in Fig. 4, Fig. 5 shows an area of degraded performance
compared to “MMSE.” This is because the convergence
behavior of “PBiGAMP” is unstable for realistic system
sizes, so channel vector estimates may diverge according to
the instantaneous parameter realization, which deteriorates
the NMSE performance. As shown in Fig. 5(b), when the
pilot resources are sufficient and Es/N0 is high, i.e., the
initial convergence of “PBiGAMP” is stable, the divergence
behavior is suppressed and the performance improvement
from “MMSE” is confirmed. On the other hand, “BAd-
VAMP” can improve channel estimation accuracy in the low
Es/N0 region due to the LS-based channel estimation and
JCDE mechanism; however, the performance degradation
from the lower bound is still significant in the high

Es/N0 region shown in Fig. 5(b). In contrast, “PBiGaBP”
can achieve stable estimation and approach the Genie-
aided performance in the high Es/N0 region by exploiting
estimated data symbols as soft pilot symbols based on the
GaBP approach. For “PBiGaBP” without matrix inversion
operations, there is a gap between the performance of
“PBiGaBP” and Genie-aided MMSE in Fig. 5(b) because
the achievable estimation accuracy is inherently limited by
the system size [53]. However, as can be seen from Fig. 4,
the effect on the BER performance is small.

D. ROBUSTNESS TO CHANGES IN PILOT LENGTH
Next, we focus on the robustness of the proposed method
to changes in frame configuration. Fig. 6 shows the BER
performance as a function of κ = Mp/M when M is fixed
to 512, where the other system parameters are the same as
those in Fig. 4. The Es/N0 is fixed at 16 dB and 23 dB in
Figs. 6(a) and 6(b), respectively.

In both configurations, the two-stage demodulation
scheme “GaBP w/ MMSE est.” must have sufficient pilot
resources in the OTFS frame to reduce the gap with “Genie-
aided performance.” In addition, when the system size
is insufficient, the estimation accuracy of “PBiGAMP” is
highly dependent on the ratio of pilot symbols κ , and
when κ is small, it is difficult to make effective use of
the estimated data symbols. In contrast, the message update
rule of “PBiGaBP,” which depends only on the SGA based
on CLT, allows it to significantly improve its robustness
with respect to pilot length due to its small dependence
on the large-system limit approximation. More specifically,
“PBiGaBP” approaches the Genie-aided performance with
approximately κ = 0.06 for 4QAM mapping and κ =
0.12 for 16QAM mapping, respectively, and is expected to
increase the system capacity compared to the alternatives.

E. ROBUSTNESS TO DOPPLER PARAMETER ERRORS
Up to this point, the delay and Doppler parameters that
make up the long-term statistical structure Γ u,∀u, have
been assumed to be known, but in practice these parameters
are estimated in advance, and errors occur according to
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FIGURE 5. NMSE performance of uncoded OTFS systems with respect to signal-to-noise ratio (SNR), where (K , L, U) = (32, 16, 6).

FIGURE 6. BER performance of uncoded OTFS systems with respect to κ = Mp/M , where (K , L, U) = (32, 16, 6).

the estimation accuracy. According to [14], the sampling
time resolution can be assumed to be sufficiently high to
accurately approximate the path delay to the nearest sampling
point in wideband wireless communications systems. In fact,
the normalized delays are typically assumed to be integer-
valued (i.e., no fractional components) in the current wireless
communication systems because the sampling frequency is
sufficiently high relative to the path delay, and the path
delay can be quantized with high resolution [54], [55].
In addition, it is worth noting that it is always possible
to increase the time resolution by oversampling [56]. In
contrast, since it is generally difficult to obtain sufficient
resolution for Doppler shift, the impact of the estimation
error of the Doppler parameter becomes the dominant factor
affecting the accuracy of the channel estimation and data
detection [57], [58]. Therefore, we focus on the impact of
the estimation error of the Doppler parameter.
Fig. 7 shows the BER and NMSE performances of OTFS

systems as a function of the NMSE of Doppler parameter
(frequency) νu, i.e.,

ζD �
Eνu

[∣
∣νu − ν̂u

∣
∣2
]

Eνu

[|νu|2
] , (60)

where the estimated parameter is expressed as ν̂u = νu +
ν̃u, ν̃u ∼ CN (0,Nν) and Nν is the variance of estimation
error ν̃u corresponding to ζD. The Es/N0 is fixed at 16 dB,
and the system parameters are the same as those in Figs. 4(a)
and 5(a).

From both results, we can see that as the Doppler param-
eter deviates from the true value, the estimation accuracy
of the proposed method and all the benchmark algorithms
decreases with the same trend. In Fig. 7(b), the NMSE
performance of the channel coefficients for “PBiGaBP” and
“BAd-VAMP” decreases linearly with ζD. This is because
the effect of the Doppler parameter error is expressed as
Gaussian noise in conformity with CLT, and in the signal
model, it can be modeled as extra AWGN. Consequently,
Fig. 7(a) shows that “BAd-VAMP,” which robustly operates
even in the low Es/N0 region by matrix inversion operation,
can slightly improve the detection accuracy compared to
the proposed method when the Doppler parameter error
is large. The most attractive feature is that the proposed
“PBiGaBP” is almost as robust as “BAd-VAMP” against
errors in the Doppler parameter and always maintains a
significant performance improvement compared to the SotA
“PBiGAMP,” which implies the efficacy of the proposed
method in more realistic scenarios.
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FIGURE 7. BER and NMSE performance of uncoded OTFS systems at Es/N0 = 16 dB with respect to the NMSE of the Dopper parameter ζD, where (K , L, U, Mp) = (32, 16, 6, 32)
and Gray-coded 4QAM is used.

FIGURE 8. BER performance of coded OTFS systems with respect to SNR, where (K , L, U) = (32, 16, 6).

F. BER PERFORMANCE IN CODED CASE
Assuming that the long-term statistical structure is known
again, we demonstrate the validity of the proposed method in
channel-coded systems. Fig. 8 shows the BER performance
in the channel-coded system, where the other system
parameters are the same as those in Fig. 4. Using low-density
parity-check (LDPC) code that conforms to the 5G new radio
(NR) specification, the coding rate was set to 1/2 for 4QAM
and 2/3 for 16QAM, respectively. The SPA is used as the
soft decision decoder, and error correction by the channel
decoder is performed only once after demodulation.
As shown in Fig. 8, due to poor channel estimation

accuracy, “GaBP w/ MMSE est.” and “PBiGAMP” are
unable to fully demonstrate the error correction capability,
and as a result, a decrease in accuracy is inevitable. In
contrast, “PBiGaBP” achieved a BER of 10−5 in both
configurations, and the performance degradation from the
“Genie-aided scheme” is suppressed to around 1.0 dB at BER
= 10−4. The slight deviation from “Genie-aided scheme”
is due to the LLR calculated from the estimated channel
deviating from the ideal LLR assumed by the SPA.

G. COMPLEXITY ANALYSIS
Finally, the computational cost of each JCDE algorithm
is evaluated in terms of the number of real multiplication

operations required to demodulate data symbols. To evaluate
the approximate number of real multiplication operations,
we adopt the following basic assumptions: [59]

• A multiplication of a complex matrix A1 ∈ C
d1×d2

with a complex matrix A2 ∈ C
d2×d3 requires d1d2d3

multiplications (of complex numbers).
• An inversion of a complex matrix A3 ∈ C

d1×d1 requires
approximately 2d3

1 −d2
1 multiplications and d2

1 divisions
(of complex numbers).

• A division of complex numbers requires 1 complex
multiplication (division and multiplication are assumed
to have the same complexity).

• A complex multiplication requires 4 real
multiplications.

Fig. 9 shows the number of real multiplication operations
as a function of the number of frequency resources K, where
the compression ratio is fixed at κ = Mp/M = 1/8, and the
other system parameters are the same as in Fig. 4(b). First,
“BAd-VAMP” with matrix inversion operations requires
O(N3) complexity per iteration, which significantly increases
the computational cost compared to “PBiGAMP”. In con-
trast, all the computations of the PBiGaBP algorithm, i.e., the
number of multiplication, division, subtraction, and addition
operations, are scalar-by-scalar; therefore, the computational
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FIGURE 9. The approximate number of real multiplication operations as a function
of the frequency resource K .

complexity of our proposed JCDE algorithm is of order
O(MNU) per iteration, which is similar to that of the
conventional PBiGAMP-based method.
This fact can be confirmed by the results in Fig. 9, which

shows that the proposed method can improve estimation
accuracy without significantly increasing the computational
cost. More specifically, at K = 64, “PBiGaBP” can operate at
about twice the computational cost of “PBiGAMP”. It should
be noted that although the complexity order of PBiGAMP
and PBiGaBP is similar, PBiGAMP, which can reduce the
number of beliefs propagated on the FG by the large-
system limit approximation, achieves a lower computational
cost from the perspective of more practical processing
costs. However, considering that PBiGAMP cannot operate
properly at real system sizes and is extremely vulnerable
to channel correlation, and that PBiGaBP greatly improves
performance and can achieve the BER performance close
to the lower reference in many scenarios, we can conclude
that the proposed method can achieve an excellent trade-off
between estimation performance and computational cost.

V. CONCLUSION
We proposed a novel low-complexity JCDE algorithm via
PBiGaBP for OTFS transmission systems over doubly-
selective fading channels. The proposed method does not
require matrix operations; thus, it has linear computational
complexity with respect to N, M, and U, respectively,
i.e., O(NMU). The JCDE for the OTFS demodulation is
reformulated as the PBI problem, and then the message-
passing rule is designed based on the GaBP framework,
which depends only on the SGA based on CLT. Simulation
results demonstrate the efficacy of the proposed method in
terms of BER and NMSE performances in various scenarios.
The results revealed that the proposed scheme signifi-
cantly outperforms the SotA counterparts and asymptotically
approaches the performance of the idealized Genie-aided
scheme even when the pilot ratio in the OTFS frame is low.
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