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A Multi-aperture Coaxial Projector
Balancing Shadow Suppression and Deblurring

Hiroki Kusuyama , Yuta Kageyama , Daisuke Iwai , and Kosuke Sato
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Fig. 1: Shadow suppression and deblurring by the multi-aperture coaxial projector: (a) Prototype system consisting of the large-aperture
(LA) projector and the residual projector. The LA projector consists of a display panel and an LA Fresnel lens, and the residual projector
consists of a display panel, a mirror, and a relay optical system. (b) Projected results in the standard projection, in the LA projection
with a conventional deblurring method, and the proposed method. In the standard projection, we cannot see a part of the image due
to the cast shadow. In the LA projection, shadows are suppressed; however, the spatial resolution and contrast of the image are
significantly low. The proposed system successfully suppresses both the shadow and image quality degradation.

Abstract—This paper proposes a projection system that optically removes the cast shadow in projection mapping. Specifically, we
realize the large-aperture (LA) projection using a large-format Fresnel lens to suppress cast shadows by condensing the projection light
from a wide viewing angle. However, the resolution and contrast of the projected results are significantly degraded by defocus blur,
veiling glare, and stray light caused by the aberration of an LA Fresnel lens. To solve the technical problems, we employ two different
approaches: optical and digital image processing methods. First, we introduce a residual projector with a typical aperture lens on the
same optical axis as the LA projector, projecting the residual (i.e., high-frequency) components attenuated in the LA projection. These
projectors play different roles in shadow suppression and blur compensation, both achieved by projecting simultaneously. Secondly, we
optimize the pair of projection images that can balance the shadow suppression and deblurring performance of our projection system.
We implemented a proof-of-concept prototype and validated the above-mentioned techniques through projection experiments and a
user study.

Index Terms—Human-centered computing—Human computer interaction (HCI)—Interaction devices—Displays and imagers; Comput-
ing methodologies—Computer graphics—Graphics systems and interfaces—Mixed / augmented reality

1 INTRODUCTION

Projection mapping (PM) realizes spatial augmented reality (AR), seam-
lessly merging the physical and virtual worlds [6]. It allows for the
manipulation of their color and texture by superimposing imagery onto
real objects. Unlike video see-through and optical see-through AR,
PM enables multiple users to view augmentations on a physical sur-
face without the need to wear or hold any display devices. Users can
interact with the projected images once their actions are measured by
a PM system. This interactive PM technology finds applications in
various fields, such as medicine [42], teleconferencing [18, 46, 48], mu-
seum guides [5, 53], makeup [4, 55], object searches [21, 22, 30, 39, 47],
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product design [8, 37, 40, 59], urban planning [62], and artwork cre-
ation [2, 12, 49]. However, in interactive PM, when the users’ bodies
block the projected light as they approach the target, shadows are cast in
the projected results. This problem is a fundamental technical challenge
unique to PM. When shadows appear in the projected result, portions
of the projected image become invisible, diminishing the user’s sense
of immersion in the scene [58].

The most common solution for shadow suppression is applying a
multi-projection system [20, 23, 24, 29, 41, 43, 57, 60, 61]. Multiple
projectors are spatially distributed to project images from a wide range
of viewing angles onto the surface of the projection target. When one
projector is occluded, a compensating image is generated so that other
projectors can cover the area. In most cases, generating compensation
images for each projector to achieve geometric and color consistency
results in delays in shadow suppression during user interaction. Another
approach involves optically suppressing shadows through large-aperture
(LA) projection using a large-format optical element. In this optics,
light emitted from a display panel is widely spread onto the element,
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which is then condensed onto the projection surface. As a result, the
light is projected from a wide range of incident angles, eliminating the
need for computational processing for shadow suppression. In previous
work, LA projection has been realized using a micro-mirror array plate
(MMAP), a type of retro-transmissive optics [16, 17, 32]. However,
their technique requires the preparation of a so-called “proxy object”
with a shape that is plane-symmetrical to the projection target, and it
needs to be placed plane-symmetrically with the target with respect
to the MMAP. Slight changes of the proxy object cause significant
degradation of high-frequency components in the projected results.
This limitation hinders flexibility in adapting to changes in the target.

In this paper, we propose a novel projection system designed to
optically suppress cast shadows while mitigating image quality degra-
dation resulting from changes of the projection target. To achieve this,
we employ a large-format lens, specifically a Fresnel lens, offering
greater flexibility in accommodating various shapes of the target object
without the need for a shape-constrained proxy object, as required in
the MMAP approach. This LA projection system suppresses shadows
by providing a sufficiently wide aperture visible from any point on the
target surface, irrespective of the presence of occluders. On the other
hand, the depth-of-field (DOF) of an LA projection system is shallower
than that of a projection system with a typical aperture size, leading
to defocus blurs in the projected results. Software-based deblurring
techniques have addressed this issue [7, 26, 27, 45, 69]. However, they
were developed assuming a typical aperture size and there is currently a
lack of empirical evidence demonstrating the effectiveness of previous
compensation techniques for LA projection systems. Additionally, the
Fresnel lens is susceptible to serious aberrations including veiling glare
and stray light [14, 33], resulting in a significant reduction in contrast
in the projected output.

There are two technical contributions in this paper, addressing the
image quality degradation problem in the LA projection system based
on a large-format Fresnel lens. As the first contribution, we optically
compensate for the degradation by placing another projector with a typ-
ical aperture lens so that they share the same optical axis. Specifically,
we apply this extra projector for residual projection, which overlays
the high-frequency components onto the projected result by the LA
projector. This projection setup achieves both shadow suppression and
mitigation of image quality degradation in non-shadow areas. How-
ever, both performances cannot be simultaneously maximized. In other
words, increasing the projected image quality by assigning a higher
weight to the residual projection results in a deterioration of shadow
suppression performance, and vice versa. Therefore, as the second
contribution, we present an optimization framework that balances the
trade-off demands in generating projection images for both LA projec-
tion and residual projection. Similar to previous techniques, we model
a projected result as the convolution of an original image and a spa-
tially varying point spread function (PSF). However, in contrast to prior
methods, we utilize a mixture of Student’s t-distribution to represent
the PSF for the LA projection. The t-distribution, characterized by
heavier tails, more accurately captures the PSF of a projection system
using a Fresnel lens, which is susceptible to veiling glare and stray light,
than the typical Gaussian distribution. Our optimization framework
simultaneously optimizes images for both LA projection and residual
projection by minimizing the error between the target appearance and
the projected result estimated by the convolution. Additionally, it offers
users the flexibility to adjust the balance between improving image
quality and enhancing shadow suppression performances.

This paper provides a detailed explanation of the mathematical
model and computational algorithm employed in the proposed method.
Subsequently, experimental results from a prototype system are pre-
sented, demonstrating the validity of our PSF model in approximating
the optical characteristics of the proposed projection system. The
results also illustrate the effectiveness of the proposed technique in
achieving a balance between shadow suppression performance and
image quality enhancement. Furthermore, a user study validates the
efficacy of the proposed method in a practical usage scenario.

Our primary contributions are that we:
• develop a novel projection system that optically suppresses cast

shadows and mitigates the image quality degradation in non-
shadow areas,

• model the degradation in the projection with an LA Fresnel lens
more accurately than previous methods,

• design an optimization framework for generating the pair of pro-
jection images that balances the shadow suppression and deblur-
ring,

• demonstrate the validity of our PSF model and our generation
method for projection images through projection experiments,

• validate the efficacy of the proposed method in a practical usage
scenario through a user study.

2 RELATED WORK

2.1 Shadow suppression in PM

PM systems are susceptible to occluders blocking the projection light.
Theoretically, when the apparent size of the projector’s aperture seen
from the projection surface exceeds the size of the occluder, shadows
will be suppressed. Advancements in shadow suppression in PM have
been achieved by adopting synthetic-aperture projection techniques that
distribute multiple projectors over a projection target to ensure that users
cannot occlude the projected content from any angle. Whenever a cam-
era detects an occluder [1,20,29,43] or its shadow [23,24,56,57,60,61],
the system covers the occluded area by illuminating it from unoccluded
projectors. Multi-projection systems have also been developed using
mirror arrays, with each mirror functioning as a distributed projector,
efficiently reflecting the image from a single projector onto the tar-
get [34,41]. However, the synthetic aperture methods are susceptible to
computational delays and cannot completely eliminate shadows when
occluders are in motion.

On the other hand, shadows can be eliminated without delay in
an LA projection system using a large-format optical element. In
previous research, retro-transmissive optics known as an MMAP were
employed to achieve shadowless projection. Because the MMAP is
a reflection-based optical element, it theoretically avoids aberrations
even in a large format. Previous work applied an MMAP over a 450
mm square [16,17,32]. However, as discussed in section 1, the MMAP-
based system requires a proxy object that needs to be perfectly plane-
symmetric to each projection target. This inflexibility heavily constrains
the shape and the six degrees of freedom pose of the target object to
those of the proxy object. Additionally, the MMAP is not a dioptric lens,
and thus, we cannot implement functions typical of optical lens-based
projection systems, such as zooming.

2.2 Fresnel lens in AR/VR displays

A Fresnel lens is composed of a series of concentric annular sections,
replicating the optical characteristics of a conventional lens. A spherical
Fresnel lens is functionally similar to a basic spherical lens, utilizing
ring-shaped segments, each representing a portion of a sphere, to con-
verge light onto a single point. This design allows for a significant
reduction in thickness, even for a large aperture and short focal length
lens. Due to this advantage, Fresnel lenses are commonly used as
eyepieces in AR and virtual reality (VR) headsets [3, 25]. However,
the thin form factor comes at the cost of a potential reduction in image
quality. While a Fresnel lens can form an image, the resulting image
may not be as clear as that formed by an equivalent simple spherical
lens due to diffraction at the edges of the ridges [14, 33]. The resulting
veiling glare and stray light cause a significant deterioration in the
contrast and sharpness of the displayed image in the headsets. While
there are optical solutions to mitigate undesirable diffraction, they re-
quire tailored fabrication of light-shielding films, which are not usually
available in consumer-level AR/VR systems [15, 51].

Considering the thin form factor, we believe that a large-format Fres-
nel lens is a promising replacement for the MMAP in an LA projection
system to achieve a similarly high shadow suppression performance.
However, we need to solve the inherent problem of the Fresnel lens
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to realize a PM system that can form a sharp and clear image in pro-
jected results without suffering from the above-mentioned image quality
degradation.

2.3 Projector deblurring
Projector deblurring techniques potentially alleviate the significant
degradation in the contrast and sharpness of projected results in a
Fresnel lens-based LA projection system. They address defocus blur
in a typical PM system by generating compensation images through
modeling the image quality degradation process and solving its inverse
problem. Previous studies applied the convolution of the original image
and a spatially-varying PSF to the image quality degradation model.
The simplest solution for its inverse is applying the Wiener filter that
amplifies the high-frequency components of the original image, which
compensates for the blur in the projected result [7, 45]. However, this
technique suffers from the presence of values near zero in the high-
frequency components of the PSF and the limited dynamic range of the
projector, resulting in the occurrence of ringing artifacts in the projected
result. The artifacts can be alleviated by employing a constrained
optimization method as a replacement for the Wiener filter [69]. Recent
studies achieved real-time optimization computation by applying deep
neural networks [26, 27].

The primary limitation of these previous techniques is that they as-
sumed a Gaussian distribution as the PSF. This assumption is valid as
long as we address defocus blur problems for projectors with typical
spherical lenses. However, the blur-like image quality degradation in a
Fresnel lens-based LA projection system does not solely suffer from de-
focus as discussed in subsection 2.2, and thus, the Gaussian distribution
does not accurately represent its PSF. Although there is a technique that
does not assume any distribution model for the PSF [66], it requires
a long measurement time (e.g., two hours [54]) for the light transport
matrix. More critically, even if we can use an accurate PSF in the
compensation computation, it is physically impossible for these solely
software-based techniques to recover high-frequency components that
are missing through the projection process, due to the limited dynamic
range of the projector.

2.4 Our contributions over prior studies
In this paper, we propose an LA projection system that optically sup-
presses shadows in PM without delays by employing a large-format
acrylic Fresnel lens, which is flexible for changes in the shape and
pose of a projection target. Considering the technical limitations of
software-based projector deblurring techniques, we employ a hardware-
based solution to address the image quality degradation issue in our
PM system. Specifically, we employ another projector with a typical
aperture lens coaxially with the LA projector and compensate for the
missing high-frequency components in projected results. Furthermore,
we propose an optimization framework that computes projection im-
ages for both projectors while balancing the shadow suppression and
image quality enhancement performances. We apply a more accurate
PSF model in the optimization framework than the previous techniques.

3 A MULTI-APERTURE COAXIAL PROJECTOR

Our proposed PM system achieves both shadow suppression and the
mitigation of image quality degradation. The system consists of two
different types of projectors: the LA projector and the residual projector
(Figure 2). The LA projector consists of an LA Fresnel lens and a dis-
play panel, and is primarily responsible for shadow suppression. Light
rays emitted from each pixel of the display panel are concentrated on a
projection target by refraction of the LA Fresnel lens. By employing a
lens that is sufficiently wider than the occluder, the projector effectively
suppresses cast shadows. However, the high-frequency components in
the projected results are attenuated due to defocus blur, veiling glare
and stray light occurring in the LA Fresnel lens.

In contrast, the residual projector consists of lenses with a typical
aperture and a display panel, and compensates for high-frequency com-
ponents that are attenuated in the LA projection. Residual projection
is advantageous for projecting high-frequency components due to the
relatively small lens aperture, producing a clear image. Additionally,

the small numerical aperture results in a wide DOF. Projection with
these two projectors achieves both shadow suppression and deblurring.
In areas where the residual projection is occluded, the projected result
appears blurred; however, the color and texture roughly remain. We
believe this is more preferable than causing umbras in terms of user
experience.

These two projectors need to be aligned along the same optical
axis to release the bothersome and error-prone geometric registration.
In conventional projector-camera systems, coaxial systems have been
implemented by using a half mirror or a beam-splitter [13,67]. However,
directly adopting this method would require a half mirror as large as the
LA Fresnel lens. A naïve alternative is to place the residual projector in
front of or behind the Fresnel lens, while aligning its optical axis with
that of the LA projector (Figure 2 (b)). However, the projected result
becomes dark due to the occlusion of the LA projection by the housing
of the residual projector.

Therefore, we minimize this occlusion by positioning the display
panel and housing of the residual projector outside the Fresnel lens and
relaying the display panel using a narrow optical system (Figure 2 (c)).
The optical axes and optical centers of the two projectors are aligned by
reflecting the projection light from the residual projector with a mirror
placed at the center of the Fresnel lens.

4 SOFTWARE-BASED DEBLURRING

In our projection system, the LA projector suppresses shadows and
the residual projector mitigates the image quality degradation, but
these performances cannot be maximized simultaneously. In the resid-
ual projection, the occluder casts an umbra as in a typical projection.
Therefore, a better shadow suppression performance is achieved by
decreasing the contribution of the residual projection. However, this
leads to an image quality degradation. To alleviate it, we maximize the
image quality of the LA projection results to achieve the upper limit of
the displayable image quality. Specifically, the high spatial frequency
components of the projected result are significantly attenuated in the LA
projection, and thus, the projection image for the LA projector should
be sharpened. Furthermore, it is preferable for the shadow suppression
and deblurring performance of the projection system to be adjustable
according to applications. We formulate an optimization problem based
on these requirements and solve it to generate projection images for the
two projectors.

4.1 PSF model of LA projection
The defocus blur in PM can be modeled as the convolution of PSF h as
follows:

IB = h⊗ IP, (1)

where IP and IB represent the projection image and the resultant blurred
image respectively, and ⊗ is the convolution operator. Suppose the
target image in the projected scene is T . Solving the inverse problem
of Equation 1 so that the projected result IB approaches T yields the
compensation image I∗P.

I∗P = h−1 ⊗T. (2)

To generate projection images for deblurring, it is imperative to pre-
cisely model the PSF of the projection system. The PSF is measured
as the spatial luminance distribution of a projected dot pattern and is
typically modeled using a Gaussian distribution hg as:

hg(x | µµµ,ΣΣΣ)

=
1

2π
√

|ΣΣΣ|
exp

{
− 1

2
(x−µµµ)⊤ΣΣΣ−1(x−µµµ)

}
,

(3)

where x, µµµ , and ΣΣΣ represent the pixel coordinate, the mean position of
the distribution, and the variance-covariance matrix of the distribution,
respectively. Although this model has been commonly used in previous
research, it accounts only for degradation in a projector with a typical
spherical lens, such as defocus blur [7, 11].

In the LA lens, its shallow DOF greatly increases the defocus blur.
Additionally, not only defocus blur, but also undesirable veiling glare
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Fig. 2: The principle of shadow suppression and mitigation of image quality degradation by the multi-aperture coaxial projector. (a) When using the
typical projector, the occluder casts shadows on the projection target. (b) In coaxial projection, the LA projector suppresses shadows and the residual
projector compensates for high-frequency components attenuated in the LA projection. However, much of the projection light from the LA projector is
occluded by the housing of the residual projector. (c) Proposed projection system. The display panel of the residual projector and its housing are
positioned outside the Fresnel lens. The display panel is relayed by a small optical element to minimize the occlusion of the LA projection.

and stray light occurring in the LA Fresnel lens cause blur. This blur
has an impact on an extremely wide spatial area and it attenuates the
high-frequency components in the projected result. To deal with these
extensive blur, we apply a heavy-tailed distribution compared to the
Gaussian distribution. Therefore, we use a t-distribution ht in the PSF
model of the LA projector.

ht(x | µµµ,ΣΣΣ,ν)

=
1

νπ
√

|ΣΣΣ|
Γ( ν+2

2 )

Γ( ν
2 )

{
1+

(x−µµµ)⊤ΣΣΣ−1(x−µµµ)
ν

}− ν+2
2

,
(4)

where ν represents the degrees of freedom for the t-distribution and
Γ(·) represents the gamma function.

To model the PSF accurately, we decompose the blur produced by
the LA projector into defocus blur and diffraction in the Fresnel lens.
We map a t-distribution with a different variance-covariance matrix to
each type of blur, and use a mixture of these distributions to represent
the PSF.

h(x | µµµ,ΣΣΣ,σ ,α)

= αh1
t (x | µµµ,ΣΣΣ,1.5)+(1−α)h2

t (x | µµµ,σEEE,1.5),
(5)

where h1
t and h2

t represent the t-distribution for defocus blur and diffrac-
tion in the Fresnel lens respectively, and h is the PSF of the LA projector.
σ represents the variance and EEE represents the identity matrix, and we
assume isotropy in h2

t . Since veiling glare and stray light generally
affect a wider area than defocus blur, the variance of h2

t is larger than
that of h1

t . In this paper, we experimentally set the degrees of freedom
of the t-distribution to 1.5. By using the parameter α (0 ≤ α ≤ 1), two
t-distributions are blended in the ratio α : 1−α .

4.2 Projection image generation
We generate the compensation images by solving the inverse problem
described in Equation 2 with the proposed PSF model. Convolution
in the spatial domain can be reformulated as a multiplication in the
frequency domain. Therefore, this inverse problem can be solved as a
division in the frequency domain.

F (I∗P) =
F (T )
F (h)

, (6)

where F (·) is the Fourier transform. The compensation image can be
obtained by applying the inverse Fourier transform to F (I∗P). However,
h is substantively a low-pass filter and its Fourier representation F (h)

contains many near zeros in the high-frequency components, which
results in the strong ringing artifacts.

In previous research [69], the ringing problem has been addressed
by iteratively solving a constrained optimization problem as follows:

I∗P = arg min
IP

||T − f (IP)||2, (7a)

subject to ∀x, 0 ≤ IP(x)≤ 255, (7b)

where x represents the pixel coordinates of the projector and f (·) repre-
sents the degradation function based on the PSF. Equation 7b imposes
a constraint on the dynamic range of the projector (i.e., 8 bits). We
extend this optimization method to generate two projection images for
the LA projector and the residual projector.

An overview of the projection image generation flow is shown in
Figure 3. The proposed generation method consists of three main
steps: PSF estimation, optimization calculations and addressing spatial-
varying PSFs.

4.2.1 PSF estimation
In the 3D PM, the PSF varies spatially due to different depth values at
each point on the 3D target surface. In the LA projection, this becomes
more significant due to shallow DOF. Additionally in the Fresnel lens,
acquired PSFs vary even at the same depth due to the effects of veiling
glare and stray light [14].

Therefore, as the first step of our generation method, we acquire
distinct PSFs by projecting a dot pattern onto a white planar screen
placed at n different depths z1, · · · , zn. Suppose the number of dots in
a dot pattern is m, we acquire m distinct PSFs at each depth. Next, the
PSF model shown in Equation 5 is fitted to each of the acquired PSFs.
These n×m estimated PSFs are input to the optimization solver one by
one with the target image.

4.2.2 Optimization of projection images
In our proposed projection system, the contribution of residual pro-
jection should be minimized, as its light is entirely blocked by an
occluder. Therefore, we optimize the projection image for the LA
projector through deblurring to reproduce a target image as closely
as possible using only the LA projection. Based on Equation 7, we
formulate the optimization problem as follows:

I∗LA, I
∗
R = arg min

ILA,IR

{
||TLA − f (ILA)||2,

||T − f (ILA)− IR||2 +λ ||IR||2,

(8a)

(8b)

subject to ∀x, 0 ≤ ILA(x), IR(x)≤ 255, (8c)
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Fig. 3: Generation flow of the projection images addressing the spatially-varying PSFs.

T − f (ILA)≥ 0, (8d)

where ILA and IR represent the projection images for the LA projector
and the residual projector, respectively, and I∗LA and I∗R represent their
optimized results.

Equation 8d ensures that residuals between the target image and the
projected result of the LA projector remain non-negative. Basically, the
residual projector is responsible for projecting these residuals. How-
ever, since projectors cannot produce negative luminance, it is crucial
to avoid negative residuals during the subtraction process. Negative
residuals are caused by luminance flowing into a pixel from its sur-
rounding pixels due to blur. Therefore, we reduce the luminance of the
target image for the LA projector in the pixels where negative residuals
occur and its surroundings. To achieve this, we introduce a separate
target image TLA for the LA projection, a darker version of the original
target image T . The initial value of TLA is set to T . We compute Rneg,
which is an image consisting only of negative residuals (Equation 9a).
To reduce luminance in the surrounding pixels as well, the degradation
function f (·) is applied to Rneg, and this is used to reduce the luminance
of TLA (Equation 9b).

Rneg = min(0,T − f (ILA)), (9a)

TLA = T + f (Rneg). (9b)

Equation 8a enhances the spatial frequency components of the LA
projector to compensate for the blur, and Equation 8b brings the pro-
jected result closer to the target image in projection using the two
projectors. The constant λ (≥ 0) adjusts the contribution of the residual
projector, balancing between shadow suppression and deblurring per-
formance. The larger the value of λ , the better the shadow suppression
performance. Conversely, the smaller the value, the better the image
quality.

To solve this optimization problem, we use an iterative constrained
steepest descent algorithm. In the previous research, the degradation
function f (IP) is represented as HIP, a matrix multiplication in the spa-
tial domain [69]. H is the light transport matrix and IP is the projection
image in column vector form. Each row of H represents the PSF of the
corresponding pixel. However, the calculation for the light transport
matrix H is computationally costly. Therefore, in our implementation,
we represent the convolution of the PSF h as the multiplication in the
frequency domain, and f (ILA) = F−1(F (h)F (ILA)).

The specific process flow is outlined in Algorithm 1 where G is the
gradient term, η is the learning rate, and clamp(·) represents a pixel-
wise clamp operation that projects values below 0 to 0 and values above
255 to 255 in 8-bit representation. The number of iterations N is set
to 10. Lines 2 to 7 of the algorithm aim at minimizing the objective
function stated in Equation 8a. Line 3 updates the target image for

Algorithm 1 Generation algorithm for projection images

Input: I (0)
LA = T (0)

LA = T

Output: I∗LA, I∗R
1: for i = 1 to N do
2: R (i)

neg ← min(0,T − f (I (i−1)
LA ))

3: T (i)
LA ← T (i−1)

LA + f (R (i)
neg)

4: G (i) ← f ((T (i)
LA − f (I (i−1)

LA )))

5: η (i)
1 ← ||G (i)||2 / || f (G (i))||2

6: I′ (i)LA ← clamp(I (i)
LA +η (i)

1 G (i))

7: I′ (i)R ← clamp(T − f (I′ (i)LA ))

8: G (i)
LA ← f ((T − f (I′ (i)LA )− I′ (i)R ))

9: G (i)
R ← T − f (I′ (i)LA )− (1+λ )I′ (i)R

10: η (i)
2 ← ||G (i)

LA ||2 / 2|| f (G (i)
LA )||2

11: I (i)
LA ← clamp(I′ (i)LA +η (i)

2 G (i)
LA )

12: I (i)
R ← clamp(I′ (i)R +η (i)

2 G (i)
R )

13: end for
14: return I∗LA = I (N)

LA , I∗R = I (N)
R

the LA projector TLA using Rneg. Line 6 updates the projection image
for the LA projector within the dynamic range using the obtained TLA.
Line 7 generates the projection image for the residual projector by
computing residuals between the target image and the projected result
of the LA projector. Lines 8 to 12 focus on minimizing the objective
function presented in Equation 8b.

4.2.3 Addressing spatially-varying PSFs

The above-mentioned optimization solver outputs the pair of compensa-
tion images (i.e., I∗LA, I

∗
R) from one PSF; however, it only works with a

spatially-uniform PSF. As described in subsubsection 4.2.1, the PSFs of
our projection system have the spatially-varying characteristics. There-
fore, we interpolate the optimized images within and between depths,
respectively.

First, we interpolate the optimized images within the same depth.
As the output of the solver, we obtain m pairs of compensation images
at a given depth zk (1 ≤ k ≤ n). Using these images, we generate the
representative image, which is the compensation image corresponding
to each depth while addressing the spatially-varying PSFs in the method
of Brown et al [7]. In this method, the pixel values in the representative
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image are determined by bilinear interpolation of the output images
of the solver using the four closest neighbor PSFs. This process is
performed at each depth to generate n representative images.

Next, we perform interpolation in the depth direction to generate the
final projection images. In this paper, five depth planes were placed at
intervals of 20 mm so that there is a significant difference in the variance
of the PSF between two adjacent planes. We obtain the depth of the
projection target using a depth camera and generate the corresponding
projection image. We determine each pixel in the projection image
by nearest neighbor interpolation with respect to the depth direction.
Specifically, each pixel value in the projection image is the value of the
corresponding pixel in the representative image at the nearest depth.
Note that if the representative images are computed in advance, our
method is computationally low-cost because all that needs to be done
during projection is the acquisition of the depth values and nearest
neighbor interpolation.

5 PROJECTION EXPERIMENT

5.1 Experimental setup
We built a prototype to validate the principles of shadow suppression
and blur compensation (Figure 1). We achieved coaxial projection by
determining the focal length and rough position of the lenses using
the lens formula, followed by making fine adjustments manually. This
ensures that the optical centers and the projected image sizes correspond
between the LA projector and the residual projector.

We implemented the LA projector using an LA Fresnel lens (SIGMA-
KOKI, FRLN-500S-250P, diameter: 500 mm) and a flat panel display
(Apple, iPad Pro 12.9 inch 5th generation, 2732×2048 pixels). In
the center of the Fresnel lens, we drilled a hole with a diameter of 30
mm to prevent the projection light from the residual projector from
entering the Fresnel lens. The display panel of the residual projector
was transferred using a relay optical system consisting of several lenses,
a mirror (Thorlabs, CCM1-PBS251/M), and a projector (RICOH, PJ
WXC1110, resolution: 1280×800 pixels, panel size: 0.45 inch). The
projector was disassembled, and the built-in objective lens was removed.
The relay optical system consists of lenses with focal lengths of 40 mm
(Thorlabs, AC254-040-A), 50 mm (Thorlabs, AC254-050-A), and 100
mm (Thorlabs, AC254-100-A). We used an RGB camera (Canon, EOS
M6 Mark II, 6960×4640 pixels) to capture the projected images, and
an RGBD camera (Intel, Real Sense L515, Depth: 1280×720 pixels)
to acquire depth values of the projection surface.

5.2 PM onto 3D objects
We implemented a 3D PM using the proposed system. We prepared
a 3D-printed Stanford bunny (height: 110 mm) as the projection tar-
get. We considered three different projection conditions: standard
projection, LA projection, and our proposed method. In the standard
projection, the residual projector projected the target image, while the
LA projector was turned off. In the LA projection, the LA projector
projected the image computed by the standard deblurring method of
Zhang and Nayer [69] with our PSF model (Equation 5), while the resid-
ual projector was turned off. In our proposed method, we computed
projection images using our optimization method with λ of 0.

We examined the projected results in terms of the presence of shad-
ows and image quality in a situation where a human hand approached
the target object. The projected results are shown in Figure 1. Our
proposed method successfully suppressed shadows caused by occlusion
and produced clearer images compared to the LA projection.

5.3 Validation of PSF model
To validate the PSF model described in subsection 4.1, we measured
the PSF of the LA projector. We projected a 5×5 dot pattern onto a
white planar screen located 480 mm away from the Fresnel lens. The
dots were spaced 100 pixels apart horizontally and vertically, resulting
in a dot pattern image size of 500×500 pixels. The image captured by
the camera is shown in Figure 4(a). We fitted the obtained PSFs with
both the conventional model (Equation 3) and our model (Equation 5)
using the Levenberg-Marquardt algorithm [38]. Figure 4(b) shows the
intensity distribution along the x-axis in the highlighted block from

(a)

(c)
Input image Captured image

Ground truth
Conventional model

PSNR : 16.40
Our model

PSNR : 26.21

(b)

Fig. 4: Results of the PSF estimation. (a) Projected dot pattern by
LA projector. (b) Intensity distribution along the x-axis for the block
shown in yellow in (a). (c) Comparison of the projected result on the
simulation between the conventional model and our model. From left
to right: image input to the projector, projected results of the actual LA
projector, simulated results using the conventional model, and simulated
results using our model.

Figure 4(a). Unlike the conventional model, our model represents a
distribution that closely matches the actual PSF. The distribution of our
model is closer in terms of the heavy-tailed characteristics of actual
PSFs, which validates its accuracy.

Using a natural image, we confirmed that our model accurately
models the blur in the LA projection compared to the conventional
model. Figure 4(c) illustrates the projected results of a natural image
using the actual LA projector and the simulated results using both
the conventional and our models. Our model provides images that
exhibit closer contrast and sharpness to the actual captured images. The
similarity between the actual projected results and the simulated results
of the two models was evaluated using the Peak Signal to Noise Ratio
(PSNR). The result demonstrates that our model consistently produces
the image closer to the actual captured image, and provides quantitative
evidence of the effectiveness of our model.

5.4 Evaluation of projected image quality and shadow sup-
pression performance

We validated the shadow suppression and deblurring performance of our
proposed projection system. We prepared 20 target images of 400×400
pixels by selecting images of plants, animals, and landscapes from the
ImageNet dataset [9]. Using the estimated PSF from subsection 5.3,
we generated projection images for both LA projection and residual
projection. Note that the luminance of the input image for the LA
projector TLA compared to the original target image T was 74 percent
(λ = 0) and 77 percent (λ = 0.5) on average of 20 images. To compare
projected results under different experimental conditions, we prepared
two conditional factors: the projection and the occluder factors. There
were eight conditions in the projection factor and two conditions in the
occluder factor, making a total of 16 (= 8×2) conditions.

Projection factor: The first condition is denoted as Standard,
where the residual projector with a typical aperture lens projected
the target image, while the LA projector was turned off. The second
condition is denoted as Synthetic, where the residual projector and
another standard projector (Optoma, ML1050ST+S1J, resolution: 1280
× 800 pixels, panel size: 0.45 inch) projected the image with half the
luminance of the target image, while the LA projector was turned off.
The third condition is denoted as LAonlyUncompen, where the LA
projector projected the target image without any compensation, while
the residual projector was turned off. The fourth and fifth conditions
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Fig. 5: Comparison of projected results under different projection and occluder conditions. The projection images for the LA and residual projectors
are shown in the first and second lines from the top, respectively. The third and fourth lines are the projected results onto a white planar surface
without and with an occluder.

Table 1: Average of the image quality evaluation values of the projected results for 20 images under different projection and occluder conditions.

Projection factor

Metrics Occluder
factor Standard Synthetic LAonly

Uncompen
LAonly

GaussPSF
LAonly

TdistPSF
Ours

Balance
OursMaxIQ

w/o TLA w/ TLA

PSNR (↑) w/o
w/

20.95
13.57

20.74
12.78

16.84
14.29

17.24
14.87

17.83
17.65

21.40
16.87

19.80
19.37

22.31
18.31

SSIM (↑) w/o
w/

0.600
0.521

0.634
0.465

0.419
0.410

0.435
0.429

0.415
0.427

0.582
0.542

0.510
0.502

0.632
0.584

DISTS (↓) w/o
w/

0.143
0.245

0.159
0.258

0.441
0.477

0.382
0.416

0.385
0.409

0.230
0.259

0.283
0.302

0.183
0.217

are denoted as LAonlyGaussPSF and LAonlyTdistPSF, respectively. In
both conditions, the projection image is computed by using the stan-
dard deblurring method of Zhang and Nayer [69]. The conventional
Gaussian distribution was used in the LAonlyGaussPSF condition, and
our PSF model using t-distribution was applied in the LAonlyTdistPSF
condition. The remaining conditions are denoted as OursBalance and
OursMaxIQ. We computed projection images with λ of 0.5 in the Ours-
Balance condition, and with λ of 0 in the OursMaxIQ condition, which
maximizes the image quality. To demonstrate the effect of introducing
TLA, the OursMaxIQ condition was divided into two: without and with
TLA.

To ensure color consistency between the target appearance and cap-
tured images, we applied color correction [68]. We estimated an un-
known 3×4 matrix for applying the color correction by capturing the
projected uniform color patterns of 27 different colors. This matrix was
computed for each of the LA and residual projectors and applied to
computing each projection image.

Occluder factor: The first condition is without occluder, and the
second condition is with occluder. In the condition with occluder, we

placed a human-hand-like occluder with a finger width of approximately
8 mm at a distance of 250 mm from the target object.

The projection images and projected results for each condition are
shown in Figure 5. The image quality of the projected results was
evaluated using the PSNR, Structural SIMilarity (SSIM) [65] and Deep
Image Structure and Texture Similarity (DISTS) [10] metrics. We
calculated the average quality evaluation scores for the 20 images in all
conditions, and the results are shown in Table 1.

In the Standard condition, we obtained a clear image, but the oc-
cluder caused some parts of the projected image to be completely
invisible due to an umbra. In the synthetic condition, the synthetic
aperture reduced the size of the umbra area, but caused areas of lower
luminance compared to the surroundings (penumbra). In the LAonlyUn-
compen condition, the shadows caused by the occluder were no longer
visible, but there was a significant decrease in resolution and contrast.
In the LAonlyGaussPSF condition, there was a slight improvement
in resolution, but the contrast remained low. In the LAonlyTdistPSF
condition, there was a slight improvement in contrast, but the resolution
was lower than the LAonlyGaussPSF condition. In the OursBalance
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and OursMaxIQ conditions, which utilized the residual projector, we
successfully improved the sharpness of the images while preserving
the shadow suppression performance. It is worth mentioning that Ours-
MaxIQ produced high-quality images in non-shadowed areas, while
OursBalance exhibited the characteristic of less perceptible shadows.
Additionally, in the condition with TLA, the SSIM and DISTS values,
which represent human perception better than PSNR, were higher than
in the condition without TLA. This result provides validity for the
introduction of TLA.

In all metrics, our proposed methods improved image quality com-
pared to all LAonly conditions. These results provide significant quan-
titative evidence that adding a residual projector greatly enhances the
image quality of the projected results. It is worth noting that partial im-
age loss caused by shadows affected image quality in all metrics. Nev-
ertheless, our proposed methods successfully reduced the luminance
reduction in shadow areas, resulting in less image quality degradation
compared to standard projection.

6 USER STUDY

We conducted a user study on hand interactive PM to investigate how
the proposed method affects task performance. In interactive PM in
the industrial and medical fields, multiple users attempt to touch the
projected content and communicate with each other through pointing
gestures [42, 50, 52]. However, in this scenario, the projection light is
occluded by multiple users’ bodies, and the resulting shadows hinder
task execution. Furthermore, the low spatial resolution and contrast in
the projected results may decrease the user’s visibility and impede task
performance. Therefore, we compared task performance, in terms of
completion time and number of mistakes, across multiple projection
conditions for a specific task.

The projection conditions we compared included standard projection,
LA projection, and proposed projection. In the LA projection, we
employed our proposed model for blur compensation. We used the
OursBalance condition (cf. subsection 5.4) in the proposed projection.
We formulated the following hypotheses for this study:
H1 A user completes tasks in the proposed projection faster than the

standard projection and the LA projection.

H2 A user has fewer mistakes in the proposed projection than the
standard projection and the LA projection.

6.1 Experimental setup and procedure
To conduct the study, we modified the experimental setup used in sec-
tion 5. Figure 6 (b) and (c) show the schematic diagram and actual
photos of the modified setup. We used a pen tablet (Wacom, Bamboo
CTH-670/K) as the projection target. The participants used the accom-
panying pen to interact with the projected images. To make it easier for
the participants to work while seated, we reflected the projection light
with a mirror and projected the images vertically downward onto the
pen tablet, which was placed on a tabletop.

Task: During the experiment, the participants were given a tracing
task based on the instructions displayed in the images (see Figure 6
(a) for an example image). The participants were asked to trace large
characters within a 6×5 block, following the order of the small letters
displayed at the top of the image. They were only allowed to move
vertically or horizontally between blocks. If they correctly traced a
block, it turned uniform black. However, if they touched the wrong
block, the image reset to its initial state and they needed to trace again
from the starting point. In total, the participants traced 18 characters,
including the starting point.

We recorded the completion time and the number of mistakes for
each participant. In addition, considering scenarios where multiple
users would be using the PM system, such as surgical assistance PM
systems, we placed an external occluder separate from the participant.
The projected results included shadows caused by the occluder as
well as shadows from the participants’ hands and the pen they were
holding. We used a wooden hand (finger width 10 mm) as the occluder,
positioned 150 mm away from the Fresnel lens. Since the occluder

Target
(Pen tablet)

Occluder

Mirror

Multi-aperture
coaxial projector

(b)(a)

(c)

Multi-aperture
coaxial projector

Pen tablet

Occluder

Mirror 450 mm500 mm

Fig. 6: Setup for user study. (a) An example of projected image used in
the user study. (b) Conceptual diagram of the setup. (c) Implemented
system.

was positioned to imitate a moving user rather than a fixed object, we
moved it horizontally at a speed of 10 mm per second using a linear
stage.

The experiment involved 27 participants aged 21 to 54, consisting
of 17 males and 10 females. All participants had normal or corrected
vision and were naïve to the purpose of the experiment, having given
informed consent. Before the experiment, the participants were briefed
on the task and had sufficient practice for each condition. They were
instructed to record both the task completion time and the number of
mistakes, with no specified priority between the two. The participants
practiced the task thoroughly for each projection condition and devel-
oped an optimal strategy for balancing completion time and number
of mistakes. The experiment consisted of four trials for each condi-
tion, and the order of images and projection conditions was randomly
changed for each participant.

After completing the entire experiment, the participants were asked
to complete a questionnaire related to each task. The questions were as
follows:
Q.1 Do you agree that the shadow of the external occluder inhibited

task execution?

Q.2 Do you agree that the self shadows cast by the your own hands or
pens inhibited task execution?

Q.3 Do you agree that the clarity of the image was insufficient for task
execution?

Q.4 Under which condition was it easiest to perform the task?

Q.5 Which condition inhibited task execution more: “shadows cast by
occluders” or “unclarity of the image”?

Participants answered questions Q.1 to Q.3 using a 7-point Likert
scale for all three conditions, where 3 represented “strongly agree”
and -3 represented “strongly disagree”. The study was approved by
the Research Ethics Review Committee of the institute to which the



7039KUSUYAMA ET AL.: A MULTI-APERTURE COAXIAL PROJECTOR BALANCING SHADOW SUPPRESSION AND DEBLURRING

[s]

**
**

[times]
****

(a)

(b)

**
**

****
**

Strongly
agree

Strongly
disagree

**
**

**

Fig. 7: Results of the user study under different projection conditions.
(a) Comparison of task completion time and number of mistakes. (b)
Comparison of questionnaire results. (∗∗ : p < 0.01)

corresponding author belongs (approval number; R5-3).

6.2 Results
The results of task completion time and number of mistakes under
each projection condition are shown in Figure 7(a). In the subsequent
statistical tests, we used nonparametric tests to address the impact
of outliers. Friedman tests were conducted on completion time as
a factor of projection conditions, revealing a significant difference
(χ2(2) = 27.0, p < 0.01). Wilcoxon signed-rank tests with Bonfer-
roni correction revealed significant differences between the standard
projection and the proposed method (p < 0.01, Effect size: r = 0.82,
Power: 1−β = 0.91), and between the LA projection and the proposed
method (p < 0.01, r = 0.62, 1−β = 0.65). The proposed method sug-
gested significantly shorter task completion times compared to other
conditions.

Regarding the number of mistakes, Friedman tests showed a signifi-
cant difference (χ2(2) = 40.9, p < 0.01). Wilcoxon signed-rank tests
with Bonferroni correction revealed significant differences between
the standard projection and the LA projection (p < 0.01, r = 0.87,
1−β = 0.94), as well as between the LA projection and the proposed
method (p < 0.01, r = 0.87, 1− β = 0.94). The proposed method
indicated a significantly lower number of mistakes compared to the LA
projection.

Figure 7(b) shows the results for questions Q.1 to Q.3 under each pro-
jection condition. Friedman tests showed significant differences for all
questions (Q.1: χ2(2) = 42.9, Q.2: χ2(2) = 21.0, Q.3: χ2(2) = 46.0,
p < 0.01). Wilcoxon signed-rank tests with Bonferroni correction
revealed that, for Q.1 and Q.2, both the LA projection and the pro-
posed method significantly reduced task interference due to shadows
compared to the standard projection. Additionally, for Q.3, both the
standard projection and the proposed method significantly reduced task
interference due to image blurriness compared to the LA projection.

For Q.4, out of 27 participants, 25 found the proposed method to be

the most user-friendly for task execution, while 2 chose the standard
projection. Regarding Q.5, 22 out of 27 participants indicated that
“unclarity” more significantly inhibited the task, while 5 mentioned that
“shadows” had a greater impact. This result indicates that visibility of
the small texts showing the tracing order displayed at the top of the
image was prioritized.

Both objective measures (task completion time and number of mis-
takes), and subjective evaluation suggested that cast shadows and un-
clear images inhibited task execution. The proposed method achieves
a balance between these factors, allowing tasks to be performed more
quickly and with fewer mistakes. Thus, the result provides substan-
tial evidence suggesting that the proposed method has the potential to
enhance user task performance in interactive PM systems.

7 DISCUSSION

We have demonstrated the effectiveness of our proposed shadow sup-
pressible PM system through simulations, projection experiments, and
a user study. First, we accurately modeled the degradation process of
projection with an LA Fresnel lens and verified its validity in subsec-
tion 5.3. Next, we generated the pair of projection images, and showed
that blur compensation was achieved while maintaining the shadow
suppression performance in subsection 5.4. Finally, user studies sug-
gest that the proposed method has the potential to improve performance
on certain tasks compared to standard projection or LA projection alone
in section 6. Note that we cannot say that the results represent a trend
for humanity as a whole. Since our institute is located in Japan, where
racial diversity is relatively low, conducting our experiments with non-
Japanese participants is difficult. Although the proposed method has
been validated, there are technical issues that remain in the current
prototypes and methods. In the remainder of this section, we will de-
scribe the specific challenges and their potential solutions, and provide
guidelines for future development.

Compared to commonly used office projectors, the image size that
our PM system can project is small (Max. height: 233 mm, width:
304 mm). Most projectors enlarge the image size by employing a
short focal length system, which combines multiple lenses. Similarly,
in our system, it can be considered to incorporate additional optics,
such as a relay lens system, into the LA projector alongside the LA
Fresnel lens. However, using multiple Fresnel lenses in LA projectors
is not reasonable due to the problems of veiling glare and stray light
on image quality. The simplest approach is to shorten the distance
between the light source and the lens, bringing it close to the focal
length of the lens. However, this results in a longer focusing distance,
and thus, the projection light is condensed from a narrow viewing angle
onto a point on the projection surface. This leads to a reduction in
shadow suppression performance. Future challenges for our research
are to investigate the angular range within which users tolerate shadows,
and to find the appropriate image size and solid angle for individual
applications.

An optical system employing LA lenses suffers from a shallow DOF.
While the proposed system utilizes a deblurring method to extend the
DOF, the realistic range of the projected object in the depth direction is
still limited. To overcome the limitation, previous studies have proposed
optical solutions to extend the DOF, such as using an electrical focus
tunable lens [19, 63] and a diffractive optical element [35]. However,
these optical elements are generally too small to be used as objective
lenses in our LA projector. Another potential solution is to adjust the
lens position based on the depth of the projection surface, or utilizing
a volumetric display as a light source module of the LA projector [31,
32, 44]. These approaches can be employed in our system to extend
its DOF. Exploring the DOF extension would be one of our future
directions.

We proposed an optimization framework in generating projection
images to minimize the artifacts in the projected results. However,
this optimization requires a long calculation time. Other studies on
projector deblurring share this limitation, and it can be a significant
constraint when applying it to dynamic 3D PM applications. In our
implementation, our method takes 0.33 seconds to obtain one pair of
projection images as the output of the optimization solver, and 8.2
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seconds to generate one pair of representative images at a given depth,
in a monochrome image of 128 × 128 pixels. Currently, the prototype
is unable to project a compensation image in real-time. Recent studies
have achieved real-time generation of optimized projection images by
applying deep neural networks [28, 36, 64]. It is an intriguing direction
for future research to explore the potential of real-time compensation
using deep neural networks.

8 CONCLUSION

In this paper, we presented an optical, and thus, delay-free shadow
suppression PM system utilizing the LA Fresnel lens. To address
the image quality degradation in the LA projection, we implemented
optical and digital image processing methods. Firstly, we introduced
a residual projector along the same optical axis as the LA projector
to compensate for high-frequency components attenuated in the LA
projection. Secondly, we generated optimized projection images for
the LA projector and residual projector, which compensate for the
blur in the projected results while maximizing the shadow suppression
performance. In this compensation process, we utilized the novel
degradation model that can more accurately represent the projected
result using an LA Fresnel lens. Through simulations and projection
experiments, we validated these proposals. Additionally, user studies
showed that our system could decrease the task completion time and
error rates for a specific interactive PM task compared to other types of
PM systems.

We believe that our method has the potential to enhance the user
experience in various interactive PM applications. We plan to fur-
ther improve the system by addressing future directions discussed in
section 7 to achieve a more practical and widely applicable shadow
suppression PM system.
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