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0. Introduction
Peetre [7] considered the Dirichlet problem
0.1) P(x, Dyu=f in x,>0

0.2 9% _g. on x,=0,0=j<r.

ox,’

where P(x, D) is formally hypo-elliptic and f is infinitely differentiable inx,>0.
He obtained a sufficient condition in order that every solution # of the problem
(0.1), (0.2) should be infinitely differentiable in x,>0, that is, a sufficient condi-
tion that the Dirichlet problem (0.1), (0.2) should be hypo-elliptic at the boundary
x,=0.

In this paper we shall prove the hypo-analyticity at the boundary «x,=0 for
the above problem under the same condition on P(x, D). 'The proof relies upon
mainly the results of Friberg [2] and Schechter [8].

In §1 we give some difinitions and state our results. In §2 the proof of
Theorem 1.1 is given. §3 is devoted to the proof of Theorem 1.2.

The author wishes to express his hearty thanks to Professor Nagumo for
his kind encouragement and to Professors Tanabe and Kumano-go for their
valuable suggestions and remarks given to the author. The author also
"expresses his gratitude to Professor Kuroda who read the original draft and
gave him some advice.

1. Difinitions and Results

1.1. Let E” be the n-dimentional Euclidian space; for convenience set
x=(%, ,-*+, X,_,), y=2,, and denote by (x, y) a point of E”. 'The half spaces y>0
and y>0 are denoted by E" and E", respectively.

Let a=(a,,-:+, a,) be a multi-index of non-negative integers with length

1 0

'a|:a1+"'+an‘ Let Dj:—‘:"_*a léjgn) and set

ox;
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D, = (Dl PR Dn—1), Dy =D,, D= (D1 20ty Dn) .
We consider a hypo-elliptic differential operator of the form

(1.1  P(D)=P{D,, D,)=Dy+ > ag,DiD}, m=1,
oS
where the coefficients ag ; are complex numbers and p=order of P(D). The
polynomial corresponding to P(D,, D,) is
(1.2)  PEn)=n"+ 3 a7,
0<j=< 1

=jsm—
1Bl+7i=p

where £=(&,,--+,£,_,)°>. We shall also employ the usual notation

® _ _ 0"'PE m)
P =_"2 "\ 4
(&) 0FY" -+ 0n" 1 0n™

for a multi-index «.
Let the linear differential operator P(D) with constant coefficients be a hypo-
elliptic operator. It is known that there exists a constant d =1 such that

L.3) AP n)I(A+ g1+ ))<= K| PE, m)l, £l + 17l 2K,

for some positive constants K,, K,, where £ and 7 are real and |£|’=

Eit o t+Ea.

DeriniTION 1. 1. If (1.3) holds for a hypo-elliptic operator P(D), then
P(D) is called a hypo-elliptic operator of type d.

For a hypo-elliptic operator P(D) the followings are known:
(i) An operator P(D) is elliptic if and only if it is of type d for any d=1.
(ii) If a hypo-elliptic operator is of type d’, then for any d=d’ it is of type d.
(iii) There are constans K,, K, such that

21PE )| =K | PE ), |E| =K,, E€E*™".

(c.f. Schechter [8], Hypothesis 1.)

(iv) For each real vector £ let 7,(£), -, 7,,(£) be the roots of P(£, Z)=0.
The number of 7,(&) with positive imaginary parts is constant in the set
|E| =K, for n>2. (cf. [4])

In the case of n=2, we make the following Assumption 1.

1) In a hypo-elliptic operator the coefficients of the highest power of 7 is independent of
&. (See Hormander [3])
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Assumption 1. P(g, 7) is of determined type r, 1<r<m. That is, the
number 7 of roots 7,(£) with positive imaginary parts is constant in |&| =K.
By rearrangement if necessary we assume that

(1.4) Im 7,(8)>0, 1<5k<r
(1.5) Im 1,(£)<0, r<k=m.
1.2, Set

P, =N (n—ryt), P.=PIP,

for a hypo-elliptic operator P(D) of the form (1.1). We make the following
additional assumption.

Assumption 2. Let O(§, ») be any polynomial of degree <r in 7.
Expand Q(&, 7)/P(, 7) in partial fractions:

OEn_ 01,0 (E™
(1-9) P(E, n)  P.E, 77)+P-(£, m) .

Then the inequality

(1.7) S‘” 0.6 ) 0.(& n)
J-=|P_(§ m) P.(£ 7)

holds in |£] =K, with some constant C.?

This is the condition settled by Peetre [7]. The inequality (1.7) holds
whenever P(D) is an elliptic operator satisfying Assumption 1. (c.f. Peetre [7]).
Another example of a hypo-elliptic operator satisfying (1. 7) is given by

oo

Zdngcg  dn

—

P(D) = (Dy—]f—iA’z)(Dy_A’) ’
where
A’ = Dit-+Di,.

This operator is not quasi-elliptic.

1.3. Let C3y(E") be the set of all complex valued functions which are
infinitely differentiable in E% and vanish at (x, y) with |x|?-43? sufficiently large.
Parseval’s formula implies that
09 o E= (ot oeasar— ([

veCH(E™),

o |2E ) g,
<o

2) We use the same symbol C to express different constants.
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where v(£, y) is the Fourier transform of o(x, y) with respect to the variables
Xttty Xp_yl

oE 5) = @)y | et o g)ds,
E

where (£, x>zglx1+"'+§n—1xn-1-
A polynomial R(%, 7) is said to be weaker than P(, %) if there exists a
constant C(>0) such that

|R(E, )| =C 33 | P*(E, )|

for all real £, %». The corresponding operator R(D) is said to be weaker than P(D).
By Schechter’s result [8] we have easily the following whose proof is omitted
here.

Proposition 1.1 Let R(D) be any operator weaker than P(D). Under our
assumption on P(D), there exists a constant C such that

(1.9)  lIR(D)v, E%4||=C(IP(D)v, E%|+Ilv, E4ll)
for all vE C(E™) satisfying the Dirichlet condition
Djv(x, 0) =0, 0=j=r—1.

DeriniTION 1. 2. Let Q be a domain in E”. We call #(x) a function of
the class G(d, d’; Q) if u is a C~-function on Q and if for each compact set K in
Q there exists two constants C,, C, such that

(1 10) HD;Dzu(x, y), Kllwgcocrwklo_ 417! B’k
or

(1.10")  [|DIDiu(x, y), K|l < C,CL I (o4 1) (k4 1)7*
i=1

for any o (0,=0) and for any integer k£ (=>0), where ||w, K||.. means the essential
maximum of |w| in K. We set G(d; Q)=G(d, d; Q).

Let Q be an open setin E% . Itis supposed that the boundary of Q contains
an open set o (=F¢) in the plane y=0.

E%

—/~ [9)
x:(xl "% xn—l)
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Now we can state our results.

Theorem 1.1. Let P(D) be a hypo-elliptic operator of the form (1. 1) and of
type d =p, satisfying Assumptions 1 and 2. Consider the Dirichlet problem

(1.11)  P(D)u(x, y) = flx,y)  inQ

1.12) P60 _o i_0,r—lone
0y?

with feG(d, (p—m+1)d; QUw). Then any function ucC?(QU w) satisfying
(1. 11), (1. 12) is a function in G(d, (p—m-+1)d; QU w).

The conclusion of Theorem 1. 1 can be extended to operators with variable
coefficients. For convenience, assume the origin (0, 0) is contained in the
(interior of) plane boundary w. We now deal with an operator of the form
(1.13)  P(x, 3, D, D,)=Di+ 3 ap(x, 5) DD,

O<j=m
1Bl +i=p

where ag ;(x, ¥) are complex valued functions defined on QUw and infinitely
differentiable. We add following two assumptions on P.

Assumption 3. P(x,y, D,, D,) has constant strength in Q U w, that is,

> [P, p, £ ) < o o
’ ’ — x’ ’x’
STTP, 55 & 7)) %)

for (x, ¥), (x', ¥y )EQU o, (§, 7)EE™.

Assumption 4. Set P(D)=P(0, 0, D,, D,). Then PyD) is a hypo-
elliptic operator of type d = p of the form

Dy+ 21 a0, 0)DED]
0<j<m-1

1Bl +7i<p

and satisfies Assumptions 1 and 2.
Then we can prove the following

Theorem 1.2. Consider the Dirichlet problem
(1.14)  P(x,y, D,, D,)u(x, y) = f(x, y) in Q.
(1.15)  Dju(x, 0) =0, 0<j<r—1 on

with f€G(d, (p—m—+1)d; QU w), ag ;=G(d, (p—m+1)d; QU w), where d=p.
Then any function uc H(Q U w)® satisfying (1. 14),

3) For the notation H*(2uUw), see [5].
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(1. 15) is a function in G(d, (p—m~+1)d; Q, U w,) for some sufficiently small hemi-
sphere Q, U w,={(x, y)| |**+y*=<7,, y=0}.

In the elliptic case, that is, in the case of type 1 a slight modification of the
proof of Morrey-Nirenberg [6] together with the use of the coerciveness estimate
obtained in [1] gives the following more detailed and complete theorem.

Theorem 1.3. Let P(x,y, D,, D,) be a properly elliptic operator defined
in QUo with order 2m. Consider the Dirichlet problem (1.14), (1.15) with
fE€G6Gd; QU w) and with all the coefficients in G(d; QU w) for d=1. Then all
the solutions u of the problem (1. 14), (1. 15) are in G(d; QU w).

2. Proof of Theorem 1.1.

2.1. As a special case of Hormander’s results [4] we see that any solution
usC?(Q U w) of the problem (1. 11), (1. 12) is infinitely differentiable up to the
boundary w. We shall only estimate the derivatives of the solutions # up to
the boundary.

Now take v& Cq’(Q U o) satisfying the Dirichlet condition (1. 12) and regard
it as a function in Cy(E"). We consider o(%, y) (See (1. 8)) as a function of y>0
with a vector parameter £. Following Schechter [8], we let H™(E") denote the
completion of C5'(E*) with respect to the norm

lulle = (33| 1 D3, 5)17y).

The first étep is to extend o(§, ) to the function in H™(E") by a method
due to Morrey-Nirenberg [6], Peetre [7] and Schechter [8].

For |E| <K, set

v, y), y=0

v, (&, y)={ ;:;M@(g, —ky), y<0,

where the A, are constants chosen so that all the dreivatives Djv for 0<j<
m—1 are continuous at y=0. Here A\, depends only on m. It holds that

(‘Em‘v(E) y))1 = val(f, y)

for any multi-index « satisfying «,=0.

Next, for || >K,, we extend (£, y) by the method due to Schechter [8]
and denote the resulting function by o,(§ y). Thus v(§ y) is defined in
|E]|<oo and |y|<<co. We also note that it is easily verfied that

(va(g, y))1 = va1(ga y) for any a, o, = 0.

According to the result of Schechter [8] there exists a constant C independent
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of v so that the following inequality holds:
@1 7 IPE Dyu nitav=c| IPE D)ot )"y, 1EI>K..

Furthermore, for any R(D) weaker than P(D), we can obtain the following
inequality

22 [ IRE D)o »iey<C ] 1PE D)o, v)*dy
+ 156 Db}, 1E1SK,, ofE NECHE).

Proof of (2.2). For || =K, we have

[[1Dgote, 1P av< | 1P D)o v+ ¢35 | 1080 1)1 ay

where C, is an upperbound for the coefficients of P(£, D,) on the set || <K,.
Thus

31| 1Ds0te, )P av=C{[ 1@ D)ote, 5)1Pdy+ B[] 1Diee ) ")
On the other hand

[" 1re Dy Irav=c. | 1D niw, 112K,

=0 J —oc0

where C, is an upper bound for the coefficients of R(£, D,) on the set |£| <K,.
Thus, from the construction of v,(€, y) on the set |£| <K,, we have

[ 1r@ DY 9)IPdy=C. 33 " 1Dine y)IPay=C. 33 [ 1DioE, )1y

=c{[]1PE D)o, 1P av+ 5 [ 1Di, v) 17}
Employing the well known inequality

S 1Dsote, 1 ay=e | 1Dyete, y) 1P ay+C@) 10 917y,
and taking & so small that EC; < —;— C,, we have

["1RE D)o nrav=cd| 16 DYoE 9)12ay+{ 1ot 1))

for all v(£, y)eCF(EL) and || <K,, where C, depends only on the coefficients
of R(¢, D,) and P(§, D,) on |E| <K,.
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2.2. Now we prove some lemmas for later use.

Lemma 2.1 (c.f. Friberg [2]). Let P(E, 1) be hypo-elliptic of type d=p.
Then, for any €>0, there exists a constant C=C(E) usch that

(2.3) R PAE )| |E| <ERPH|P(E, 7)| ||
+C(&)h?(| P(E, )|+ | P*(&, 7)|)

where a=+0, 0<i<1, 1Z5i<n—1.
The proof is easily obtained by a simplification of that in [2].
Lemma 2.2 Let P(D) be that in Theorem 1.1 and let d=p. Then
(2.4)  m7'"*9||P*Dy, E%||<eh*(||P(D) Dy, E%||+||D;v, ELl|)
+C(&)h*(||P(D)v, E%||+||v, E%|]) a0, 1=i=n—1
for any v=Cy(E") satisfying the Dirichlet condition (1.12) and 0<h=<1.

Proof. Using the Parseval’s formula and the inequalities (2. 1), (2. 2) with
R=P or P* we have

oo P, Bl = oo | (TP D,) el )1t dylde

1€1<e

i |7 | PE Dy)Ew e )yl =

1£1<e0

oo | | PoE, m)Ew g, o) |*dndgser e | P mEwE, )| dndg
+C@r | IPE n)oE ) dnde+
+C@ | IPE n)o &, 7| dndg
(" 1P D,)EwiE ) dylae+

(" 1P D)ot y)*dy)de+

— 8h2(0+d)SIEl<w
+C(8)h2?§l§l<w
+ 17 1P Dyoe )P arlagy
1€1<e0 " J -0
ss-crrof| [ TIPE D)ot )1 dy)de+
+ 1 e 2) 17y dg+
+e-c@mr( 1 IPE D)ol 31 e+

{10 ) Fana,



SorutioNs oF Hypo-gLLiPTIC EQUATIONS 321

which proves Lemma 2. 2.

Lemma 2.3 (c.f. Friberg [2]). For every compact set K CE" and for
every h>0, there are a function \r=nrx , and constants C, independent of h such
that = C5(K,), =1 on K and

(2.5)  [ID"Yll.=Cxh™'"! for every a,
where K,={x&E" |dis. (x, K)<h}.

This can be shown by Friberg’s argument and the proof is omitted here.

From now on, we employ the method developed by Friberg [2] to estimate
tangential derivatives. So we introduce some notations used by Friberg in a
slightly different way: V will represent the hemisphere {(x, y)|xf-+---+axn_1+
y*< R, y>0} containedin Q, and V_,={(x, )| ¥+ -2} 1 +y*<(R—7)’, y>0},
0<r<<R. Let ¢ be a given positive number, and let

(2. 6) (D7P%u), = 17127121 DI PPy, us C=(V) .
We set for arbitrary /=0,

2.7)  (DePu)e; I4-d|o|+p—lal, V|

= sup r "L (DI P, V||
0<r<R

2. 3. 'The following lemma is essential in our proof of Theorem 1. 1.
Lemma 2.4 There exists a constant C such that
@.8)  SDPu; Hdtp—|al, VIISCLIDPL),;

IH-d+p, VII+I(Pu)s Ip, Vi
+ 2P0y Hp—lal, VI, 1sisa—1,

for all ueC~(QUw) satisfying the Dirichlet condition (1.12), provided that
t
o<ts—..
< T l4d
Proof. Let K be a hemisphere {(x, y)|xi+--+aZ_,+1y*<r’<R? y=0},

contained in V* (V*=V U(V Nw™")), and let & be so small that K,cC V*.
Then we see by Lemma 2. 3 that there is a function y»=n}r, ,& C7(K,) such that
¥=1 on K and [|[D*|.=<C,h™"*' for any a. Thus for every ucsC=(V*)
satisfying the Dirichlet condition (1. 12) the product v=n)r-u belongs to C5(K,)
and v also satisfies (1. 12). So we can apply Lemma 2. 2 to v. Since #=v on
K, it follows that for 7, 1<i<n—1,
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(2.9)  R?7*9|P*D, K||<h?*~'*1*¢||PDy(yru), K,||<
<& (||PDy(yru), Kyll+1Dsw, K, l1)+
+C(E) h¥([|P(yru), K,l|+1ru, Kyll), a0, 0<h=1.

By using the Leibniz’ formula, we investigate the terms on the right hand side
of (2.9).
On the first term we have

PD, (o)) = P(D)(yr- Dju+D 1) = (P(D) D)+ E) PYD)D;u- % +

+P(Dyu- Dort- 3 PP 22D
B+0 B!

Hence it follows that
[|PD(yru), K,||=C(||PD;u, K,||+ gloh"ﬂ‘llP"D;u, K|+
+h7|Pu, K|+ Eh"”'s”llpﬂu, K,ll) -
+

Since 0<A=<1, we have
h?+4||PD;(yru), K,||<C(h?**?||PDsu, K,||+ X3 h?~1#14¢||PPDu, K, ||+
o
+h?||Pu, K,||4 23 h?~'!||PPu, K,||) .
BFo

Similarly for the second term, we get
k22| D), K[| Sh?™ 7 u, K|l +h**7||Dau, K| .
On the third term it holds that
h?||P(yru), Kyll=C(A*|| Py, K;.II-I—gh”""'IIP”u, Kyll) -
Finally on the fourth term, we obtain
P2\, Kyl|<h?|lu, Kl .
These four estimates imply that
(2.10)  A*7'*1*9||P*Dsu, K||<&(h***||PDu, K,||+ th?"5'+"llP5D;u, K.+
+C(&)(h?||Pu, K,||+ pz*oh""ﬂ'llPﬂu, K,ll), a=+0.
Now the summation of (2. 10) for all a0 yields
(2.11) E]h"—[“Hd”P”Diu’ Kllgegh‘”"“'+dl|P“D;u, K, ll+
+CE)R**||PDyu, K| +h?||Pu, K+ 2 P, Kll) -
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Suppose that #, is so small that - R<d. Let h=tr, where 0<r<R and

=Htfd' If I>0 and if 7<R, then h<§+};<1. If, in addition, #,<1,

then 0<r(1—#)<R. Let K=V_,. Then K,=V_,,_,,. We rewrite (2. 11)
in these notations and get

(2.12) 3 () P, V|| S Z (1) IP*Ds, V_yey_pll+
@30 (2™
+CE){(r) “IPDit, Vel I+, Vsl 1+
+ 0 NP, Vol

Multiply the above inequality by #/r/ (/=0). We have

SIP*Da, V_lirt)#" 1+ < 33 ||P*Da, V_,cl_,,||(,(1_,)):+p-.w.+d( ﬁ >l+t-w+d
+CE{IPDa, V- aollr1—2)#4( Yoo
+11Pu, V_,cl_t)n(ra_z))w(l_i_t)”"
£ 3P Vol ) )
<& 3 (P"Diw)y; Hp— |l +4, V||(1 ),1+,, -
COIPD -+, VIl P o Vil
B p— 1, Vil pirm)
Hence
SP*Da),, Hp—lal+d, VIS SIPDa)s Hp—|al +d, Vn(l“t)%m
HCO{IPDANS L, Ve 1P e, VI -

@) - 1
+ 2 (P Lrp— e, V”(——”l_tw—m} .

On the other hand there is a constant ¢>>0 such that

—1—<e“ for any positive t<¢, (£,<1),

1—12

from which
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1 I+ p-|®|+d
< > Sect(l+ﬁ—|w|+d)<ecto

1—1¢

(+D—lal+d)
Trd et

and

()
1—12 o

Hence it follows that
(1—58”“)%“(1’“@#)“ Hp—lal+d, V| =CE) e {|[(PDu);; I+p+4d, V-
+(Pu)e; I+p, VII+ Z (P*0); Ip—lal, VII} .
By taking & small enough here, we get (2. 8).

2.4. Now we need the following notation similar to Friberg [2]:

(2.13)  A(P*D) = |[(P*D%u),; I+d| o | +p—lal, VI, o] <1, 5,=0,
A;.(P*) = max A(P*D),  i=0,

lol <1
an=0

(2.14)  B,(u) = max A(Pf4), i=0,
B0

and

n—1 doj
(2.15)  |lu;d, ;1 V|| sup II ( A ) ||Dyu; I+d| o), V|, usC=(V),
>0 =1 O-g+1

op=

A>0.
We can prove the following

Theorem 2.1 Let P(D) and d(= p) be those in Theorem 1.1. Let V be
the same as above and =0 a given number. Then there are positive constants c
and C such that

(2.16) EHP“’u; d, on; lp—|al, VIISC{l|Pu; d, N\, I4+p, VI|+
+ S IPeus Lp—al, VI
for all ue C=(V*) satisfying the Dirichlet condition (1. 12).

To prove the theorem we need several lemmas as in Friberg [2].

Lemma 2.5 Let P(D) and d be those in Theorem 1.1. Then there is a
constant C>1 such that

2.17) B ,(4)< max { max C**'A,(Pu), C'B,(u)} ,
7 S+k=j
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for j=1,2 - and for all uc C=(V*) satisfying (1. 12), provided that 0<tgl+’:i_j.
Proof. We note that (2. 8) is eqiuvalent to

(2.18)  B,(u)< max {CA,(Pu), CB,(u)}

for some positive constant C. The inequality (2. 18) shows that (2. 17) is true

Since we can replace # and the parameter / in

(2.17) by t*'"'Dju and by I+d|a| respectively (|o| <1, o,=0), we get

(2.19) B,(u)< max {CA,(Pu), CB(u)} .

Again by (2. 18) we obtain

(2.20) CB,(u)< max {C*A4,(Pu*), C*By(u)} .

The inequalities (2. 19) and (2. 20) prove that (2. 17) is valid for j=2, provided
that 0<t§l+—t271. Proceeding in this way, we can prove (2. 17) for all 5.

Lemma 2.6 Let A, be defined by (2.13) with t:l_le@, for 1 fixed, and

t;<t,. Then there are constants c<<1 and C, such that

(2.21)  C7Y|P%u;d, con;l4plel, V||< sup CI4(P*u)<
<C||P?u;d, \; I4+-p—|a], V||

for any a, if C>1 and if

4

2.2 r=—t.

Proof. Put N=|P%;d, \;Il4+p—|al, V||, where x:ﬁ, and suppose

that t= 4 .. Then
I+d

J
t d|o|+p-a] -
max C~iA (P*4)< max C- lf’l( ) |P*Deu;
(on=0) l+d
lo1=7
- t d|C|+Dp-|®|n-1 0_+1 do;
_ < 171 - NS
H-d|o|+p—|al, V]S max C- (M]) (7)™ N

£, \é°l ( t )dl”|+ﬁ |®| 5~ 1<o. _}_x) o4
= 1 . 1 i .
= <CW) I+j-d ,E, Y o

< max {‘iw}dai-N

wisi U I4-d
<AL 2 D)y (1) v,
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This proves the one half of Lemma 2. 6.
Next, by the definition of 4,(P*x) in (2. 13), it holds

(2.23)  ||(P*D,),; I+d-j—|a|, V||<A,P*) |o| =j, o,=0

for any j=0. Let us put t= H_;:ll o1 =l—|—toli-1" Then (2. 23) yields

() " iPDu; bed-jtp—lal, VIS AP o] =
@ ; ¢ - ’ = j ; gl —]-.
Z+d'j J p J ]

Hence, for ¢(>0) determined later;
. dej+p—|8|n-1 1 1\doir=1/ o\ .
C"f( b ) H(i’—i) m ) PoDIu; I+-d-j+p— ||, V|I<
l+d-] i=1\ Cco\ i=1 <°'|‘+1 ” u; I+ ]+P l I ”
<C 74 (P).

, we have

e __t : -i— 1
Substituting A= 7 L~ and noting C™/= Cdld1o|

Clld

i=1

P e T d(oi+1)\*\ Dane. i <14 (P
<l+d-]> H( Ctl ) HP D”l+d ]+P |a|’ V”=C AI(P u).

Pat K= (B ) (He D) pen

l+—¢1.j i=1 ct,
o (l_—l_t_:i'j)d.jwﬂm‘:l:l: <d(o-it—1}_1)>dai _ (l—l—;f-j)l’-mjg {cééj.:i.g}m

is finite if ¢ is sufficiently small. This completes the proof of the lemma.

2.4. Proof of Theorem 2.1. We can now complete the proof of Theorem

2.1. Take the inequality (2.21), devide both side by C7 and put tzl—}—t:i s
*J

t,=<t,. Then we have
C~IB (u)< max gg;g C~*4,(Pu), B(u)} .
Therefore, it follows from Lemma 2.6 that
(2.24)  max {[[P*u; d, ox; 14p—|al, Vi =
=Cmax {||Pu; d, \; I4p, V], max [|P?u; I4+-p— ||, VII}

for all usC=(V*) satisfying (1.12). The inequality (2. 24) is equivalent to
(2.16). Thus we have Theorem 2. 1.

2.5. Now we can prove Theorem 1.1. Letf(x, y)bein G(d, (p—m-+1)
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d; V*¥) (d=p). Then for any hemisphere K= {(x, y)||x|*+y*'<r, y=0} C V¥,
there are constants C,, C, such that ||D;f, K||<C,Ci""|o|?°! for any o(c,=0).
If the inequality (2. 16) is established once, then it turns out by (2. 15) that for
the above K and for a solution ue C=(V*) of the problem (1. 11), (1. 12), there
are new constants C,, C, such that

(2.25)  [IDSPPu, K||<C,CL" | |41
for any B0, and for any o(c,=0).
We note —8%7}—) = m!. Therefore, (2. 25) implies
n

(2.26) ||Dgu, K||<C,C{"|a |91 for any =0 (0,=0),

for new constants C, and C,.

8"‘"P(E, 77):
anm-—l

Next we note m!n+P,(£), where P,(§) is a polynomial in

£ only. From (2.25) it follows
(2.27)  ||IDzDu+DgP(D,)u, K||<C,CY"|o |,

On the other hand, again by the inequality (2. 16) and Fribreg’s results (Ch. 2
in [2]) for new constants C;, C,, we obtain

1DzP(D,)u, K||<C,Cy" o |11
Hence we have for new constants C,, C,,
(2.28) |IDzDu, K||<C,CY"|o | for any o(o,=0).
Repeating the process m times we can obtain for new constants C,, C,
(2.29) ||DDju, K||<C,CY" |47, 0< j<m—1, for any o(c,=0).
Thus we may assume that for some constants C,, C, (=1)
(2.30) |ID7DEDJu, K||=C,CY o |4, 0<j<m—1, for any o(s,=0) and
for any B, |B|=p.
[|DzDif, K||<C,CY'H k| g |dIoik2=m+D4  for any o(o,=0) and for any k.

Now the equation P(D)u=f can be written in the form

(2.31) Dpu=— > ag ,DDjutf.
0<i<m—1
1Bl+i<p

Put 14-33|ag ;|=B (>1). Differentiating (2. 30) with respect to x-variables
and applying (2. 30), we have
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(2.32) ||ID7Dru, K||< 0<§m las;l |IDZDEDu, K ||+C,C || 4!
1Bl4iss

=B-CCY o [P+ C,CY o |17
Again differentiating (2. 31) we have
DDy 'u = — 3% ap;D;DEDYu+ 3 ap. DDED} 'u
7

Jj=m—1 <m-2

m
18lsp—m+1 |Bl=p—m+2

+D:Djf’
where we consider ag ;=0 when j<<0. Applying (2. 32) we have
(2.33)  ||DDp*'u, K||<BC,C\"V 2| g | 4+ p—m-1)Fcloit2-m+n
+BCOC|1::-I | o |d|o'|+cocllzr|+1 | o I dio|

Repeating the procedure we can obtain by a simple induction argument on &

(2.34)  |ID;Dy ', K||<(B+1)F C,ClrHko=m et | o | 4 k(p—m--1)
_I_m)d(ltrl+k([z—m+1)+m)(B+ 1)k+1 Coclla-|+k| o | d|o| -ku’_mH)k

for all k, 0=k=<m.

Suppose now that (2. 34) holds for any k<k,<m. Since

(2. 35) DZD;,"'”’O'H'M = — Z aﬂ,jD;DgD;"+kou+..._{_
Jlaﬁ;1M+l
—j§ aﬂ_]-D;DgDzo'”u%—D;D;o“f ,
1Bl= 2

we have by (2. 34)

(2. 36) ||DZD;"’+”0+ u, K|| éB(B—I—1)kO"'ICOCLG'+<k0"'1)(1""‘" Dim
(1614 (ot D)(p—m 1) 4 s smmeim
+B(B4- 1)k C Ci¥1 ko | g | 417 1R (o~ 7Dk |

+B(B+ 1)”0‘ ”’“COC‘IO'I +Cky H1X(p—mA1)+m

( |0" | +(ko+ 1)(P—m+ 1)+m)d(|°'I+(k0+1)(p—m+)+m)
_{_COC|I01+I¢0+1|0_,]d|o’|(k0+1)(p—m+1)(ko+1)

I;0+1

éB. Z (B+1)i. COC10'|+(kO+1)(P—m+1)+m
i=1
(10 |+ (ko 1)(p—m—+ 1) 4 m)2171+ eyt D= 14>

ko+l

+Be 3 (B1) CCIT R0t | 4190y 1ok
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=< (B+ 1)"0+2COC§""+("0+1)(1’“"‘+1)+’"
(1o | 4 (kg 1)(p—m—4-1)4-m) o1+ Chyrxp-miirm)
_J’_(B+ 1)k0+2coclla'[+k0+1 Ia_ | d|cr|(k°+ 1)(p-m+1)(1,0+1)
Hence we arrive at the conclusion that there are two constants C,, C, such that

(2.37)  IDIDp*tu, K|S CCIom | o | (mop-Ry1oico-mendcmss

for any o(0,=0) and for any k.
We apply the Sobolev’s Lemma to the inequality (2. 37) and obtain Theorem
1.1. We omit the details here. (c.f. Friberg [2], Lemma 2. 2. 2.)

3. Proof of Theorem 1.2

3.1 The proof can be obtained in a quite similar manner to the proof of
Theorem 1.1 by applying the method devoloped by Friberg for the formally
partially hypo-elliptic equations (Ch. 4 in [2]).

Lemma 3.1 Let Q(D) be a linear differential operator with constant coeffi-
cients weaker than P(D)=P(0, 0, D,, D,). Let p be the order of Py(D). Then
it holds

@.1) D05l +d|o|+p, VI
SC X #1212 DoPu; I+-d+-p— ||, V]|

for all ue C=(V*) satisfying (1. 12), all d=1, all ¢ 20 (5,=0), all I>>0, and for

all t with 0<t<— b
I+d|o|+p

The proof is omitted as it is simpler than that of Lemma 2. 4.

Now by the assumption on P(x, y, D, D,)in Theorem 1. 2, P(x, y, D,., D,)
can be written as

(3.2) P(x,y, D,, D,) = P(D,, D,)+ 21: Cyx, y)P(D,, D,),

where Py(D) is of type d(= p=order of P,) of the form (1. 1) and satisfies assump-
tions of Theorem 1. 1 and further all the P,, are weaker than P,. The coeffi-
cients C, belong to G(d, (p—m—+1)d; QU w), and A

(3.3)  |Cx )| =0(lx|+y),  when |x[+y—0 .

Lemma 3.2 (c.f. Lemma 2. 4) Let P(x,y, D, D,) be that given in Theorem
1. 2, and £>0 a given number. Set p=order of P,. Then there exist a hemisphere
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Vo= {(x, ¥)| |%|*+y*<r,, y>0} CV and constants t,, C such that
B4 max £ DoPu; I4-d| o | +p, Vi<

lol<1
ag=0
< C max #41°142||D3Py; I+-d| o | +p, Vil|+
ol
ap=0
+& max 3 #4172 P| DI PRu; I+-d| o | +p—| B8], VIl ,

lel<1 B+0

On=

for all usC=(V*) satisfying the Dirichlet condition (1.12) and for all 120 and

Z
<t=—2—.
I+d+p
Proof. Set

A(DZPyu) = oo\ DoPu; I+-d|o| +plal, Vil .
Then it follows from (3. 2) that
(3.5)  ADiPw)sADPuy+ 3 ADYC,Pu)) .
For o, |0l =1 (0,=0)
A(DIC,Pu)<t||DIC,; d| |, Vill+ A(Pg)
+IICy; 0, Villws A(DZPyu) .

Now let t=l+2’+P, with 0<#,<t,, and take y so small that C,& C(d, x; 0, V,)

(For notation G.(d, p; 0, V'), see Ch. 2, in [2]). Then

do;
A DEC,; d|o|, Villox 1 {-H@ED Y0 g0, 7L
D55 dlo s Vills 1 { S I, 4 s 0, W
so that

#|D5C,; o, Vill.<CI {E(Ldﬂ)}d

if ,<€u. Since d is always =1, this shows that

5 #IDIC,; dlol, Vil = 0@),
i

as € tends to zero. But ||C,; 0, V||, can be made as small as we want by taking
V, sufficiently small. (See (3. 2)). We have

(3.6)  A(DC,Pu)<C,s max A(DIPu),
lels1

on=0
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(t,<€&p) and V, is sufficiently

rovided that C,eG.(d, p;0, V), t<— o
P ( i

small. Now let us use Lemma 3.1, with Q=P, and with V, instead of V.
Then we get

(3.7)  ADIPu)<CS ADIP%), for any o(c,=0).

Thus, in view of (3. 5), (3. 6) and (3. 7),
A(DZPu)< A(D:Pu)+Cye max 31 A(DIP3)

("n-o)

4 t,<t,, and if ¢, and V, are sufficiently

for any o(|o| <1, 0,=0), if t= y b
7ol =

small. This means also that

max A(DyPu)< max A(DgPu)+C, max E A(DgPou) .
lo] <1
(on=0) (0n=0) (Un-o)

Cée

<1 and we get

Suppose now that Cz-(:‘g—;—. Then 0<&,= 1

2

3.8) max A(DyPu)<2 max A(DzPu)+E& max Z A(DgPhu) .
ol 1 lol< lo| <1 %
(on=0) (Un'=0) (on=0)

Obivously, (3. 8) and (3. 4) are equivalent.

Let us define A4,(Pu) in terms of Ay(D;Pgu) as in (2. 13). Then it follows
from (3. 8) (or (3. 3)) that for an arbitrary £>0

(3.9)  A(Pw)<C,A(Pu)+&3) A(P%), foranyi=0,
@0

under the usual conditions on %, /, ¢t and ;. We can also apply Lemma 2.5 to
P, and obtain the estimate

(3.10)  max 4,(Pju)< max {max C Ay (Pa), C7'S) AO(Pu)}
@4 S+h=j @0

for j=1, 2 ,---, and for all # with 0<t§l+’2 . From (3. 9), we see that (3. 10)
¥

can be replaced by

(3.11)  max A (Pou)=C, max {max C* A, (Pu)Ci > AO(P;’,‘u)}
@40 S+ = @30

for j=1, 2.+, and for 0<t=< l—|—t:1 ., if ¢, and V, are sufficiently small.
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3.2. As a simple application of Lemma 2. 6, we can prove the following.

Theorem 3.1 Let P(x,y, D,, D,) be given as in Theorem 1. 2 which satisfies
the prescribed condition. Then there are positive constants c<<1 and C such that

(.12 3 IPu;d, cu; Hp—|al, VISC{IPus d, x; Hp, Vill+
+ 33 11P3u; L+p—lal, Vill}

Sor all us C=(V*) satisfying the Dirichlet condition (1. 12) and for all x>0, pro-
vided that V= {(x, y)| |x|*+)*<r,, y>0} is a sufficiently small hemisphere.

Similarly to the proof of Theorem 1. 1, if the inequality (3. 12) is obtained,
then from the assumption f € G(d, (p—m-+1)d, V*) and by (2. 15) we may as-
sume that for any solution u of (1.14), (1.15), there are positive constants
C,, C(=1) such that

(3.13)  |ID;DEDu, V|| SC,CY o |9, |BI<p, o(c.=0),
DDy f, V| C,C (| o | +-R) 720 o(a, = 0),
and

ID;D3ag ;, Vil|<C,CY" 1 o ([o | +-R)* 1722, o(ay = 0),

where we put py=p—m-+1 (=1).
Now we can assume d>1. Rewrite the equation P(x,y, D,, D, )u=f
in the form

(3.14) Dpu=— 31 a5 (x, ) DDiu+f.
0sj<m-1
1Bl+i<p

We differentiate (3. 14) with respect to x-variables and get

(3.15) DiDju=— % Dia D.Djuy+Dif.
VTS

Consider each term

Di(ap ,DED) = 3 ( )D:“’as,]--Df,D:D,’,u

ag
65\ p
in the summation. By (3. 13) we see

1D2(ap, DEDY, Vi1 33 (% )CClrlr—p| 7RG, o101

Now we use the following simple inequalities

4) We note that all the hypo-elliptic operators of first order and of type 1 are not of
determined type.
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3. 16) (’?)(k_j)k-fjigkh for integers j, k, 0= j<Fk,
J

(3.17) (g#(:g:) for B<a.

For any 5>0, there is a constant C'=C'(b, n) independent of « such that

(3.18) 3 (g)_"gc'

=
Thus we have
(3.19)  |ID3(as ,DED), VIS C CICI |4, 0<j<m—1
with b=d—1 and
(3.20)  [IDzDYu, V[|SNC'C3C," o |*+C,Cy7 o |17,

where N is the number of terms of P(x, y, D,, D,)u.
Again differentiating (3. 14) we have

DiDyu=— 31 D.Djas,DiDy7u)— 33 D.D(ap ;DEDju)+
- DEER
+DD,f,

where we put ag ;=0 for j<<0. Consider again each term of the first summation

D:Dy(aﬂ,m—ngDzv—lu) = Z

psw

(‘;‘ )D““’aﬂ,,,,_lD"DﬁD;,'"lu, a=a+(0, 1).

By (3. 13) and (3. 20) we have

DD (g - DEDR0), V,|| <BC'CECL1*2o( | o | 4 po)icIoI+ 20
+BC,Cy" o |17,
Hence we obtain
(3.21)  IDID"u, VIS (B+B) CLCI (|| 4p 71740
L(BH1)C,CL1¥([ o |+ 1)1 i+20
S (BHIP I 20(| 0| 4o} 1720 (BH1) CCL40( | o | +
N A

Thus, using the inequalities (3. 16), (3.17), (3.18) and the estimates
(3.20) (3.21), we can repeat the procedure similar to that in the proof of
Theorem 1. 1. So, the proof of Theorem 1. 2 is obtained.

We omit the proof of Theorem 1. 3.
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4. Remark. In the case when m=1, we can improve Theorem 1.1 in
the following form.
Let P(D) be a hypo-elliptic operator of the form

P(D) = D,+ X agD¥ .
181<s

satisfying Assumptions 1 and 2. Furthermore let P(D) be a hypo-elliptic
operator of type d(=1) in «, that is, there exists a constant C independent of
real £ and 7 such that

S PE m) |1+ [E])<C(IPE 7) | +1) .

Then any function ¥€C?(QUw) satisfying (1. 11), (1.12) with feG(d, pd;
Q Uw) is also a function in G(d, pd; Q Uw).

In Theorem 1. 2, the similar to the above is true.
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