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ABSTRACT

Diamond materials possess unique properties and are well-suited for cutting-edge
technologies. Oxidation and thermal degradation are two fundamental reactions that occur on
diamond surfaces. These properties exhibit surface facet dependence, and the atomistic
mechanism remains unclear. Understanding surface facet-dependent properties of diamonds
will pave the way for improving etching, polishing, and device fabrication techniques.
Graphitization is one of the primary wear mechanisms of diamond tools. One potential
approach to mitigate graphitization involves saturating the surface dangling bonds. I
investigated these subjects by performing density functional theory (DFT) and machine

learning molecular dynamics (MLMD) simulations.

First, I simulated the oxidation process of the C(100) surface, starting from the
adsorption of O to the etching of the first layer atoms and subsequent surface stabilization
using DFT calculations. The bridge site is the most energetically stable adsorption
configuration on an ideal surface, forming ether. However, the top site is the most stable
adsorption site on surfaces with vacancies, forming carbonyl. Carbonyl groups are detrimental
for electronic and quantum devices as they lead to Fermi pinning and magnetic noise. [ propose
that atomically flat polishing of the C(100) surface before oxygen exposure can reduce

carbonyl groups and increase ether groups, enhancing the performance of diamond devices.

Second, I extended my study of the oxidative etching mechanism to include the C(111)
surface. The C(111) surface exhibits lower O, molecular and dissociative adsorption energies
than the C(100) surface. As the C(111) surface is oxidized, carbonyl groups are formed with
the C=0 bonding with atoms on different layers, causing inclined carbonyl orientation and high
steric repulsion. When a neighboring atom is removed through CO desorption, the remaining

atoms in the vicinity stabilize. This leads to the surface being etched in a staggered order. In



contrast, the C=0 of the carbonyl on the C(100) surface remains upright, causing less steric
repulsion. The CO desorption activation energy is lower near an existing vacancy, leading to
row-wise etching order. These observations will directly impact the CVD growth and diamond

device fabrication methods.

Third, T investigated the thermal degradation mechanism of the C(111) and C(100)
surfaces by performing MLMD simulations using graph neural network interatomic potential
constructed from DFT calculation data. The C(111) surface is more susceptible to thermal
degradation than the C(100) surface, which is caused by the difference in the number of
interlayer bonds. Moreover, the stepped surfaces are more susceptible to thermal degradation
than the flat surfaces because of the dangling bonds at the step edges, facilitating sp>-sp®
rehybridization. The results highlight the possible role of dangling bonds in suppressing

graphitization.

Finally, in the last section of this study, I tested this possibility by simulating the C(111)
surface with and without surface terminations. Saturating the dangling bond of the C(111)
surface by terminating H, O, and OH is an effective strategy for suppressing graphitization.
Furthermore, saturating the dangling bonds at the C(111)-Ni(111) interface reduces the
interlayer interaction energy and smooths the potential energy surface, thus lubricating the
interface. I propose a novel technique for self-assembling epitaxial graphene on C(111)
surfaces through graphitization control, which could offer higher precision, increased
robustness, and simpler production over conventional graphene-on-diamond device

fabrication.
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CHAPTER 1

INTRODUCTION

1.1. Background of the Study

Diamond is an ideal material for cutting-edge applications because it possesses a unique
combination of exceptional properties. It has the highest dielectric breakdown field, saturated
electron drift velocity, and thermal conductivity of all semiconductors. This makes diamond
materials suitable for next-generation electronics expected to outperform current systems in
operating frequency and power handling capacity (Wort and Balmer 2008). Beyond electronics,
diamonds also possess color centers that serve as bright single-photon sources (SPS) at room
temperatures, offering exciting prospects for quantum metrology and quantum information
science (Prawer and Greentree, 2008). In recent years, diamonds have found increasing use in
biotechnology, playing a role in drug delivery, gene transfection, fluorescence imaging, and
magnetic resonance imaging (Chen and Zhang, 2017; Hébert et al., 2014). Moreover, diamond
materials are utilized in precision cutting (Bryan, 1979; Brinksmeier and Preuss, 2012; Lucca
et al., 2020), photonics (Greentree et al., 2008; Aharonovich et al., 2011; Bradac et al., 2019),
microelectromechanical systems (Bjorkman et al., 1999; Toros et al., 2018; Z. Zhang et al.,
2019), and coating and lubrication (Bobzin, 2017; Zhai et al., 2017; Erdemir and Martin, 2018;
Chen and Li, 2020) . The most technologically important diamond facets are the (111) and

(100) surfaces (Koizumi et al., 2018).



Oxidation and graphitization are the two primary chemical processes on diamond
surfaces. Oxidation involves the chemical reaction of diamonds with oxygen or oxygen-
containing molecules. Currently, oxidation-based methods such as plasma and thermochemical
etching are the primary techniques used for fabricating diamond devices (Toros et al., 2020;
Hicks et al., 2019; Nagai et al., 2018, 2020). On the other hand, graphitization, or more
generally thermal degradation, occurs as diamond transforms to graphite or amorphous carbon
when heated to sufficiently high temperatures. This transformation occurs in several industrial
and device fabrication processes such as diamond tool wear, catalytic etching, polishing, laser
ablation, and plasma treatment (Thornton and Wilks, 1980; J. Wang et al., 2015; Liu et al.,

2022; Mildren et al., 2011; Yan et al., 2021).

Among the various technological uses of diamonds, the cutting tool industry represents
the largest market, with an annual value amounting to billions of dollars (“Market Study on
Diamond Tools,” n.d.). This illustrates the effectiveness and demand of diamond as a cutting
material. However, premature wear makes diamond tools unsuitable for cutting steel and other
ferrous metals. Various mechanisms have been proposed, such as graphitization and the
dissolution of carbon atoms into the metal. A surface modification that prevents graphitization
and promotes chemical passivation of the diamond surface at the diamond-metal interface
could potentially improve diamond wear resistance. One potential approach is saturating the
dangling bonds through H-termination, which has shown promise in materials similar to
diamonds. For example, simulations of nanodiamonds have demonstrated that the C(111) facets
transform to graphite after geometry relaxations, but this transformation can be prevented by
saturating the dangling bonds on the surface (Li and Zhao, 2011). Additionally, friction
experiments on diamond-like-carbon (DLC) films have indicated that friction wear is reduced
when sliding occurs in hydrogen-rich environments (Fontaine et al., 2004; Okubo et al., 2015).
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1.2. Problem Statement

There are still many aspects of diamond surface oxidation that need to be clarified. For
instance, experiments have shown that while the C(100) surface can be oxygenated at
monolayer coverage at room temperature, the C(111) surface requires high temperature to
achieve the same coverage (Loh et al., 2002; Thomas et al., 1992; Hossain et al., 1999). In
addition, the oxidized diamond surface facets have different morphologies. When etched with
pure oxygen, the C(111) surface has a rough morphology without a well-defined
crystallographic orientation while the C(100) surface has a flat morphology characterized by

small steps (de Theije et al., 2000).

The process of diamond graphitization remains inadequately understood. Although the
formation of graphitic structures from diamond has been well studied, the formation of
amorphous carbon and sp'-bonded carbon chains reported in experiments has yet to be
elucidated on the atomic level. Notably, graphitization also shows surface facet dependence,
with the C(111) surface being more vulnerable to graphitization compared to the C(100) surface

(Bokhonov et al., 2021).

While the surface termination with hydrogen shows some promise in graphitization
suppression and lubrication of nanodiamonds and DLC, respectively, its effectiveness on
diamond surfaces is uncertain Despite some similarities between nanodiamonds and the C(111)
surface, the latter is considerably more stable, particularly after reconstruction. Therefore,
whether hydrogen termination will work or not in suppressing the graphitization of the C(111)

surface at high temperatures has yet to be demonstrated. Furthermore, the reduction of friction
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by hydrogen is not universally applicable. Specifically, when diamond slides with graphene,

the addition of hydrogen increases the frictional forces (Dong et al., 2013).

In this context, it is imperative to address the following questions:

1. What are the reasons behind the differences in the oxygen adsorption behavior and

oxidized surface morphology of the (111) and (100) surfaces?

2. What factors contribute to the differences in thermal degradation susceptibility between

the (111) and (100) surfaces?

3. How does the saturation of dangling bonds impact the suppression of graphitization and

the improvement of lubrication at the diamond-metal interface?

4. In what ways can the understanding of diamond oxidation, graphitization, and the

effects of dangling bond saturation be applied in diamond device technologies?



1.3. Objectives of the Study

The study aims to address the aforementioned issues by performing electronic and
atomic-level quantum simulations. Spin-polarized density functional theory will be utilized for
electronic property calculations and reaction path simulations, while molecular dynamics with
interatomic potentials trained from quantum simulation data will be used for finite-temperature

dynamical simulations.

The specific objectives of the study are as follows:

1. To investigate the origins of surface facet dependence in the oxidative etching of

diamond (111) and (100) surfaces.

2. To investigate the origins of surface facet dependence in the thermal degradation of

diamond (111) and (100) surfaces.

3. To evaluate the effectiveness of dangling bond saturation in suppressing graphitization

and enhancing lubrication at the diamond-metal interface

4. To utilize quantum engineering and design in developing strategies and innovative

insights to enhance diamond device technologies.



1.4. Scope and Limitations of the Study

1.

Although synthetic diamond is typically hydrogen-terminated, this research focuses on
the oxidative etching of oxygen-terminated surfaces due to its relevance to diamond
device fabrication. Simulations indicate that during the early exposure to oxygen
plasma, the surface will become predominantly hydrogen-free as most hydrogen atoms

are removed (Paci et al., 2011).

The machine learning interatomic potential is trained using DFT data with electrons
calculated at zero temperature. Earlier studies have shown that this approximation is
valid for the simulation conditions in this study (Correa et al., 2006; Willman et al.,

2022).

The simulations of graphitization suppression by dangling bond termination are only
performed on the stepped C(111) surface. This is because this surface is the most
vulnerable to thermal degradation. Experimental evidence suggests that graphitization
of nanodiamonds initiates on the C(111) surface and spreads to the C(100) surface
(Bokhonov et al., 2021). Therefore, it is reasonable to assume that by suppressing
graphitization on the C(111) surface, thermal degradation on other facets will also be

mitigated.



1.5. Significance of the Study

The use of diamond materials in advanced technologies will have a positive impact
across various sectors of society. By gaining insight into the surface facet dependence in the
oxidation and graphitization of diamonds, we can fine-tune the properties of diamond materials
for applications in electronics, quantum technology, and biotechnology. This understanding
will also contribute to improved precision in the fabrication and polishing of diamond devices.
Additionally, by preventing graphitization and enhancing lubrication, we can develop strategies
to minimize wear on diamond cutting tools, thereby reducing industrial cutting costs and
enhancing cutting precision. Moreover, by employing preferential graphitization through
selective dangling bond saturation, graphene can be formed directly on the diamond surface,
opening up the potential for the microfabrication of all-carbon devices and circuits. This novel
concept will help facilitate the transition from silicon-based to carbon-based electronics,
offering a promising route to achieve carbon neutrality, promote sustainability, and enhance

environmental safety.






CHAPTER 2. REVIEW OF RELATED LITERATURE

2.1. Diamond Overview

Diamond is a mineral of pure carbon known for its hardness and ability to disperse
light. The term "diamond" comes from the Greek word d&odpog (adamas), which means
unbreakable. Its remarkable brilliance has established the diamond as the most desired
gemstone. The ornamental use of diamonds dates back to ancient times when they were
exclusively mined in India until their discovery in Brazil in the 1700s. Large diamond mining
operations are currently active in Russia, Australia, and various parts of Africa. Diamonds are
highly valuable. In a typical mine, one hundred tons of kimberlite, the primary diamond-
bearing ore, yields as little as 32 carats (6.4 g) of diamond. The high cost of diamonds has
driven efforts to produce them synthetically. The first successful synthesis of diamonds using
high-pressure methods was achieved in 1955, nearly simultaneously but independently, in the
United States, Sweden, and the former Soviet Union. Substantial advancements have been
made in synthetic diamond production over the past few decades, resulting in the availability
of highly pure, single-crystal diamonds measuring up to several millimeters. Synthetic
diamonds represent over 99% of the total annual production by weight. Although synthetic
diamonds have not yet replaced natural diamonds in jewelry, they are used in various industrial
applications such as grinding, polishing, and cutting. More recently, significant progress has
been made in synthesizing diamonds using chemical vapor deposition (CVD) in low-pressure
environments. This method has shown the potential to grow diamond wafers measuring up to
10 centimeters, opening up numerous applications in electronics, optics, and photonics

(Pierson, 1993).



2.1.1 Structure of Diamond

In 1772, the French chemist Antoine Lavoisier conducted an experiment in which he
burned diamonds in a pure oxygen atmosphere and discovered that the only combustion
product was carbon dioxide. This finding indicated that diamonds consist of pure carbon.
Building on Lavoisier's work, the English chemist Smithson Tennant furthered the experiment
and proved that diamond and graphite release the same amount of gas when burned. This
experiment demonstrated that diamond and graphite are chemically equivalent despite their

significant differences in appearance and hardness.

The atomic structure of a diamond is formed by sp* hybridized carbon atoms that form
regular tetrahedrons with equal angles of 109.5 degrees. In contrast, graphite, another carbon
allotrope, is composed of sp? hybridized carbon atoms. Diamond crystallizes with cubic
symmetry, featuring a bond length of 1.54 angstroms and a bond energy of approximately 5
eV. A diamond's unit cell has eight atoms located in the corners (1/8 x 8), faces (1/2 x 6), and
inside the cell (4) (see Figure 2.1). Additionally, a naturally occurring diamond with hexagonal
symmetry, known as lonsdaleite, exists, although it is much less common. While cubic diamond
exhibits a {111} plane stacking sequence of ABCABC, meaning every third layer is identical,

hexagonal diamond has a stacking sequence of ABAB.
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2.1.2 Classification of Diamond

One quantitative means to distinguish diamond from graphite is through the use of
Raman spectroscopy, where diamond has a characteristic peak at 1332 cm™! while graphite
peaks at 1570 cm™!. But even within diamonds, whether it is natural or synthetic, differences
do exist. Diamonds can form with varying amounts of defects, such as elemental impurities
and crystallographic faults. Therefore, no two diamonds have exactly the same composition
and properties. Diamond gems are graded in terms of 4 C’s: cut, color, clarity, and carat weight.
For scientific and industrial applications, diamonds are classified based on the level and type
of impurities. Type 1 diamonds have significant nitrogen atom impurities in small aggregates
(Type 1a) or dispersed within the lattice (Type 1b). Type 2 diamonds have minimal nitrogen
impurities (Type 2a). Type 2b diamonds are extremely rare and are characterized by boron
impurity, giving them a characteristic blue color. The impurities alter several properties of
diamond. For example, Type 2a single-crystal diamonds produced using the HPHT method
have the best optical transparency. Nitrogen-doped Type la and 1b diamonds are n-type
semiconductors, while boron-doped Type 2b diamonds are p-type semiconductors (Pierson,

1993).
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2.1.3. Properties of Diamond

2.1.3.1. Mechanical Property

Diamonds are extremely hard. In the Mohs scale of relative hardness, a diamond has a
maximum hardness of 10, which means that a diamond can only be scratched by another
diamond. There have been several reports on new materials that claim to be harder than
diamonds. However, none of these materials have been used for industrial or scientific
applications. Therefore, for all practical purposes, diamond is still the hardest known material
(Sumiya et al., 2015). The hardness of crystalline materials can be accurately measured using
indentation techniques such as the Knoop hardness test. Figure 2.2 shows the Knoop hardness

of the diamond compared with other hard materials.

2.1.3.2. Thermal Property

Pure, single-crystal diamonds have an extremely high thermal conductivity of at least 2000
W/mK, five times higher than the best metals, such as silver and copper (Table 1). Thermal
conductivity in diamonds occurs through lattice vibrations. In contrast, the thermal
conductivity in metals occurs by electron transport. Diamonds' unusually high thermal
conductivity results from the high bond energy between light carbon atoms. In addition, this

also results in a low linear expansion coefficient of 0.8 x 107 °C! (Pierson, 1993).
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2.1.3.3. Optical Property

Diamond is an ideal optical material as it can transmit radiant energy over a wide range of
optical wavelengths, making it optically transparent from deep ultraviolet (UV) up to far
infrared (IR). Theoretically, pure diamond has only two minor intrinsic adsorption bands at 230
nm (UV) and 650 nm (IR). Impurities such as nitrogen dopants lower the transmittance by
introducing additional adsorption bands. In addition, its high band gap prevents thermal
generation of charge carriers, making it transparent even at high temperatures and radiation

intensities. Moreover, diamond has a moderately high refractive index of 2.4 (Pierson, 1993).

2.1.3.4. Electronic Property

Diamond has an indirect bandgap of 5.47 eV. Among other wide-bandgap semiconductors,
diamond has the highest electron and hole mobility, with respective values of 4500 cm?V-!s!
and 3800 cm?/V-'s"! measured from single-crystal CVD diamond at room temperature. It also
has high electron and hole saturation velocity, which can be reached at a relatively low electric
field of 10 kV/cm. On top of this, diamond has the highest predicted breakdown field of all
semiconductors with values between 5-10 MV/cm. Table 2.1 shows the electronic properties

of diamond in comparison with other wide-bandgap semiconductors (Wort and Balmer, 2008).
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Figure 2.1. Diamond unit cell with dimensions a X a X a showing tetrahedral coordination

and two inequivalent atoms (1 and 2) (Shockley, 1976).
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Figure 2.2. Hardness of diamond and other hard materials (Pierson, 1993).

14



2.2. Production of Synthetic Diamonds

Natural diamond is produced in high-pressure and high-temperature environments. Most
of the natural diamonds in commercial diamond deposits come from the Earth’s mantle, which
is then delivered to the Earth’s surface through kimberlite magma by volcanic eruptions. The
entire process of natural diamond formation takes about 1-3 billion years. Diamond’s extreme
rarity, coupled with its much-desired properties, led to an over century-long sustained effort to
produce diamond synthetically, using much cheaper carbon-containing substances such as
graphite and methane. Today, three methods of synthetic diamond production have been
developed, each of which produces distinct diamond forms. These are (1) the high-pressure
high-temperature (HPHT) method that forms the bulk, gem-like diamond shapes, (2) the
chemical vapor deposition (CVD) method which grows diamond thin films and wafers, and (3)

the detonation method that produces nanodiamonds.

2.2.1. High-Pressure High-Temperature Method

Diamond production by HPHT is an attempt to replicate the conditions of natural diamond
formation. Figure 2.3 shows the pressure-temperature diagram of carbon, showing the extreme
conditions required to achieve graphite-diamond transformation. The first successful attempt
of General Electric USA to synthesize diamond in 1955 implements a solvent-catalyst reaction
where graphite is completely dissolved up to individual atoms in metals such as iron, cobalt,
chromium, nickel, platinum, and palladium to provide a reaction path with lower activation
energy. The required pressure is obtained in a hydraulic press using a tungsten-carbide piston

(Pierson, 1993). The solvent-catalyst reaction has been found to have limited practical

15



applicability because of two factors. First, the growth rate is very slow, thus making the process
very costly. Second, a lot of solvent metals would be included in the crystal's growth, which

leads to decreased crystal quality, known as skeletonization.

Several improvements in the HPHT method have been developed over the succeeding
decades. One of the most notable is the successful synthesis of high-purity Type 2a diamond
crystals at a high growth rate of 3-4 mg/h by Sumitomo Japan in 1990 using the temperature-
gradient method. Two features made this method unique compared to earlier methods. First,
they focus on addressing the problem of nitrogen impurities by adding titanium to the solvent
metal, which leads to the formation of TiC and traps nitrogen metal inclusions. Impurities of
less than 0.1 ppm can be achieved, which improves the diamond's properties, including its
absorbance. The second feature is their discovery that good-quality diamond crystals only form
on a very narrow temperature width of less than 10 °C. This method allows the growth of 8-10

carat diamond crystals with dimensions of 10-12 mm (Sumiya et al., 2015).

Small diamond crystals with dimensions between 5 to 20 micrometers can be bonded
together under high pressure and temperature to form polycrystalline diamond (PCD). Typical
binders are cobalt and nickel. Unlike single-crystal diamonds with direction-dependent
hardness, the grain boundaries of PCD make its hardness orientation-independent and generally
less brittle. However, grain boundaries negatively affect the optical transparency of PCD by
introducing several adsorption bands. In 2003, Sumitomo successfully synthesized binder-less
nanopolycrystalline diamond (NPD) using a Kawai-type multi-anvil apparatus (KMA), which
uses eight tungsten carbide anvils with edges truncated to form a regular triangle shape in the

corner. Recently, the 6000-ton BOTCHAN in Ehime University can produce 1-cm length and
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diameter NPD rods by generating a press load of as much as 4700 tons. NPD is harder than
single crystal diamond and PCD, making it suitable for many industrial applications (Irifune

and Sumiya, 2014).

2.2.2. Chemical Vapor Deposition Method

Diamonds can be grown using the CVD method, a type of low-pressure vapor-phase
synthesis. This method uses hydrocarbon to grow diamonds in various substrates. The main
advantages of CVD over the HPHT method are the simplicity of setup, the ability to grow
diamonds over large areas, and fine control of chemical impurities. Recently, boron and
nitrogen impurities at the parts-per-billion level were reported. At pressures used in the CVD
method, the stable phase of carbon is graphite and not a diamond. Therefore, the growth is
driven by kinetics and not by equilibrium thermodynamics (Aharonovich et al., 2011).
Specifically, this is accomplished through continuous activation of the surface carbon species
to assimilate the carbon atoms from the feed gas. Surface carbon atoms and gas-phase

hydrocarbons are activated by high temperature or plasma.

In addition to hydrocarbons, CVD feed gas always includes hydrogen atoms. According
to Gicquel et al., depositing diamond of very high purity at an ultrahigh growth rate simplifies
to “producing as much as possible hydrogen atoms in a very clean system, and prevent their
loss until they get to the growing surface” (Gicquel et al., 2014). The mechanism of hydrogen’s
role in CVD diamond growth is as follows. First, hydrogen stabilizes the sp* dangling bonds
of surface carbon atoms. Without this stabilization, the (111) surface carbon atoms will tend to

change to sp? bonding and flatten out to a graphitic structure. Second, hydrogen atoms activate
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the diamond surface to capture carbon from gas-phase hydrocarbon. This is illustrated in the
two-step deposition model by Frenklach and Spear. In the first step, atomic hydrogen removes
the adsorbed hydrogen, making the surface reactive. In the second step, the activated surface-
carbon radical reacts with hydrocarbon species, such as C,H», and becomes a site for carbon
addition. Finally, atomic hydrogen selectively etches graphite impurities from the grown

diamond (Frenklach and Spear, 1988).

For many years, CVD diamonds existed only in polycrystalline form. In early 2000, the
availability of larger HPHT diamonds made it possible to use high-quality single-crystal
diamonds as a substrate for CVD diamonds. The fusion of these two diamond synthesis
methods led to the production of single-crystal CVD diamond (Amaratunga, 2002). Since then,

CVD diamonds' quality, growth rate, and size have steadily progressed.

2.2.3. Detonation Method

Detonation nanodiamonds (DND) can be produced from molecules of explosives such as
trinitrotoluene, also known as TNT (CsH2(NO2);CHs3) and hexogen (C3HeNgOs). The
explosives are the source of carbon atoms and energy to heat and compress carbon into
diamonds. A 60/40 ratio of TNT and hexogen can be detonated in a closed metallic chamber in
an atmosphere of nitrogen, carbon dioxide, and water to produce a 4-5 nm diameter diamond
nanoparticles. DNDs are hydrophilic and can be functionalized for various applications

(Shenderova, 2014; Chen and Zhang, 2017).
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Figure 2.3. Pressure-temperature diagram of diamond-graphite (Pierson, 1993)

Table 2.1. Selected electronic and thermal properties of diamond and other
semiconductors (Wort and Balmer, 2008)

. 4H- Natural CVvD
St SiC GaN Diamond Diamond
Bandgap (eV) 1.1 32 344 5.47 5.47
Breakdown field (MVem™) 03 3 5 10 10
Electron saturation velocity (Xx10” cms™!)  0.86 3 2.5 2 2
Hole saturation velocity (X107 cm s7!) na n/a nla 0.8 0.8
200-
Electron mobility (cm? V! s71) 1450 900 440 2280 4500
- o 1800-
Hole mobility (cm? V! s71) 480 120 200 2100 3800
Thermal conductivity (W em™! K1) 1.5 5 1.3 22 24
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2.3. Industrial and Technological Applications of Diamond

2.3.1. Diamond Tools

The industrial applications of diamonds depend on the crystal size. Small crystals (<
Imm) are used as powder and grit for grinding, lapping, and polishing applications. In addition,
they are used in the manufacture of PCD and NPD. On the other hand, larger crystals (> 1mm)
are polished and shaped into drill bits, single-point turning tools, cutting tools, and wire-
drawing dies. There are three requirements for materials used in cutting and grinding. These
are hardness, toughness, and chemical stability. Being the hardest of all materials, diamonds
meet the first requirement excellently. However, single crystal diamond is brittle and has low
toughness. In addition, diamonds react readily with metals such as Fe, Co, Ni, Cr, and V. This
limits the application of diamond tools to certain materials. In particular, diamond tools are
well suited to processing stone, concrete, glass, gemstones, ceramics, carbide alloys, and non-
ferrous metals such as aluminum and copper. However, diamond tools are unsuitable for steel

processing (Pierson, 1993).

Diamond-cutting tools have limited applicability for the machining of ferrous metals.
Diamonds react chemically with ferrous metals, causing premature tool wear and surface
deterioration (Li et al., 2013). Several studies have been performed to understand the
mechanism of diamond tool wear in cutting ferrous metals. These studies are motivated by the
possibility of developing methods to reduce the wear, which could lead to ultra-precision

machining of hardened steel.
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The wear mechanism of diamond tools can be divided into four groups (Evans and

Bryan, 1991):

1. Adhesion and formation of built-up edge
2. Abrasion, microchipping, fracture and fatigue
3. Tribothermal

4. Tribochemical

One notable difference between diamond turnable materials and ferrous metals is the
absence of the accumulated material that adheres to the tooltip, known as a built-up edge
(BUE). The BUE accumulates and eventually becomes part of the tool itself. This changes the
tool geometry and rake stiffness, which causes premature tool wear and poor surface finish. An
experiment on the friction between diamond and steel in vacuum shows that above a critical
sliding speed, the metal is smeared over the surface of the diamond. However, the load and
speeds applied on diamonds and metals in actual turning are lower than those where BUE and
adherent transfer were reported. Therefore, this mechanism should not be dominant (Evans and

Bryan, 1991).

The wear of diamond tools, which appears to be abrasive, has been observed. However,
since diamonds are extremely hard and have negligible plasticity below 1900 K, typical
abrasive wear through plastic deformation and shear should not be the cause. The wear is likely
due to microchipping and cleavage along the stable (111) plane. Diamond tools also show
fatigue behavior, where fracture strength decreases with increasing stress cycles. While this

explains the wear behavior of diamonds when turning diamond-turnable materials, it cannot
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explain the high wear rate of diamond tools when turning pure iron, which occurs even for

relatively low-stress cycles (Evans and Bryan, 1991).

Since diamond is a metastable allotrope of carbon, the increased temperature in the
tool-work interface can lead to tool degradation as diamond reverts into graphite (Komanduri
and Shaw, 1975). This phase transformation occurs above 1800 K in vacuum or inter gas, 1100
K in an oxygen atmosphere, and 1000 K in the presence of iron. However, the temperatures of
both the rake and cutting edge of diamond tools during single-point turning were found to be

well below those for which rapid thermal graphitization could occur.

Tribochemical wear can be divided into graphitization, diffusion of carbon into the
metal, carbide formation, and oxidation. Graphitization is generally considered the primary
chemical wear mechanism. One of the first pieces of evidence of the catalytic role of iron in
diamond tool graphitization is the observed higher wear as the carbon content of ferrous metal
decreases (Shimada et al., 2004). Moreover, since bulk diamond and steel do not react, the wear
must be due to the increased chemical activity of clean metal surfaces generated during

machining.

The diffusion of diamond into the material has also been observed (Komanduri and
Shaw, 1975). Molecular dynamics simulations of the nanometric cutting of iron with a
diamond show that diffusion occurs when there is a graphite interlayer and is accompanied by

the transformation of iron into a hexagonal structure (Narulkar et al., 2009). Correlation studies
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suggest that the d-electrons in metal workpieces break the diamond lattice, promoting
graphitization. In addition, it was suggested that graphitization involves the formation of
transition state carbides (Paul et al., 1996). Direct evidence of dissociation of carbon from the
diamond surface was observed in an erosion test involving diamond and heated steel wire at
temperatures above 1000 K. Interestingly, at temperatures less than 900 K, Erosion is caused
by the deoxidation of iron and the oxidation of diamonds (Shimada et al., 2004). This
experiment shows that the mechanism of diamond wear in ferrous metals is temperature-

dependent.

Ultrasonic vibration cutting in oxygen gas has been shown to suppress the wear of
diamond tools (X. Zhang et al., 2019). The effects of hydrogen-containing gases such as
methane on the wear of diamond tools when cutting metal are unclear. Casstevens reported that
methane gas reduces the wear of diamond tools when cutting steel, while Hitchner and Wilks
reported contradictory results (Casstevens, 1983; Hitchiner and Wilks, 1984). Uemura
attributed the desorption of hydrogen from the diamond surface as the trigger of the

thermochemical graphitization of diamonds when cutting ferrous metals (Uemura, 2004).

2.3.2. Photonics and Biotechnology

In addition to industrial applications, diamond has several niche applications that
employ its unique optical, electrical, and thermal properties. The chemical resistance, low
thermal expansion, and robustness of diamond make it a suitable window material for extreme
environments. For example, diamond windows were used to protect the cameras of some

Russian Venera probes from Venus' corrosive and high-pressure environment. These properties
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make diamonds suitable for a wide range of applications such as high-energy particle detection
(Mainwood, 2000), photodetection (Kleimeier et al., 2010), UV and IF LEDs (Koizumi et al.,
2001; Zaitsev et al., 2006), Raman lasers (Mildren et al., 2008), and miniature photonic optical

elements (Aharonovich et al., 2011).

Diamond nanoparticles and vertically aligned diamond nanostructures have been
applied in chromatography, proteomics, mass spectrometry, catalysis, lubrication, energy
storage, capacitors, and batteries. Moreover, because of the diamond's biocompatibility,
diamond nanoparticles and nanostructures have been used as tissue scaffolds and surgical
implants. Boron-doped diamond micro-electrode arrays have been used to build neural

prostheses such as retinal implants (Hébert et al., 2014).

Diamonds also possess optically active color centers, the most prominent of which are the
nitrogen-vacancy emission centers that are highly photostable and extremely sensitive to
magnetic fields, temperatures, ion concentrations, and spin densities. This has led to several
biotechnological applications. Diamond nanoparticles have been widely employed for
fluorescence imaging to understand transmembrane pathways through diffusion in cells such
as HeLa cells (Fu et al., 2007; Chen and Zhang, 2017). Diamond nanoparticles have been
shown to have high brightness and photostability, which make them trackable over long
durations. In particular, it has been used to track breast cancer cells for over 20 days (Lin et al.,
2015). Diamond nanoparticles have been recently employed for magnetic resonance imaging
(MRI). This made it possible to sense the oscillating magnetic field generated by nuclear spins
in addition to electron spins. As a result, this improves the spatial resolution of conventional

MRI from tens of micrometers to nanometer level. Finally, diamond nanoparticles have been

24



used in drug delivery. Diamond nanoparticles can be functionalized with carboxyl groups to
adsorb various drug molecules and help facilitate the dispersion of these medicines in an
aqueous solution (Chen et al., 2009). In addition, diamond nanoparticles have been shown to
enhance drug efficacy and be used to deliver a combination of several drugs in a single

treatment for a synergistic effect (Chow et al., 2011; H. Wang et al., 2015).

2.3.3. Electronics

Diamond’s excellent electrical properties, such as high band gap, high charge-carrier
mobilities, and high breakdown field strength, coupled with an unusually high thermal
conductivity, make it well-suited as a semiconductor material for high-power and high-

frequency applications (Wort and Balmer, 2008).

Maximizing efficiency in power semiconductors requires a device that minimizes
conduction loss and switching loss. Current silicon unipolar power devices such as Schottky
diodes and metal-oxide-semiconductor field effect transistors (MOSFET) have near-zero
switching losses because of the absence of stored charge. However, because of conduction
losses, these devices are limited to operation to within 250 V and 600 V for Schottky diodes
and MOSFETs, respectively. Bipolar devices such as isolated gate bipolar transistors (IGBTs)
reduce conduction losses at high voltages. However, the design of bipolar devices involves
charge injection, leading to high switching loss. Therefore, a growing interest has been in
developing unipolar devices suitable for high-voltage applications. This could be accomplished
by using wide-bandgap (WBG) semiconductors. Silicon carbide (SiC) power modules using

Schottky barrier diodes (SBD) have reached commercialization and have been successfully
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installed in various industrial equipment and home appliances. SiC power modules are 20%
smaller and 15% lighter, allowing the system to achieve 30% less power loss (Shikata, 2016).
Because diamond has superior properties compared to SiC, many researchers saw the potential
to further improve the efficiency of power electronics by developing diamond power devices.
Recently, diamond devices such as pseudo-vertical Schottky barrier diodes (pVSBD) have
demonstrated high forward-current density and long-term stability at 400 °C and lossless fast
turn-off operation with high blocking capability of > 10kV (Umezawa et al., 2010; Umezawa,
2018). As for switching devices, diamond metal-semiconductor field effect transistors
(MESFET) and MOSFET have achieved high blocking voltages of more than 2kV (Kitabayashi
et al., 2017). However, this value is still far from the theoretical limit of diamonds (Umezawa,

2018; Wort and Balmer, 2008).

In addition to power applications, diamond devices are also being developed for high-
frequency applications such as radio frequency (RF) transistors. Diamond could replace the
traveling-wave vacuum tubes (TWT) still being used in broadcasting stations, communication
satellites, and radar systems. This can lead to smaller, lighter, lower operational voltage and
more robust RF systems. However, unlike diodes and switches, conventional Si device designs
are unlikely to work well for diamond transistors. This is because p-type boron-doped
diamonds have high ionization energy. Therefore, new types of devices should be developed
(Kasu, 2016). In many diamond RF devices, the standard design element utilizes the two-
dimensional hole gas (2DHG) on hydrogen-terminated diamonds (Strobel et al., 2004; Ueda et
al., 2006; Kasu, 2016; Inaba et al., 2016). This surface conductivity allows charge carrier drift
velocity saturation at relatively low fields (Wort and Balmer, 2008). One such new device is
the metal-insulator-semiconductor field effect transistor (MOSFET) that uses AlbO3 as gate
dielectric (Kawarada et al., 2014; Fujii et al., 2023). The current power density record for
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operation at 1 GHz is 3.8 W/mm (Imanishi et al., 2019). For 10 GHz frequency, a power density
of 182 mW/mm has been recently reported (Yu et al., 2019). As with the current benchmarks
in diamond power devices, these values show that the current technology barely taps diamond’s
potential in high-frequency applications, and there is still a lot of research and development

work that needs to be done.

Finally, the graphene-on-diamond structure has been attracting considerable attention
due to the unique possibility of having an all-carbon, sp?-sp? technology application (Wu et al.,
2011; Ogawa et al., 2012; Yu et al., 2012). The composite structure of graphene and diamond
has been shown to improve the performance of graphene devices. Conventional graphene field-
effect transistors are built on SiO/Si substrates. There are several advantages of using diamond
as a substrate. First, the lattice mismatch between diamond and graphene is lower by 2%.
Second, the graphene contamination is lower since the substrate is composed of the same type
of atom. Finally, the band gap of a diamond is larger; thus, the leakage current of a graphene
channel FET is lower (Ogawa et al., 2012). Using a diamond substrate can increase the device's

current carrying capacity (Yu et al., 2012).

Graphene-on-diamond devices can be fabricated using the transfer method and direct
formation using a catalyst. In the transfer method, the graphene is first adhered to a transfer
medium, followed by the delamination of graphene from the growth substrates, and finally, the
delamination of graphene onto the target substrates. However, this process is very tedious and
can usually lead to cracks in the graphene membrane, transfer-induced doping, wrinkles, and
surface contamination (Song et al., 2021). An alternative is to grow graphene directly on the

diamond. Kanada et al. fabricated graphene layers on diamond (111) surfaces by annealing at
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900 °C for 1 min under an Ar atmosphere with Ni. While the method is much less complicated,
the obtained mobility value was lower than that of high-quality graphene on nanocrystalline
diamond. The lower performance is possibly due to the imperfections in the graphene and the

thick graphene layers formed using this method (Kanada et al., 2017).

2.3.4. Quantum Technology

The term “first and second quantum revolutions™ has been increasing recently. The first
quantum revolution, or the so-called “quantum 1.0,” refers to the surge of inventions over the
past century, including lasers, transistors, semiconductors, and MRI, made possible by our
understanding of quantum phenomena. Over the past decades, quantum physicists have laid
the theoretical groundwork for detecting and controlling individual quantum states. Today,
experimentalists have caught up and demonstrated that manipulating quantum effects such as
superposition and entanglement is possible. The foreseen next wave of innovations, such as
quantum computing, simulation, communication, and sensing, is called the second quantum

revolution or “quantum 2.0” (Markham and Twitchen, 2020).

Quantum states, also known as qubits, are the building blocks of quantum 2.0
technology. It must satisfy two basic requirements. First, it must be sufficiently isolated from
external disturbance to prevent the loss of quantum information, and second, it must be
interactable and controllable. One of the most technologically advanced solutions is the qubits
based on the spins of ions trapped in an electromagnetic field. However, this approach requires
ultrahigh vacuum and complex trapping architectures to hold individual particles in place,

which is very challenging. An alternative approach is to use a solid-state system, which is easier
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to integrate into devices. However, controlling individual spin and maintaining quantum
information in a solid-state system requires operation at cryogenic temperatures, which could

be as low as a fraction of a Kelvin (Awschalom et al., 2007; Prawer and Greentree, 2008).

In 1997, it was discovered that diamonds possess nitrogen-vacancy (NV) defect centers
that can be manipulated and provide optical output at room temperature in a process called
optically detected magnetic resonance (ODMR) (Gruber et al., 1997). These optically active
centers are bright enough to be detected individually with conventional microscopy (Prawer
and Greentree, 2008). The NV center causes an electron from a neighboring nitrogen
substitutional defect to occupy the dangling bonds around the vacancy site. The energy states
of this electron behave similarly to a trapped ion without the need for a complex trapping
mechanism. The diamond has several intrinsic properties, making it an ideal host to quantum
defects. First, its wide band gap excites the electrons without entirely knocking them to the
conduction band. Diamond’s band gap is also wide enough to accommodate defect center
excitations along the optical spectrum, which can be induced with readily available lasers. In
addition, the NV defects are very well isolated from any interference within the diamond.
Because of carbon’s low atomic mass and strong sp3 bonding, the diamond has a high Debye
temperature, resulting in weak interaction of the NV center with the vibrational mode of the
diamond lattice. In addition, diamond has a naturally low concentration of carbon-13 that has
intrinsic nuclear spin. Thus, the likelihood of NV state and nuclear interaction is low.
Furthermore, the spin-orbit coupling of the NV defect is weak. Because of these, the NV center
can retain its quantum character sufficiently long to perform calculations. Recently, a ten-qubit
solid-state spin register was developed based on an electron spin on the NV center and nine
diamond nuclear spins. This system can hold a single-qubit state for up to 75 seconds and
preserve two-qubit entanglement for at least 10 seconds (Bradley et al., 2019).
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Despite these desirable features, several challenges must be overcome before we see
practical diamond quantum computers and information processing devices. Fortunately,
researchers have found several alternative “quantum diamond” applications with less stringent
technological requirements than quantum computing. The NV center of diamond has been
found to have applications in biological fluorescence imaging and improving the resolution of
MRI. Quantum mechanically entangled quantum repeater nodes based on diamond NV centers
have demonstrated 100% secure internet communication (Markham and Twitchen, 2020). A
new generation of room-temperature masers (microwave amplification by stimulated emission
of radiation) has been developed, lighter, more compact, and less complex than conventional
masers (Breeze et al., 2018). As a final example, Lockheed Martin, an American aerospace
company, and Element Six, a leading commercial CVD diamond producer, have recently
teamed up to develop a jam-resistant global positioning system (GPS). Known as dark ice, this
GPS operates without any external signals and relies entirely on a diamond magnetometer to
sense the strength and direction of Earth’s magnetic field. This works under the principle that
a diamond’s NV center can form in four different orientations, which gives the diamond

magnetometer an intrinsic vector capability (Markham and Twitchen, 2020).

2.4. Diamond Device Fabrication

The ability to engineer diamonds into various forms with nanoscale precision will
profoundly affect electronics and quantum technologies (Awschalom et al., 2007). Typical
electronic device fabrication involves flatting the surface and forming trench structures.

Forming atomically flat surfaces is very important in semiconductors and semiconductor-metal
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heterostructure devices. This is because imperfections, even at the atomic scale, can result in
charge-carrier scattering, which will affect device performance (Tokuda et al., 2016). Trench
structures with a depth of tens up to a few hundred micrometers are required for the fabrication
of MEMS, MOSFETS, and Schottky diodes (Inaba et al., 2016; Toros et al., 2018; Hicks et al.,
2019). As for quantum technology devices, there is a growing trend favoring all-diamond
systems, which involves fabricating waveguides and resonators from diamond bulk. In
addition, photonic emitters from vertical nanostructures have been shown to have an order of

magnitude increase in efficiency compared to diamond bulk (Babinec et al., 2010).

2.4.1. Plasma Etching

In many of these applications, the precision structuring of diamond has been achieved
using fabrication based on plasma etching. A plasma is a collection of free-charged particles
moving in random directions in a quasineutral state. This means that, on average, plasmas are
electrically neutral, while at smaller scales, the flux of charged particles leads to charged
regions and electric fields. One important consequence of quasineutrality is forming a
positively charged sheath layer between the plasma and a grounded wall surface. Within the
sheath, ions are accelerated toward the walls in the ion bombardment process. The specific
plasma etching method used to manufacture many electronic devices is called reactive ion
etching (RIE). RIE works through the combination of chemical reaction of the material with
neutral species and ion bombardment (Fig. 2.4). The chemical reaction generally results in
isotropic etching, wherein the material is etched equally in every direction. On the other hand,

ion bombardment allows anisotropic etching or etching along a preferred direction, usually
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perpendicular to the substrate. The desired features of the material are implemented through

the deposition of a protective mask (Lieberman and Lichtenberg, 2005).

The traditional fabrication methods used in the semiconductor industry cannot be
directly applied to diamond because of its hardness and chemical inertness. Therefore, several
modifications have been made to plasma processing to achieve satisfactory results. For
instance, the masks used for Si have insufficient lifetimes in plasma to achieve significant depth
in diamonds. Therefore, the main masking options for diamonds are metals or metal oxides.
However, these masks generate sputtered mask materials across the etched surface, known as
micromasking. This has been addressed by cycling the plasma that effectively etches the
diamond with the plasma that effectively etches the micromask (Yamada et al., 2007). Recently,
this technique has been shown to effectively fabricate a high-quality 10-micrometer deep trench
structure, which uses Ar/O; to etch the diamond and Ar/Cl; to clean the aluminum micromask

(Hicks et al., 2019).

2.4.2. Thermochemical Etching

While considerable progress has been made in developing plasma etching methods
tailor-made for diamond device fabrication, plasma etching still suffers from two difficulties:
low diamond/mask selectivity of etchant (Tran et al., 2010) and plasma-induced damage of
diamond (Kawabata et al., 2004; Yamazaki et al., 2007). For this reason, an alternative, non-

plasma diamond etching process based on thermochemical reaction has been developed.
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This novel etching method was inspired by the same reaction that made diamond-
cutting tools ineffective in processing ferrous metals such as iron, cobalt, and nickel (Furushiro
et al., 2010; Zou et al., 2018). This reaction is employed by using metals to pattern on the
surface of a diamond while heating under high-temperature gas. Etching rates comparable to
plasma processes have been achieved on thermochemical reactions between Ni and diamond
under high-temperature air (Morofushi et al., 2011). However, significantly slower rates were
reported when the reaction was carried out under non-oxidative gases such as N> (Morofushi
et al., 2011), Ar (Nakanishi et al., 2016), and H> (Mehedi et al., 2013; Aida et al., 2016).
Therefore, oxidation by high-temperature O; is necessary for a high etching rate. To improve
etching selectivity between diamond and Ni, Nagai et al. have performed thermochemical
etching of diamond using Ni under water vapor. This modification results in the 46-micrometer-
deep trench with an etching rate that is considerably faster than other diamond etching
processes, including the plasma process. In addition, anisotropic etching similar to Si etching
by KOH was observed. The (100) surface under Ni film was etched with an inverted pyramid
and truncated pyramid-shaped trenches with (111) surface side walls functioning as stopping
planes. In comparison, (111) surface was atomically flattened, albeit no trench was formed

(Nagai et al., 2018).
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Figure 2.4. Isotropic and anisotropic plasma etching
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2.5. Oxidation of Diamond (111) and C(100) Surfaces

The number of researchers developing diamond devices has increased over the past
years. However, most diamond applications have yet to deliver the anticipated technological
impact. In electronics, the device performance is still a fraction of its theoretical limits, while
in quantum technologies such as quantum computers, practical devices have yet to be
developed. One of the main hurdles is the effective and efficient device fabrication method.
While both plasma and thermochemical etching have shown considerable progress in the past
years, these methods are still in their infancy compared to the matured tools available for
processing conventional semiconductor materials. Oxygen plays a significant role in both
plasma and thermochemical etching. Thus, a detailed understanding of the interaction between

oxygen and the diamond surface will improve these fabrication methods.

The most technologically relevant surface facets of diamond are the (111) and (100)
surfaces. The C(111) surface has one dangling bond per surface carbon atom in its as-cleaved
configuration. It reconstructs to achieve a 2X1 periodicity by producing a m-bonded chain
structure, saturating the dangling bonds, and lowering the surface energy. On the other hand,
in its as-cleaved state, the C(100) surface has two dangling bonds per surface carbon atom and
reconstructs to achieve a 2X1 periodicity by the formation of n-bonded dimers. This
reconstruction reduces the number of dangling bonds per surface atom by 1, lowering the

surface energy (Fig. 2.5).

Of the two surfaces, the C(100) surface is most frequently employed in producing

electronic devices such as Schottky diodes and MOSFET. Additionally, it grows the easiest
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with the CVD process (Koizumi et al., 2018). In comparison, the C(111) surface possesses a
distinct set of properties, including higher electron and hole mobility and the capacity to create
more homogeneous nitrogen-vacancy (NV) centers, making it more suitable for quantum

devices (Reed et al., 2022).

The adsorption of oxygen on the C(100) surface has been studied extensively. Electron
energy loss spectra (EELS) of C(100) surface exposed to atomic O have shown peaks
corresponding to both bridge and on-top adsorption (Hossain et al., 1999). High-resolution x-
ray photoelectron spectroscopy (XPS) of diamond (100) surface oxidized in dry O2 has also
demonstrated that diamond (100) surface is terminated with both carbonyl (on top) and ether
(bridge), with surface coverage of up to a monolayer (John et al., 2002). Electron diffraction
measurements have revealed that oxygen adsorption induced the breaking of the surface carbon
dimer bond, which led to the deconstruction of (100) surface (Zheng et al., 2001). In
comparison, there are fewer studies on oxygenated C(111) surfaces. Using Auger electron
spectroscopy (AES), it has been shown that the uptake of oxygen on the C(111) surface
saturates at room temperature. Full coverage can only be attained once the surface is heated to

400 degrees (Loh et al., 2002).

Several studies investigated diamond etching using dry oxygen at high temperatures.
Diamond (100) surfaces etched with oxygen were generally flat with very low steps whose
sides are along the {110} directions. In contrast, the etched (111) surfaces were
morphologically rough (de Theije et al., 2000). Moreover, atomic force microscopy (AFM)
images of diamond (100) have shown that the surface roughness has no appreciable change

after the removal of 480 nm of carbon (John et al., 2002). Analysis of thermal desorption
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spectra (TDS) revealed that the oxidative etching of diamond surface is mainly by desorption
of CO, although much smaller amounts of desorbed CO; were also detected (Hossain et al.,
1999; Thomas et al., 1992). The most puzzling feature of the TDS data is that the peak of CO
desorption was extremely wide. From the peak temperature of TDS, Frenklach et al. estimated
the CO desorption energy to be 45.0 kcal/mol (1.95 eV) (Frenklach et al., 1993). Using
temperature-programmed desorption (TPD), it has been observed that the oxidative etching of
the C(111) surface is also by desorption of CO with an estimated desorption energy of 59

keal/mol (2.56 eV) (Loh et al., 2002).

The oxidation of the C(100) surface has been studied theoretically. The most
energetically stable adsorption site at monolayer is the bridge site forming ether followed by
the top site forming carbonyl (Frenklach et al., 1993; Skokov et al., 1994; Rutter and Robertson,
1998; Sque et al., 2006; Petrini and Larsson, 2007). Based on these results, calculations
predicted that the C(100) surface is terminated by ether groups at monolayer coverage. As for
the C(111) surface, Loh et al. proposed that at low O coverage, the epoxy configuration (bridge)
is more stable, while at high coverage, the surface reconstructs to form a carbonyl-type oxygen
species (Loh et al., 2002). The molecular and dissociative adsorption of O on the C(100) and
C(111) surface has been compared by Tran et al., and reported that the Oz adsorption on the

C(100) surface is stronger compared to the C(111) surface (Tran and Righi, 2022).

Frenklach et al. performed semi-empirical quantum chemical potential energy
calculations to investigate the CO desorption mechanism. The largest potential energy barrier
is 38.4 kcal/mol (1.67 eV), corresponding to the breaking of the final C-CO bond. While the

calculated potential energy barrier agreed reasonably with their estimate from TDS data, their
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simulation was not able to explain the observed wide desorption peak (Frenklach et al., 1993).
Tran et al. also simulated the CO desorption reaction from the C(111) and C(100) surfaces from
a single O3 adsorption. The calculated activation energy for the C(111) and C(100) surfaces are
6.43 eV and 3.24 eV, respectively (Tran and Righi, 2022)The calculated values are much higher
than those in experiments and earlier calculations. This suggests that a more physical oxidative

etching model is necessary to accurately predict the activation energies.
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Figure 2.5. Diamond (100) and (111) surfaces (Tokuda 2018)
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2.6. Graphitization of Diamond

Diamond is a thermodynamically unstable form of carbon, and when heated to
sufficiently high temperatures, changes into graphite (Seal, 1958). This thermal degradation
process, which is commonly referred to as graphitization, typically produces not just crystalline

graphite but also amorphous carbon (Ali et al., 2021; Yan et al., 2021).

Despite the extensive history of diamond graphitization research, theoretical and
experimental work in this field is ongoing. This is because the atomistic mechanism of
graphitization, particularly the dependency of graphitization rate on surface facet, is still not

fully understood (Bokhonov et al., 2021).

David and Evans investigated the graphitization of diamond by heating diamond
octahedrons, which consist of (111) planes. They reported that the graphitization rate increased
rapidly from 0.2% mass loss per minute when heated at 1850 C to 5% mass loss per minute
when heated at 2000C. They also heated a brick-shaped diamond with two (100) facets and
two (110) facets at 1875 C for 5 minutes. They reported that while the (110) surfaces were
coated with a black coating of graphite, the (100) surface showed only small, isolated regions
of graphitization. They estimated that the rate of graphitization follows the order (110) > (111)
> (100). They proposed a graphitization mechanism in which single carbon atoms detach from
the surface and re-condense into graphite (Davies et al., 1997). This graphitization mechanism
is also proposed in other experiments, including the graphitization of diamonds in the presence

of H O (Grenville-Wells, 1952; Evans and James, 1964; Bundy, 1980; O’Bannon et al., 2020).

38



In contrast, several theoretical studies have proposed an alternative mechanism where
direct graphitization of C(111) occurs by heating and pulsed laser treatment. Kern et al. use ab
initio molecular dynamics to study the graphitization of the C(100) surface when heated at high
temperatures and predicted that the flat and stepped surface will graphitize at 3500K-3900K
and 2500K, respectively, within a few picoseconds (Kern and Hafner, 1998). A similar
mechanism is also reported in the ab initio molecular dynamics simulations of Vita et al. but
with lower predicted graphitization temperature for flat C(111) surface (2500 K) (De Vita et
al., 1996). Wang et al. use ab-initio tight-binding simulations with finite electronic temperature
to investigate the laser-induced graphitization of the (111) surface. Using femtosecond laser

pulses, their simulations show that layer-by-layer graphitization is possible (Wang et al., 2000).

Recent experiments have shown the possibility of this mechanism, as proven by
fabricating epitaxial graphitic layers in diamonds. Rubanov et al. implanted diamonds with Ga
ions and annealed the specimen at high pressure and temperature. The annealing resulted in the
production of high-quality graphite planes (Rubanov et al., 2016). More recently, an
experiment on synthetic diamond microcrystals has shown that epitaxial growth of graphene
on diamond with parallel and vertical orientation is possible even without ion implantation.
Moreover, they have reported that the diamond (111) surface [C(111)] is more susceptible to
graphitization compared to the (100) surface and that the graphitization of microcrystals starts

from the vertices and edges (Bokhonov et al., 2021).
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CHAPTER 3. THEORETICAL FRAMEWORK

ELECTRONIC AND ATOMIC-LEVEL SIMULATIONS USING DENSITY

FUNCTIONAL THEORY AND MACHINE LEARNING MOLECULAR DYNAMICS

3.1. Many-body Schréodinger Equation and Born-Oppenheimer Approximation

The time-independent, non-relativistic Schrodinger equation can be expressed in the form

AY = EY (3.1)

where W is the particle’s wavefunction, H is the Hamiltonian operator, and E is the energy
eigenvalue (Schrodinger, 1926). The Born interpretation of quantum mechanics states that the
square modulus of the wavefunction W at any given position T is proportional to the probability

P of finding the particle at that position (Born and Jordan, 1925; Fedak and Prentis, 2009)

P« |¥|2 (3.2)

The consequence of this interpretation is that the integral of |¥|? over all space must equal to

unity
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f|tp|2df —1 (3.3)

For a system consisting of multiple electrons and nuclei, H is represented by Coulomb

Hamiltonian
H=T,+T, + Upp + Upe + Unp (3.4)
where
A 1 1 _, (3.5
Tn = —E ' Mvﬁl
L
. 1 (3.6)
T, = _Ez szi
L
0 = _ZZ Z; (3.7)
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T o @9
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Eq. 3.5 and 3.6 describes the sums of the kinetic energies of the nuclei and the electrons

respectively, while Eq. 3.7, 3.8, and 3.9 describes the sums of electrical potential energies
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associated with attractive electron-nuclei interaction, and repulsive electron-electron and

nucleus-nucleus interactions.

Born-Oppenheimer approximation suggest that the motion of the nuclei and electrons can

be treated separately, allowing us to separate the wavefunction into its electronic ¥, (7, I_?)) and

nuclear ‘Pn(l_?)) components (Born and Oppenheimer, 1927; Tully, 2000) (Born and

Oppenheimer, 1927; Tully, 2000).

¥ =, (% R)¥,(R) (3.10)

The electronic wavefunction ¥, (7, 1_2)) satisfy the eigenvalue equation

A,%(%R) = E.%(7.R) (3.11)

Here, H, is the Hamiltonian operator given by

J

o

I
Q
+
=
S
+
-~
[\

(3.12)

and E. is the total energy of the electrons.
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Due to the large difference between the masses of electrons and nucleus, we can simplify
the system and consider the electrons moving in a fixed nucleus. Thus, the sum of kinetic

energies T, of nuclei is zero, and the total nuclear potential energy reduces to a constant

AYA
E, = z Z% = const. (3.13)
— £ |R; — R}|

The total energy of the system simplifies to
E=E,+E, (3.14)
3.2. Variation Theorem, Hartree Fock Approximation and Self-Consistent Field Method

The ground state energy E, can be exactly determined whenever the corresponding

wavefunction ¥, is known using the equation

_ JW HY, dr (3.15)

E. =
O [y, w,di

The exact ground state wavefunction is seldom known. However, approximate wave function
W, a1 may be used giving us an approximate ground state energy Eii,;, which according to

Variation Theorem is always greater than or equal to the true ground state energy
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_ qutrial*ﬁllutrial dr (3.16)
Etrial - * > 0
qutrial lptrialdr

To minimize E.;4;, We are required, in principle, to search over all acceptable N-electron
wavefunctions. The task may be simplified by defining a suitable subset. Recall that any
reasonable electronic wavefunction must reflect the indistinguishability of electrons, and since
electrons are fermions, Pauli exclusion principle requires all electronic wavefunctions to be
antisymmetric. This is accomplished by expressing the wavefunction as Slater determinant

(Slater, 1951)

X1(1) Xz(l) XN(l)
sv(l.z,s,...,N)=iN 012 x2) e aw(2) (3.17)
x1(N)  xo(N) - xny(N)

where y;(#) are the spin orbitals, which are composed of the spatial orbitals ¢; (¥) and one of

the two spin functions a(s) and B(s).

X = ¢;(P)a(s), 0 =a,B (3.18)

Hartree and Fock gave a prescription for finding a single Slater determinant that gives the
lowest ground state energy for multi-electron system. This was made by assuming that
electrons are uncorrelated in such a way that a single electron is affected only by the spatially

averaged electron charge distribution of the remaining N — 1 electrons. This approach, known
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as Hartree-Fock approximation, leads to a set of differential equations known as Hartree-Fock

equations:
le(F) = Si)(i(?)a l = 1I2) PN (319)

where ¢; are orbital energies and f is the Fock operator
oLty z L Ly
f==35W TR, ur (1) (3.20)

The Hartree-Fock potential Vy is the average repulsive potential experienced by a single

electron due to the remaining N — 1 electrons.

RGO I (3.21)
VHF = fmdr

where n(7") is the electron density given by

n(@") =2 ZI‘IG(W)IZ (3.22)
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The above equations can be transformed into a set of algebraic equations by treating multi-

electron spin orbitals as a linear combination of atomic orbitals (LCAO approximation)

xi = Z CLi®p (3.23)

ui

where ¢ are basis functions and u is the number of basis set. As u — oo, LCAO approximation

1s exact at Hartree-Fock level.

Finding spin orbitals requires solving single-electron equations (Eq. 3.18) and defining
Hartree-Fock potential for single-electron equations (Eq. 3.19 and 3.20) requires knowledge of
electron density (Eq. 21), which in turn requires electron wavefunction (Eq. 22). Therefore, the
spin orbital calculations necessitate an iterative approach. The procedure is repeated for all
electrons until the solutions for the energies and orbitals do not change significantly in a further

iteration, an algorithm that is called self-consistent field method (Giustino, 2014).

3.3. Hohenberg-Kohn Theorems and Density Functional Theory

Assume there exist two different external potentials U(#) and U’(#) that give rise to two
electronic systems having equal ground state electron density n(#). Because of Variation
Theorem, no wavefunction ¥’ can give an energy E' that is less than the energy E of

wavefunction ¥ given the Hamiltonian H

47



E=(¥Y|H|Y) < (¥'|H|¥") (3.24.2)
Conversely
E' =(V|H'|Y) < (¥|H'|P) (3.24.b)

Because H and H' gave identical n(¥), the above expressions for expectation values can be
g p p

rewritten as

E < (¥|A|¥) = (@8 |v) + f[ﬁ(a _U®n@dr (3.25.a)

E'<(P|H|¥) = (¥|H|P)+ f[ﬁ’(F) — U(®)|n(@dr (3.25.b)

Adding Eq. 3.25.a and 3.25.b,

E+E <(V|H|v)+ f[ﬁ(?) — U@ |n(®d? + (P|H|¥)

4 f [0'() — 0@ @ dr
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E+E <(V|H|Y)+(P|H|P)+ f[ﬁ(?) - U'®|n(@ar
- f [0 — 0'(®n()dr
E+E <(V|0'|v)+(¥|H|P)

E+E <E+E (3.26)

which is absurd. This argument leads to the First Hohenberg-Kohn Theorem (Hohenberg and

Kohn, 1964):

“The full many-particle ground state is a unique functional of

electron density.”

Since electron density uniquely determines the ground state wavefunction, electron density
should uniquely determine all observables of the system, including the kinetic energies. We can

therefore define Hohenberg-Kohn functional F[n(7#)]
F[n(#)] = T[n(@)] + Uee [n(¥)] (3.27)

where T and U,, are kinetic and electron interaction energies which are functionals of electron
density n. Using Eq. 3.12, we can construct the total energy expression of a wavefunction in

terms of F[n(7)]
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(P|H|P) = (P|To + Uen + Uee|[¥) = T, + Uppy + Uy,

(P|H|¥) = FIn(®] + Uep, (3.28)

Using Variation Theorem, we can form a relation between energies with exact ground state

density [n(#)] and trial ground state density [n'(7)]

E[n(®] < (¥'|H|P') = FI' D]+ U,y

En(M] < F[n'(A]+U'e, = E[n'(P)] (3.29)

The results suggest that the electron density that minimizes the energy of the Hohenberg-Kohn
functional is the electron density that will give the ground state energy. This argument, known
as the Second Hohenberg-Kohn Theorem can be restated as follows (Hohenberg and Kohn,

1964)

“The problem of determining the ground-state energy and
density in a given external potential would be rather easy since it
requires merely the minimization of a functional of the three-

dimensional density function.”
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The two Hohenberg-Kohn theorems laid the foundation for a quantum mechanical
modeling which determines the properties of many-electron systems using functionals of

electron density now known as the Density Functional Theory (DFT).

3.4. Kohn-Sham Equations

The derivation of Kohn-Sham equations (Kohn and Sham, 1965) starts by defining a non-

interacting reference system having Hamiltonian Hg

where T, is the same kinetic energy defined in Eq. 3.6 and V, 7 1s the effective local potential.

This reference system is described by wavefunction @g. Similar to Hartree-Fock methods, this

system requires to be in a form of Slater determinants to satisfy Pauli exclusion principle

QD) K1) - k(D)
05(1,2,3,.,N) = —| @ ©@ - W@ (331)
ki(N) Kko(N) - Kky(N)

In the above expression, k; is the corresponding set of spin orbitals known as Kohn-Sham
orbitals. The Kohn-Sham analog of Hartree-Fock equations, i.e. Eq. 3.19 and 3.20 are as

follows
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frski(P) = (), i = 1,2, ..., N (3.32)

A L 1 PO
fis®) = =5 V2 + Vg () (3.33)

Notice that the fig entirely assumes zero electron-electron interaction, in contrast with f that
includes Vy which is the interaction between an electron and the average potential due to the
remaining N-1 electrons. To relate this fictitious non-interacting system to the realistic system
that we are concerned with, Hohenberg-Kohn Theorems assure that all we need to do is to
choose 77, 7 such that the ground state density ng of non-interacting system equals the ground

state density n of the real system.

ng(r) = ZZIKi(F, s)|? = n(¥) (3.34)

i

The next task is to define an expression for the ground state energy in terms of functionals of

electron density. First, we define the kinetic energy T
Ts[n(®] = (re;|Te| ;) (3.35)

which is obviously not equivalent to the true kinetic energy T[n(#)] because of the
approximations that we made. Next, we define the Coulomb interaction J[n(#)], which is the

classical electrostatic potential energy due to the interaction of charge distribution with itself.
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Again, the expression for J[n(#)] is not equivalent to the true electron-electron interaction
energy U,,[n(7)] since it includes self-interaction. As a correction to the errors introduced by

Eq. 3.35 and 3.36, we introduce the exchange correlation energy Eyc[n(7)]

Exc[n(®] = Tn(@] - Ts[n(®)] + Uee [n(P)] — J[n(7)] (3.37)

We can also express the nuclei-electron interaction as a function of electron density
Uen ()] = (1c;|Uen 1) (3.38)

Using Eq. 3.35-3.38, the exact ground state energy E[n(¥)] of our real, interacting system can

be expressed as

E[n(®)] = Ts[n(®] + ] [n(M)] + Exc[n(P)] + Uen[n(¥)]

1o ([ @1
E[n(®)] = —z 1|72 ci) EZZf ; —?]”I dFd7’ (3.39)
. L

l
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+Exc[n()] ZZ
i j

&ﬁ {

l

All energies can be expressed explicitly in terms Kohn-Sham orbital k except for Exc.
Minimizing E [n(7)] by getting its functional derivative with respect to k (Par and Yang 2015)

gives the Kohn-Sham Equation

[_ Z % szi + Veff (F)] Ki(f')) = Siki(iﬂ)) (3.40)
where
o n(@) R Z; (341
Verr (1) = fmdr + Ve (F) — ZZ |ﬁl —7‘]|
- 0Exc[n(#)]
Vxc(F) = “on) (3.42)

The ¢; in Eq. 3.40 are Lagrange multipliers for the constraint

f ki (K (Fdr = 6; (3.43)

and the total energy in terms of ¢; is given by
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E = Z -2 f f "(T)"(r)d Fdi — f Ve (F)n(F)dF G4

Here

1 .
Zgi = Z<K1|—217V§l +V

i i

Ki> (3.45)

Like Hartree-Fock approach, Kohn-Sham equations can be solved iteratively. Complete
description of V, ;¢ (7) requires knowledge of electron density n(7). If we know V¢ (7) we
can solve Eq. 3.32 for Kohn-Sham orbitals x;, which we can then use with Eq. 3.34 to
determine the ground state electron density of the system. Since ground state electron density
is a unique functional of the ground state wavefunction, we can determine the ground state

energy using Eq. 3.39 or 3.44, and in principle any information about the system.

3.5. Exchange Correlation Functional

The formalism that Kohn and Sham introduced can be used to determine the exact ground
state energy of multi-electron systems, provided that the exchange correlation functional
Exc[n(¥)] is known. However, except for overly simplified systems, explicit form of Ex[n(¥)]
cannot be solved. Thus, the central goal of density functional theory research is to develop
more accurate approximations of this quantity. In this section, some of the most commonly

applied exchange correlation functional in solid state physics will be discussed.
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The model system in which virtually all approximate exchange correlation functionals are

based assumes a uniform electron gas. This functional, known as the Local Density

Approximation (LDA) assumes that the exchange correlation functional E£24 depends only on

the density and the coordinate where the functional is evaluated

Exe*[n()] = f n(#exc[n(@)] di (3.46)

SXC = SX + SC (3.47)

where ey 1s the sum of exchange energy €y and correlation energy &, per particle. Bloch and

Dirac shown that ex for uniform electron gas system takes the form (Dirac, 1930)

& = —%3/3":7) (3.48)

No explicit expression for g is known. However, highly accurate approximations do exist as

a result of numerical quantum Monte-Carlo simulations of homogeneous electron gas

(Ceperley and Alder, 1980).

An extension of LDA assumes unrestricted case, such that instead of electron density, the
central input would be two spin densities n, () and ng(¥). This method is called Local Spin
Density Approximation (LSD) and because of the flexibility of having two variables, LSD
generally provided more accurate results than LDA (Barth and Hedin, 1972). The expression

for exchange correlation energy is
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E)lng[n“(F)' nﬁ(?))] = fn(F)ch[na(F), nﬁ(F)] dr (3.49)

LSD approximation can be used to deal with spin polarized cases, where the relative spin

polarization & is determined using the equation

1 () —ng(r) (3.50)
B n(7)

Another extension considers the non-uniformity of real electron density. This is accomplished
by treating LDA as the first term in Taylor expansion for uniform density and assuming to
obtain better approximation by considering the second term of the series, which contains the
gradient of electron density. Because of this, the method is called Gradient Expansion

Approximation (GEA).

ESEA ne(®), ng(P)] = f (P exe[na @), ng(@)] d7

(3.51)
ol ot V@) Vg @)
) [ € Tna®, mg Py 07 +

agol

where o and ¢’ indicate « or B spin. Corrections to the GEA is necessary for it to describe

physical system with an accuracy beyond than that of LSD. Such modifications include

57



enforcing restrictions to the exchange correlation holes. The resulting functional is called
Generalized Gradient Approximation (GGA). Several functionals related to this approach were

developed, and all of them can be expressed in the form

EZ¢ (), ng(PH)] = ff[na(F), ng(7), [V ()|, [Vng ()|] d7 (3.52)

In comparison with LSD, GGA tend to improve total energies (Perdew et al., 1992),
atomization energies (Becke, 1992; Perdew et al., 1992; Proynov et al., 1995), energy barriers,
and structural energy differences (Hammer and Scheffler, 1995; Hamann, 1996; Zupan et al.,

1997).

The exchange correlation energy for GGA is usually split into its exchange and

correlation contribution
ESS4[ ng (), ng(@)] = ES4[ ne (), ng(P)] + EEEA ng (), ng(P)] (3.53)

One of the most popular GGA exchange correlation functional is the functional
developed by Perdew, Burke, and Ernzerhof (PBE), in which all parameters are fundamental

physical constants (Perdew et al., 1996). The correlation contribution is in the form

B8 e, mp @] = [ mlel™ 05,6 + HO 6 0] (3.54)
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where &, ™ is the correlation energy of uniform electron gas, 7y is the local Seitz radius, ¢ is

the relative spin polarization, and t is the dimensionless density gradient given by

[Vnl

t= 2ok (3.55)
Here, ¢ is a spin-scaling factor
P(&) = [+ &7 er -9 (3.56)
and k; is the Thomas-Fermi screening wave number
ko= | (3.57)

where kr and a, are the Fermi wave number and Bohr radius, respectively. The gradient

contribution H is given by

H=(S) e xim|1aBe(1HAT 3.58
=g v I+ U\ T A v Az (3-58)
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and here

Bl =
A="le y3e? _ 1 (3.59)

where [ and y are constants having values of 0.066725 and 0.031091, respectively. On the

other hand, the exchange contribution is in the form
ES6A = f nef™ (n)Fy(s)d3r (3.60)
The gradient contribution Fy is given by

1+ L (3.61)

where k and u are constants having values of 0.804 and 0.21951, respectively, and s is given

by

5= (5)1/2 Pt (3.62)

ao c

in which c is another constant equal to 1.2277.
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3.6. Iterative Solution to Kohn-Sham Equations

Kohn-Sham equations are solved iteratively using the self-consistent field method. The

steps are outlined below and illustrated on Figure 3.1.

1. Choose an initial set of expansion coefficients C;,, for Kohn-Sham orbitals.

2. Use Eq. 63 to construct an initial set of Kohn Sham orbitals ;.

3. Calculate the density n(¥) using Eq. 3.34.

4. Determine the Vi and Vg that corresponds to the calculated n(¥) using Eq. 3.41 and
3.42.

5. Construct H,,,, using Eq. 3.65.

6. Use Eq. 3.64 to solve for new set of Cjj,.

7. Repeat steps 2 and 3.

8. Ifthe new density equals the previous, calculate the total energy using Eq. 3.39 or 3.44.

Else, proceed to step 4.
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Figure 3.1. DFT calculation of total energy using self-consistent field method
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3.7. Plane-wave Basis Function

In actual calculations of Eq. 3.32, it is convenient to expand the Kohn-Sham orbitals in

terms of plane-wave basis functions W, , (1)

1 - o
Y, () = Z Cn}+5(77) \/—ﬁexp[i(k + G) . F] (3.63)

-y

where n is the band index, Q is the unit cell volume, G is the reciprocal lattice vector, and

Cpi+¢ () is the Fourier transform of Wy, x (¥)

1 [ o
Cniird () = = f exp[~i(k +G) - 7] Wy (F)d*F (3.64)
Q

In principle, the required number of reciprocal points G is infinite. But in practice, a cutoff

wave number 5max is used, which satisfies
[k + G| < |Grnax] (3.65)

Using plane-wave basis functions, Kohn-Sham equations can be expressed in form of matrices

Hc = &c (3.66)
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1,- 52 L .5 5 > 5 > 5
D5 1E+ 61"+ (G = 6| cal® + 67) = ensca® +G) (3.67)
G

where the terms in the sum are the kinetic energy and effective potential, respectively.
3.8. Pseudopotential Approach

The electronic states of an atom can be classified into core states, which are highly localized
and are not involved in chemical bonding, and valence states, which are extended and
responsible for chemical bonding. The core and valence states are separated by some cutoff
radius 7. The pseudopotential approach implements the frozen core approximation, which
restricts the relaxation of core states. Core electrons are replaced with simplified analytic or
numerical form which can be calculated in advance. The interaction of the valence electrons
with the nucleus and core states is replaced by an effective, screened potential. The full ionic
core-electron interaction is replaced by softer pseudopotential which is constructed in such as

way that its scattering properties are the same as those of the all-electron potential.

The main requirement of the pseudopotential approach is that it reproduces the valence
charge density associated with chemical bonds. It has been shown (Hamann et al., 1979) that
for pseudo Wpp and all-electron ¥, wavefunctions to be identical beyond the core radius, it is

necessary for the integrals of squared amplitudes of the two functions be the same.
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Te Te
f W ()| 2dF7 = f 9,5 (D)2d7 (3.68)
0 0

This is equivalent to requiring norm-conservation from pseudo wavefunctions, i.e. that each of
them should carry exactly one electron. This condition ensures that the scattering properties of
the pseudopotential are reproduced correctly. Accurate DFT calculations of solid-state
properties using plane-wave basis and norm-conserving pseudopotentials have been
demonstrated. However, norm-conserving condition proves difficult to produce practical
pseudopotentials for systems containing highly-localized valence orbitals, such as p states in
first-row elements and d states in second row transition metals, e.g. O 2p or Cu 3d. The
wavefunctions of these states have large amplitudes close to nuclei which requires larger
number of basis functions which increases the computational cost. An alternative approach is
to remove the norm-conserving condition and replace with generalized norm-conserving

condition (Vanderbilt, 1990)

Quj = (Wie|Wig), — (WhelS|¥pp) (3.69)
(Wie[Wie), = (WhplS[W7,) (3.70)
S=1+ z Qi 1B:)B)] (3.71)

ij

where S is a non-local overlap operator and |£3;) is a set of local wavefunctions which satisfies
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(Whp|B;) = 63 (3.72)

By removing the norm-conserving condition, the charge associated with the large amplitude
can be removed which lead to “soft” pseudo wavefunctions in core region. Pseudopotentials of
this type are called Ultra-soft Pseudopotentials (USPP). To recover the full electronic charge,
the electron density given by the square moduli of wavefunctions is augmented in the core
regions.

n@ = Y IW@P+ Y k0@ (3.73)
n i,j

1
where pfi ; are the occupied states and Qf, i (7) are the augmentation functions.

3.9. Semiempirical van der Waals Correction

Van der Waals interactions are nonlocal, long-range electron correlation effect. It has a
significant role in many chemical systems, such as structures of DNA and proteins, packing of
crystals, formation of aggregates, supramolecular systems, and orientation of molecules on
surfaces. While gradient-corrected DFT includes electron correlation effects, it was not able to
properly describe dispersive interactions. Inclusion of van der Waals interactions within Kohn-
Sham DFT formalism has been made, but these non-empirical corrections lead to a large
increase in computational cost. An alternative way is to restrict the use of DFT energy in short-
range electron correlations and replace the medium and larger range interactions by an
empirical damped atom-pairwise dispersion correction in the form of CsR™°, where R is the
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interatomic distance and C is the dispersion coefficient (Grimme, 2004, 2006). The corrected

dispersion part of the total energy Eppr_p has the form

Eppr—p = Eppr + Edisp (3.74)

where Eppr is the energy obtained from standard DFT calculations and Eg;s), is the empirical

dispersion correction given by

c/
Edisp = =S¢ z z R_ﬁéfdmp(Rij) (375)
i=1 j=i+1 Y

Here, s¢ is a global scaling factor, N,; is the number of atoms in the system, and Céj and R;;

are the dispersion coefficient and interatomic distance for atom pair ij, respectively. A damping

function is used to avoid singularities for small R

1
1 + e~4(Rj/Rr-1)

famp(Rij) = (3.76)

where R, is the sum of atomic van der Waals radii.
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3.10. Transition State Search Using Nudged Elastic Band Method

The identification of a minimum energy path (MEP) for a chemical process from one
stable configuration to another is a common and important problem in chemistry and condensed
matter physics. The transition state (TS) of a chemical process is on the saddle point of the
potential energy maximum along MEP which determines the activation energy barrier of the
process. One of the ways to calculate the MEP is through the chain-of-states method which
uses a set of atomic coordinates known as images as an initial estimate for MEP. The images
are then assumed to be connected with springs of zero natural length. This requires that the
images along the MEP should use the lowest amount of energy to define a path between two
minima and that the images should be evenly spaced along the path. This is implemented

through the minimization of the objective function M (7,75, ..., 7p)
P-1 P
M, Ty, o Tp) = Z E() + Z = G =710’ (3.77)
i=1 i=1

where 7,7, ..., Tp are the set of images, E (7)) is the total energy of the ith image, and K is a
constant that defines the stiffness of the harmonic springs or the elastic bands. For plane-wave
DFT calculations, the most widely used method for the minimization of the objective function

is the nudged elastic band (NEB) method (Jonsson et al., 1998). In NEB method, the
minimization involves the calculation of the perpendicular component of the true force I?'l- =

—VV (#) and component of the spring force F_)i'spring parallel to the MEP on an image i.
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Fr=-VW@#), = -[WFE) - WEE) - #8] (3.78)

{

|

| _ s
Fi,spring = Lispring " TIT) (3.79)

where 7 is the unit tangent to the MEP path. The total force on the image is given by the sum

of these forces

F' =F +F) (3.80)

i,spring

The MEP condition will be satisfied when F;* = 0, while the F)

ispring assures that the images
are evenly spread out along the path. For situations where the energy of the system changes
rapidly along the path, but the restoring force on the images perpendicular to the path is weak,
the paths can get kinky which leads to slow convergence. An effective remedy is to introduce

a switching function f (¢;) which goes from 0 for a straight path to 1 if adjacent segments of

the path form a right angle. The position of each image is updated based on the NEB force

-
NEB
Fi

FiNEB = Fio + f(¢i)(Fi,spring - Fi,spring ) fllfll) (381)

After few iterations, the image with the highest energy i,,,, is identified, which is not affected

by the spring force. The force on this image is given by

F,=-WwW(# )+2wW (7 ) -4 (3.82)

max
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Replacing the force on one image with Eq. 3.82 will turn it into a climbing image which moves
up the potential energy surface along the elastic band and down the potential surface
perpendicular to the band. This modification to the standard NEB is called Climbing Image

NEB (Henkelman et al., 2000).

3.11. Molecular Dynamics

Molecular dynamics is an atomic-level simulation of molecules and materials. It
assumes Born-Oppenheimer approximation in which the motion of the nuclei and electrons can
be treated separately (Section 3.1). Under this assumption, as the nuclei of atom i accelerates
due to the potential energy, the position of the electrons of atom i relative to this nuclei will be

fixed. The forces F on the atomic nuclei i are calculated from the potential energy U

F=-VU (3.83)

and the position r an atomic nuclei i after some timestep dt is calculated from Newton’s

Second law of motion using Verlet algorithm

po o dir_ dU (3.84)
—MAEMGe T T 4
r(t+ At) = 2r(t) — r(t + At) + a(t)At? (3.85)
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There are three types of molecular dynamics simulations based on how the potential
energy between atoms is constructed or calculated. These are (1) classical, (2) ab-initio, and

(3) machine learning.
3.11.1. Classical Molecular Dynamics

In classical molecular dynamics, a function of predefined form is used to calculate the
interatomic potential which is a function of relative atomic positions (Lee, 2016). One of the

simplest potential is the Lennard-Jones potential Uy,

Uy (r) = e [(g)“ - (2)6] (3.86)

r

where € and o are parameters that determine the lowest energy of the potential energy curve

and the interatomic distance at which the potential energy between two atoms is zero.

Another type of interatomic potential is based on embedded atom method (EAM)
which is especially suited for metals where the electrons are delocalized. This potential
considers the effective electron density as the sum of pair potentials U;; (ri J-) and embedded

atom energy
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UEAM(r) = Z Ul](rl]) + z Fl(pl) (387)

i<j i
where F;(p;) is the embedding energy function.

For covalent solids, the Tersoff potential which considers the bond order between two

atoms is more suitable (Tersoff, 1988). The Tersoff potential has the form

1 1
Urersorr(r) = Ez UR(rij) + Ez Bi;jUs(py) (3.88)

i%) i

where Ug and Uy are repulsive and attractive potentials, and B;; is the bond order which is a

function that decreases with the number of nearest neighbor or coordination N,

1 (3.89)

l] V NCOOT

Traditional classical interatomic potentials are unable to simulate chemical reactions
because they require all bonds to be defined explicitly. Hence, the bond breaking and bond
forming cannot be described. This issue is addressed with the development of ReaxFF force

field. In this method, the total energy Egy e, is defined as the sum of bond energy Ejonq,
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energies associated with three-body angle strain E,p4;, and four-body torsion angle strain

E;ors, and electrostatic E¢yy10mp and dispersive E, gy qars forces.

Esystem = Ebond + Eover + Eangle + Etors + EvdWaals + ECoulomb + Especific (390)

The E,, ¢, is the energy penalty for over coordination. The central feature of ReaxFF is on the

definition of bond order energy Epynq i

which is the sum of bond energies with o, m, and mm bond character The bond-order energy
formula is continuous and contains no discontinuities through the transition between the bond
characters. Additionally, it accommodates long-distance covalent interactions characteristic in
transition state structures. This allows the force-field to simulate chemical reactions and

accurately predict reaction barriers.
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3.11.2. Ab-initio Molecular Dynamics

Ab-initio molecular dynamics (AIMD) using DFT uses the potential energy surface
obtained by solving the Kohn-Sham equation at each timestep. This is typically performed
under Born-Oppenheimer approximation (Chapter 3.1) where the nuclear and electronic
wavefunctions are treated separately. Typically, AIMD is performed at zero electronic
temperature approximation which works well for semiconducting and insulating systems like
diamond (Correa et al., 2006). The electrons can be simulated at finite temperature using
Mermin’s formulation of DFT where the electron density takes the form of temperature-
dependent Fermi-Dirac equation (Mermin, 1965). An alternative to Born-Oppenheimer
approximation is the Car-Parrinello approximation (Car and Parrinello, 1985). Using this
method, the electronic Kohn-Sham equations are only solved for the initial nuclear
configuration which is then used in the Lagrangian which when solved generates the nuclear

velocities and the corresponding electronic ground state.

The advantage of AIMD over the classical MD is that the dynamics for systems where
the forces have not been parametrized can be calculated. In addition, the bond-breaking and
forming can be simulated accurately. The main disadvantage is the much higher computational
cost. For this reason, the AIMD simulation is typically limited to a few hundred atoms over

simulation time of a few picoseconds.
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3.11.3. Machine Learning Molecular Dynamics

A machine learning interatomic potential (MLIP) is an analytic expression of the
potential energy surface providing the potential energy and its derivatives as a function of
atomic positions. MLMPs are constructed by training a machine learning algorithm to map the
chemical environment to the forces and energies which are typically calculated using ab-initio
methods such as density functional theory (DFT). Molecular dynamics simulations that use
MLIP are called machine learning molecular dynamics (MLMD). MLMDs have been used to
perform materials simulations with comparable accuracy with the ab-initio methods at a small
fraction of computational cost. Several machine learning algorithms have been proven
successful in constructing MLIPs. This includes neural networks (Behler, 2021), graph neural
networks (Batzner et al., 2022), and Gaussian approximation potentials (Bartok and Csanyi,

2015; Deringer et al., 2021).

3.12. Machine Learning Molecular Dynamics Based on Neural Network Model

3.12.1. Artificial Neural Network

Machine learning is a field of study concerned with developing systems and algorithms
with the ability to acquire knowledge through automated extraction of patterns from raw data
(Goodfellow et al., 2016). To perform machine learning, important data representations or
features are first determined and extracted from the raw data. The algorithm is then used to

discover the mapping from the data representation to the output or target value. Then, the
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trained algorithm can be used to generalize the pattern to unseen data and perform tasks without
explicit instructions. For many tasks, it is difficult to know which data representation is
important for the prediction of the target value. A more advanced machine learning approach

is the representation learning which automatically extracts meaningful patterns from raw data.

An artificial neural network ANN is a machine learning model inspired by the structure
and function of the neurons in a brain. ANN consists of nodes connected by edges. Each node
receives signals from connected nodes, then processes them and sends a signal to other
connected nodes. The "signal" is a real number, and the output of each node is added and
transformed using a non-linear function. The strength of the signal at each connection is
determined by a weight, which adjusts during the learning process. Typically, neurons are
aggregated into layers. Signals travel from the first layer (the input layer) to the last layer (the
output layer), possibly passing through multiple intermediate layers (hidden layer). Deep

learning is a class of ANN that has several hidden layers.

The linear model for classification and regression is based on a linear combination of

fixed nonlinear basis functions ¢;(x) and take the form (Bishop)

yoxw) = £| D w0 (392)
=i
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where y is the target value which is a function of the input X and the weights w. The function
f () is a nonlinear activation function or identity when the task is classification or regression,

respectively.

The basic neural network model can be described by the function

D
1 1
q = z wDx; +wih (3.93)
i=1
where x;, ..., xp are the input variables, Wj(l-l) and Wj(ol) are the weights and biases on the neural

network layer number (1). The quantity a; is called the activation which is transformed using

a differentiable nonlinear activation function h(-) to give

z; = h(q;) (3.94)

The quantity z; correspond to the output of the basis function ¢;(x), which will be the input

for the neural network layer number (2)

D
ax =) widz +wid (3.95)
i=1
where k = 1,.., K and K is the total number of outputs.

Finally, the output unit activations are transformed using an appropriate activation

function to give a set of network outputs y;. The process of evaluating the outputs from the
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inputs using the weights and biases on the hidden layers is called forward propagation. The

network diagram for a two-layer neural network is shown in Fig. 3.2.

The neural network is trained by finding the weight vector w that minimizes the error

function E(w)

N
1
EwW) =3 ) ly(n,w) = b (396)
n-1
VE(w) =0 (3.97)

where y(x,, w) is the output of the neural network and t,, is the target value. The gradient of
the error function is calculated using the back propagation algorithm. For each output unit, the

error ¢ is calculated

6]{ = :Vk - tk (398)

For the hidden units,

N
0E, N 0E, da

=" = 3.99
= %a (3.99)

da, da;
n-—1 k 7

Finaly, the gradient of error is calculated using the equation
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0E, 0E, dq

= (3.100)
aW]l aa] aW]l
O, _,
ow, = 0jZ; (3.101)
hidden units

YK
outputs

n

Fig. 3.2. Two-layer neural network. The arrows denote the direction of information flow

through the network during the forward propagation (Bishop, 2006).
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3.12.2. Neural Network Interatomic Potentials
3.12.2.1. High-Dimensional Neural Network

Behler and Parinello proposed a model where the total energy is equal to the sum of

atomic energy contributions (Behler and Parrinello, 2007)

_ Z z E; (3.102)

where N,jop is the number of the elements present in the system and N},,,, is the number of
atoms of the respective element. In their model, known as high-dimensional neural network
potential (HDNNP), each atom will have a corresponding atomic neural network which will be

trained to predict the atomic energy (Fig. 3.3)

The input of the HDNNP is a set of data representation or features that describes the
local atomic environment. Among the most popular descriptors are the atom-centered
symmetry functions G/** and G which can describe the 2-body (radial) and 3-body

(angular) interactions, respectively.
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where the function f. is the polynomial cutoff function which ensures that the descriptor
terminates smoothly to zero outside the predefined cutoff radius. These symmetry functions

contain the hyperparameters ¢ and n which has to be manually fine-tuned.

Cartesian  Symmetry Atomic Atomic
Coordinates Functions NNs Energy

L

L

Fig. 3.3. Behler-Parrinello high dimensional neural network potential (Behler, 2021)
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3.12.2.2. Graph Neural Network

One of the limiting factors of MLIP based on neural networks is the difficulty of
engineering hand-crafted descriptors. Graph neural network interatomic potentials (GNN-IP)
eliminates this need by incorporating a graph representation learning based on message passing

scheme.

Graphs are general language for describing and analyzing entities with relations or
interactions. A graph G is defined by a set of nodes (vertices, V) and a set of links (edges, &)

between these nodes

G=W, 8 (3.105)

Graph neural networks are deep learning models that use graphs as input data.

Neural message passing is the defining feature of graph neural networks (Gilmer). In
neural message passing, vector messages are exchanged between nodes and updated using
neural networks. In GNN-IP, atomic structures are represented by collections of nodes and
edges, where nodes in the graph correspond to individual atoms and edges are typically defined
by simply connecting every atom to all other atoms that are closer than some cutoff distance.
Every node/atom i is associated with a feature h;, which is iteratively refined via a series of
convolutions over neighboring atoms j based on both the distance to neighboring atoms rij and
their features h;. To calculate the features, first the hidden embedding hl(lo) for all the nodes V
is initialized.
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KO =x,, vuev (3.106)

Next, the information or messages on the neighbors v are aggregated

AGGREGATE® ({hf,"), Ve N(u)}) (3.107)

Finally, the hidden embedding is updated based on the messages that it receives.

h*Y = UPDATE® (AGGREGATE®) (3.108)

This iterative process allows information to be propagated along the atomic graph through a

series of convolutional layers (Gilmer et al., 2017).

Physical systems have properties that remain invariant under translation, reflection, and
rotation of a set of atoms. The neural networks which ensure that all tensor operations, even in
the internal features, retain the physical transformation properties are called equivariant neural

networks. To achieve rotation equivariance, the aggregate function has to be in the form of the

product of some radial function R and spherical harmonics Y,ﬁf ),

AGGREGATE(#;) = R(7,)Y,P (7)) (3.109)
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The Neural Equivariant Interatomic Potential (NequlP) implements the equivariant
graph neural network scheme for learning interatomic potentials from ab-initio calculations
for molecular dynamics simulation (Batzner et al., 2022). In NeqIP, the whole aggregate

function takes the form

Llolporlf.Pf.li, pi(F Vli» pi

u,x,mg w u,x,mi
_ lo,mg
- Z Cli,mi,lf,mf Z (R (rUU)C.lorpo'lfrpf:li.pi) (31 10)
myg,m; vEN (u)

l N L, Di
Y, RV, 50

f v,c,m;

where R(r,,,) is the radial Bessel function and C is the Clebsch-Gordan coefficients. The
NequlP network architecture is illustrated in Fig. 3.4. First, a set of atoms is interpreted as
atomic graph (a). The atomic features are refined through a series of interaction blocks, creating
scalar and higher-order tensor features (b). The detail of the interaction block is shown in (c)

where it contains the convolution (d).

Fig. 3.4. The NequlP network architecture (Batzner et al., 2022).
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CHAPTER 4. METHODOLOGY

4.1. Density Functional Theory Calculations

Density functional theory (DFT) (Kohn and Sham, 1965) calculations have been performed
using STATE code package (Simulation Tool for Atom TEchnology) (Morikawa et al., 2004;
“STATE Code,” n.d.) with generalized gradient exchange-correlation functional (GGA) based
on the work of Perdew, Burke and Ernzerhof (PBE) (Perdew et al., 1996) with the Grimme D2
dispersion correction (Grimme, 2006). Core electrons were treated using ultra-soft
pseudopotentials (Vanderbilt, 1990). Wave functions were expanded using plane-wave basis
with wave function and augmentation charges cutoff of 36 Ry (490eV) and 400 Ry
(5442 eV), respectively. Special points for Brillouin-zone integration were generated using
Monkhorst-Pack scheme (Monkhorst and Pack, 1976). In Chapter 5, spin polarized calculations
were performed whenever triplet Oz is simulated. In Chapter 6, spin polarized calculations were
used in all calculations. The convergence threshold for energy minimization is 1x10” Ha

(2.72x10eV). Geometry optimizations were performed until the forces on each atom is less

than 1x107 Ha/a, (5.14x102eV/A). Reaction path search were carried out using climbing
image nudge elastic band method (CINEB) (Jonsson et al., 1998; Henkelman et al., 2000).
Similar calculation parameters were used in the construction of database for the machine
learning interatomic potential. All calculations were performed using Born-Oppenheimer
approximation with zero electronic temperature. Zero-electronic temperature approximation
has been used to study carbon phase diagrams at extreme pressures and temperatures and
comparison with finite-electronic temperature shows minimal error especially for insulating

systems (Correa et al., 2006). Similar approximation was done on a recent MLMD study of
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carbon at extreme pressures and temperatures, which shows highly accurate prediction of
Hugoniot temperatures (temperature attained of a material during shockwave compression)

particularly for temperatures < 10,000 K (Willman et al., 2022).

4.2. Surface energy and surface stabilization energy

The surface energies y of the C(111)-(1x1) unreconstructed surface, C(111)-(2X1)

reconstructed surface, and C(100)-(2X 1) reconstructed surface are calculated by

1
Y = ﬂ (2 * Eslabl - Eslabz) (41)

where E;,p1 1s the total energy a 12-layer diamond slab where the bottom surface is terminated
by H atoms, E;,p, is the total energy of a 24-layer diamond slab where the top and bottom
surfaces are both terminated by H atoms, and A is the surface area of the slab. The stabilization

energy of the C(111) surface per surface atom E;qpirization after reconstruction is defined as

. E(2><1) - E(1><1)

Estabilization -
Ng

(4.2)

where E(;x1) is the total energy of the C(111)-(2x1) reconstructed surface, E;x1) is the total

energy of the C(111)-(2X1) non-reconstructed surface, and n, is the number of surface atom.
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4.3. Adsorption Energies

The adsorption energy E 4, is defined with respect to the energies of C(111)-(2x1) n-
bonded chain reconstructed surface or C(100)-(2x1) C-dimer reconstructed surface E,,r and

isolated gas-phase triplet Oz Ey, :

Eads = Esys - (Esurf - EOZ) (4'3)

where E

sys 1 the energy of the system of diamond surface and adsorbed O atoms. Using this

definition, a positive E, ;¢ indicates repulsive interaction, while a negative E, ;¢ indicates

attractive interaction.

The differential adsorption energy of Oz on the C(111) and C(100) surfaces AEj, is

given by:

AEOZ = Esurf+n02 - (Esurf+(n—1)02 - EOZ) (44)

where E¢yrrino, and Egypr1m—1)0, are the total energies of systems with n and n — 1 number

of O2 adsorbed, and Ey, is the total energy of gas phase O..

4.4. Desorption Reaction Energy and Activation Energy

The CO desorption reaction energy E ¢ is defined with respect to the energies of the

relaxed final state of the system after desorption E,ys_co and the isolated gas-phase CO E¢:

87



Edes = (Esys—CO + ECO) - Esys (45)

where Eg, is the energy of the system before CO desorption. In this definition, the positive
and negative values of E;,; mean endothermic and exothermic reactions, respectively. The CO
desorption activation energy is the energy of the transition state as calculated using the CINEB

method. The CO; desorption reaction energy and activation energy are defined similarly.

4.5. Crystal Orbital Overlap Population Analysis

The bonding of O and CO on diamond surfaces was analyzed using a population analysis
scheme for DFT calculations with plane wave basis sets (Hoffmann, 1988; Aizawa and
Tsuneyuki, 1998). This scheme divides the total system into two subsystems, A and B,
corresponding to CO and diamond surface, respectively. Electron wavefunction y; is expressed

in terms of the sum of the minimal basis sets Ny and Ny for systems A and B

Na Na
Wi= ) chaly+ ) chxd, (4.6)
j=1 k=1

where wave functions )(}4 and yg are calculated using the same cut-off energy and unit cell
size as ;. The coefficients C]A and cf are obtained from the inverse of an overlap matrix. The

gross population (GPOP) of each atomic (molecular) orbital of O (CO), q(i; j), and the crystal
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orbital overlap population (COOP) with respect to the bond of O (CO) and diamond surface,

p(i), are calculated by

P 2 1 A\* B .
q(i;j) = |Ci,]-| + Ez(ci'j) CikSjk + (complex conjugate) 4.7)
k
N AN* .
p(i) = Zk:(ci'j) cixSjx + (complex conjugate) (4.8)
I

where §; . is the overlap integral between wave functions )(}4 and xp.

4.6. Vibrational Properties

The vibrational properties were determined using a finite-difference harmonic
approximation by diagonalizing the Hessian matrices to obtain vibrational eigenvalues and
eigenvectors. The Hessian matrices were estimated numerically by initially displacing the O
atoms and top four C layers by 0.05 a,. The displacements of each atom were updated until the
energy eigenvalues converged. Two methods were used to produce vibrational spectra from the
calculated eigenvalues. Firstly, Lorentzian broadening with a full-width-half-maximum
(FWHM) of 15 meV was employed to match the resolution of reported EELS data. Secondly,
the intensity of vibration was calculated using the dipole scattering mechanism (Ibach et al.,
1982). In this scheme, the relative intensities of the vibrational modes are assumed to be

proportional to the square of the dynamic dipole moment du/dQ

&9



Iyoss _ h(l B ZBE)I/Z <dl‘

2
1 ~
E) o Fs(@)n, (49)

Ielastic 8aOGOEI cos 01

Lioss (Z_g)z (4.10)

Leiastic

The dynamic dipole moment was determined by calculating the difference in the work
function between the two sides of the simulation slab (Hayashi et al., 2001; Aizawa et al., 2002;
Pham et al., 2020). Effective screening medium (ESM) based on the Green's function method
was implemented to eliminate non-physical dipole and multipole interactions with image slabs
(Otani and Sugino, 2006; Hamada et al., 2009). The a,, €,, and wg, corresponds to the Bohr
radius, vacuum permittivity, and normal frequency. The primary energy E;, incident angle of
electron beam 6,, and acceptance angle of spectrometer 8, which defines 8, = 6./6;, where
0 = hw,/2E, are experimental parameters. The coverage of adsorbates is given by ng, while

the function Fs(éo) is given by

=~ 2
Oc

1+0,°

F,(8,) = (sin0, — 2cos?6)) +(1+ cos?0)In (1+ ’e‘cz) (@.11)

Finally, the intensity data were broadened using Gaussian with FWHM of 8 meV.
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4.7. Graph Neural Network Interatomic Potential Construction

The GNN-IP construction workflow is shown in Fig. 4.1. We started by building an
initial database of equilibrium structures consisting of diamond, graphite, graphene, and flat
and stepped diamond (111) and (100) surfaces (Appendix A4). From the equilibrium structures,
non-equilibrium structures are generated by randomizing the atomic coordinates, annealing at
various temperatures using AIMD and MLMD, and performing active learning (Enriquez et
al., 2024a). The non-equilibrium structures generated through the active learning include
thermally degraded C(111) surfaces with exfoliated top bilayer and C(100) surfaces with
amorphous carbon and carbon-chain on the surface. The forces and energies of these structures
are calculated using DFT and used for training the GNN-IP model. Each structure sample i on

the database consist of the atomic positions 7;,., 1;

iy> and 1, force components Fi, F;

iy>» and F, iz>
and total potential energy E; of the simulation system. The database of structures used in the

construction of GNN-IP are provided in the Supplementary Material.

The NequlP software is used to construct a GNN-IP that maps the atomic positions and
chemical species to the potential energy of the simulation system and forces acting on the atoms
(Batzner et al., 2022). In this method, the nodes in the graph represent the individual atoms
while the edges are defined by connecting every atom to all other atoms within a cutoff radius.
Every atom is described by a feature vector which is refined by message passing through
convolution layers. Rotational equivariance is achieved by constraining the convolution to be
products of radial function and spherical harmonics with learnable weights. The radial function
is constructed as the product of Bessel function and polynomial cutoff function. We use a total

of 8 radial basis and polynomial order of 6. The network has 32 features with 4 interaction
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blocks and a max tensor rank of 1. The cutoff radius is set to 4.0 A which is larger than the 5%
nearest neighbor in bulk diamond and the distance between adjacent graphite layers. The cutoff
radius is large enough to accurately describe the activation energy of bilayer exfoliation on the
C(111) surface (Enriquez et al., 2024a). The predicted total potential energy is obtained by the
sum of atomic contributions and the energy conservation is guaranteed by calculating the
predicted force from the gradient of predicted energy. The GNN interatomic potential is trained
using the loss function based on the weighed sum of the energy and force loss terms where we
set both weights to 1.0. The database is split such that 90% of the data is used to training the

weights and biases and the remaining 10% is used for testing.

GNN Interatomic Potential Construction and Fine Tuning

‘ ‘ ‘ . . Production
MD
Structures DFT Dataset

Fig. 4.1. GNN-IP construction workflow. The DFT calculations are performed using STATE

code, the GNN-IP is trained using NequlP code, and the MD simulations are performed using

LAMMPS software.

92



4.8. Graph Neural Network Interatomic Potential Fine-tuning and Evaluation

The constructed GNN-IP is evaluated based on its (1) accuracy, (2) stability, and (3)

reliability.

1. The accuracy of the GNN-IP is based on the root mean square error (RMSE) of the forces
and energies of the test data. Accuracies can be improved by adjusting the training

hyperparameters such as the learning rate and size of the network.

2. The stability of the GNN-IP refers to the ability to simulate at the target temperature for
sufficiently long timescales without misbehaving or crashing. A misbehaved simulation
includes explosions of systems, temperature spikes, and formation of unphysical structures.
We observe that crashes of simulations typically occur right after the formation of atomic
environments that are not well represented in the database. The stability of the GNN-IP is

improved by adding these new atomic environments and structures to the database.

3. Machine learning of interatomic potential is a kind of regression modelling. As with all
regression methods, the predictions are more reliable in interpolating between datapoints
and less reliable in extrapolating. An extrapolated atomic environment means that the
atomic environment is not correlated with any atomic environment on the database. In other
words, the database does not contain training data for such configuration of atoms. We use
this principle in checking for extrapolated atomic environment. First, we make a database
of the feature vectors of all the atomic environment in the dataset. The feature vectors were

calculated using neural message passing (Gilmer et al., 2017):
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h® =x, (4.12)

l

h** = UPDATE® (AGGREGATE(") ({h}""), VieN (i)})) (4.13)

where X; is the initial embedding chosen depending on the atomic species, h; is the hidden
embedding of atom i, and k is the number of message passes. The aggregate function is a

function of the hidden embeddings of the neighboring atoms j, and takes the form

AGGREGATE(h}")) = tanh(S},) (4.14)
N
i#j

2 sin (l;_nru) 416
R(rij) = ————— (4-16)

e Tij

f(Tij,Tc) =1- @ - 1)2(P +2) <%)p o +2) <%)p+1

) 2 (4.17)
. \DP+
3 p(p2+ ) (rrl_c,)
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Here, R(ri j), f (ri s rc), and Y}, (f‘i j) are the Bessel radial basis function, polynomial cutoff
function, and spherical harmonics, respectively. The feature vectors are updated using the

equation

UPDATE® (AGGREGATE(h}"))) =h® + AGGREGATE(h}")) (4.18)

Second, we use the GNN-IP to perform MD simulations. Then we calculated the feature
vectors of the atomic environments on an MD snapshot. We compare each feature vector
element to the database. If we found elements whose numerical value is lower or higher
than the maximum value of the corresponding feature vector in the database, then we regard
the atomic environment as extrapolated. The forces and energies of the structures
containing the extrapolated atomic environments are calculated using DFT added to the

database

After the new structures have been added into the database, a new GNN-IP is trained
and used to perform MD simulations. The accuracy, stability, and reliability are evaluated using
the criteria described above. We continue this cycle to improve the interatomic potential
iteratively or through an active learning process, until all of the GNN-IP evaluation criterion is

satisfied.
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4.9. Graph Neural Network Interatomic Potential Pre-Production Validation

I implement pre-production validation where a smaller system is simulated with the
same conditions such as heating rate and temperature range as that of the production
simulations. The smaller system size makes it possible to calculate DFT forces and energies of
sampled MD snapshots and perform a final error analysis and validation. Pre-production

validations have been used in the MLIP construction in Chapter 7 and Chapter 8.

4.10. Machine Learning Molecular Dynamics Simulations

Molecular dynamics simulations with GNN-IP are performed on LAMMPS code
(Thompson et al., 2022) using an NVT ensemble with Nose-Hoover thermostat and a timestep
of 0.1 fs (Hoover, 1985). In this method, the temperature of the atomic nuclei is controlled by
first calculating the nuclei velocities using the GNN-IP and then introducing a fictitious
dynamical variable which slows or accelerates the particles until desired temperature,
calculated using the equipartition function, is reached. Periodic boundary conditions are

imposed along the x and y axis

4.11. Machine Learning Analysis of the Molecular Dynamics Data

The carbon atoms in graphite and diamond are sp?>- and sp’-hybridized, respectively.

An sp?-hybridized atom has its s orbital hybridize with two p orbitals, resulting in a trigonal

96



planar structure with three coordination. On the other hand, an sp*-hybridized atom has its s
orbital hybridize with three p orbitals, resulting in a tetragonal structure with four coordination.
However, it is also possible to have 3-coordinated sp*® hybridized atoms on the diamond
surfaces (sp® with 1 dangling bond), which results in a slightly flattened tetragonal structure.
In molecular dynamics simulations, the 3-coordinated and 4-coordinated atoms are typically
assigned to sp>-hybridized and sp*-hybridized atoms, respectively (Ma et al., 2007). However,
since 3-coordinated atoms can either be sp?- or sp-hybridized with a dangling bond, the
classification is not trivial. The 3-coordinated sp* atoms could easily convert to 4-coordinated
sp®> when the dangling bond is saturated, hence, it should be properly distinguished from the
3-coordinated sp? atoms. To classify between the sp? and 3-coordinated sp® atoms, it is
necessary to consider the bond lengths and the shape formed by the central atom and its nearest
neighbors. To do this, we build a database of sp? and 3-coordinated sp® atoms with four features,
namely the three bond lengths and the sum of the three bond angles, and either sp? or sp® as the
target class. The sp? atoms came from graphite and graphene, while the 3-coordinated sp? atoms
came from the first layer atoms of the diamond (111) and (100) surfaces. The coordinates of
graphite, graphene, and the diamond (111) and (100) surfaces are perturbed randomly using
uniform distribution to create new structures. The features are used as input to a neural network
binary classifier model. The model has 3 hidden layers and an output layer where we used
rectified linear unit (ReLU) and sigmoid activation function, respectively. The model is trained
with binary cross-entropy loss function, and adaptive moment estimation (Adam) optimizer as

implemented in PyTorch machine learning framework (Paszke et al., 2019).
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CHAPTER 5

OXIDATIVE ETCHING MECHANISM OF THE DIAMOND (100) SURFACE

Publication: Enriquez, J.1., Muttagien, F., Michiuchi, M., Inagaki, K., Geshi, M., Hamada, I,
Morikawa, Y., 2021. Oxidative etching mechanism of the diamond (100) surface. Carbon 174,

36-51. https://doi.org/10.1016/j.carbon.2020.11.057

The diamond (100) surface [C(100)] is the easiest diamond facet to grow using CVD
technology and the most widely used facet in diamond electronics. Hence, it is currently the
most technologically relevant diamond surface. Understanding the oxidative etching process,
from O, adsorption, dissociation, and surface etching through CO/CO; desorption, will give
insights that will improve both the CVD diamond growth process and diamond device

fabrication.

The main issue I intend to address in this chapter is the observed co-existence of
carbonyl and ether groups in the O-terminated C(100) surface. First, I will prove the validity
of my simulation models by comparing the adsorption energies, relative stabilities, and
vibrational modes with the experiment and theoretical literature. After this, I will present the
results of the static reaction path simulations of CO desorption and show that in physical
surfaces where defects exist, the co-existence of carbonyl and ether groups will occur and give

the most energetically stable configuration.
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5.1. Model of the C(100) Surface

The optimized diamond lattice constant is 3.572 A, in good agreement with the
experiment (Shikata et al., 2018). The C(100) surface model consists of 8§ C layers, a
terminating H layer, and an 18.5 A vacuum slab to prevent spurious interaction between
repeating slab images (Fig. 5.1). The top surface atoms are dimerized to match the experimental
observations (Hossain et al., 1999; Thoms and Butler, 1995). Although fewer layers are
sufficient for accurate adsorption energy calculations, a thicker slab with 20 C layers is
necessary for electronic band structure calculations (see Fig. A1, Table A1-A4) (Tiwari et al.,
2011; Iacobucci et al., 2016). The relaxed surface exhibits a C-dimer bond length of 1.383 A,
which aligns well with experimental measurements (Kriiger and Pollmann, 1995; Long et al.,

2008).

5.2. Adsorption of Gas-Phase Oz on 2X1 Reconstructed C(100) Surface

I first performed test calculations to guide the choice of method that will account for
dispersion relation, comparing PBE, PBE+D2, optb86b-vdW, and rev-vdW-DF2 functionals
(Fig. 5.2) (Grimme, 2004; Klimes et al., 2011; Hamada, 2014) to account for dispersion forces.
The dispersion corrections enhanced the adsorption energies by 0.241 eV, 0.354 eV, and 0.284
eV for PBE+D2, optb86b-vdW, and rev-vdW-DF2, respectively. The van der Walls corrections
enhanced the adsorption energies with minimal effect on the predicted adsorption distance. I

decided to use the PBE+D?2 as it gives the best simulation cost and accuracy balance.
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Carbonyl and ether are the two O-containing functional groups observed in electron
energy loss spectroscopy (EELS) of the C(100) surface. When carbonyl forms, the O atom
bonds on top of the C atom, forming a double bond. On the other hand, when ether forms, the
O atom bonds on the bridge site, forming two single bonds. The carbonyl groups dominate at
low surface coverages, and the ether groups dominate at high surface coverages. Nevertheless,
even at monolayer, the carbonyl groups do not entirely vanish. Curiously, prior theoretical
works predicted that a C(100) surface with monolayer O coverage should be terminated by
ether. Hence, the existence of less energetically stable carbonyl has yet to be explained. The
type of functional group on the C(100) surface directly affects its chemistry and electronic
properties. To fabricate high-quality diamond devices with uniform properties, it is necessary

first to reconcile the disparity between experimental observations and theoretical predictions.

To investigate this issue, I simulated the adsorption of O2 gas on the C(100) surface. I
consider two adsorption models, the first is molecular adsorption on top of the C atom, and the
second is dissociative adsorption on the site bridge of two C atoms. The reaction path of O>
molecular adsorption is illustrated in Figure 5.3 (black line), along with the reaction paths of
fictitious O with fixed singlet (blue) and fixed triplet (red) spin multiplicity. The transition
state of the reaction occurs at the intersystem crossing point (ISC).Oz is in a triplet state in the
gas phase. When it approaches the C(100) surface, it gets trapped in a -0.78-eV metastable
state. The spin conversion probability of O2 from triplet to singlet state is low due to weak spin-
orbit coupling. However, since O is unlikely to escape once trapped in a metastable state, spin
transition could occur because of molecular vibrations. Specifically, a part of the kinetic energy
gained at a finite temperature will be converted to a rocking vibration of Oz with one of its ends
fixed at the surface. Vibrating in this manner will cause the triplet Oz to pass at the ISC point
several times until spin transition eventually occurs. Compared to the energy barrier of Oz with
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fixed triplet multiplicity (0.55 eV), undergoing spin transition paves an easier path to final
adsorption as the energy barrier is lowered to 0.27 eV. A similar reaction path occurs for O>
dissociative adsorption but with a noticeably deeper metastable state (-3.12 eV). Spin transition
reduces the adsorption barrier from 0.78 eV to 0.35 eV (Fig. 5.4). Since the reaction path of
triplet O2 up to the metastable state is barrier-less for both molecular and dissociative
adsorption, and since the difference between the reduced barrier height during ISC for both

sites is small (0.08 eV), it is likely that both adsorption processes take place at initial oxidation.

[ X111

PP

Figure 5.1. Model of the 2xI-reconstructed C(100) surface. Grey and white spheres

correspond to carbon and hydrogen atoms, respectively.
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Figure 5.2. Potential energy surface of O adsorption on the top site using PBE and van der

Walls-corrected functionals.
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Figure 5.3. Adsorption of triplet and singlet Oz on the top site of the reconstructed C(100)

surface, showing the initial state (IS), intersystem crossing state (ISC), and final state (FS).
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Figure 5.4. Adsorption of triplet and singlet O on the bridge site of the reconstructed C(100)

surface, showing the initial state (IS), intersystem crossing state (ISC), and final state (FS).
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5.3. Oxygen-Induced Surface Dereconstruction and Oxygenation at Monolayer Coverage

The unrelaxed C(100) surface has two dangling bonds per surface atom. After
performing geometry optimization, the surface atoms dimerize, which leads to experimentally
observed 2Xx1 reconstruction. Experiments also observed that O adsorption on the C(100)
surface causes surface dereconstruction where the surface atoms revert to the 1x1 periodicity.
To understand this process, I simulated the surface dereconstruction following oxygen
molecular adsorption (Fig. 5.5). The dereconstruction has an activation energy of 0.81 eV and
co-occurs with the formation of carbonyl groups. The surface stabilizes further with the

formation of an ether group chain.

Surface dereconstruction can also occur following a second oxygen dissociative adsorption
(Fig. 5.6). As the C dimer bonds break, the ether group forms a chain structure. These
calculations show that the ether chain-terminated C(100) is energetically favorable compared
to the carbonyl-terminated C(100). Lastly, I simulated a C(100) surface with monolayer O
coverage (Fig. 5.7). Adsorption on the bridge site forming ether is more energetically stable at
0.37 eV compared with the adsorption on the top site, which forms carbonyl, which agrees with
the literature (Frenklach et al., 1993; Skokov et al., 1994; Rutter and Robertson, 1998; Sque et

al., 2006; Petrini and Larsson, 2007; Lu et al., 2020).
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Figure 5.5. Oxygen molecule adsorption on the top site and dereconstruction of the C(100)

surface.
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Figure 5.6. Oxygen molecule adsorption on the bridge site and dereconstruction of the C(100)

surface.
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Figure 5.7. Optimized structures for monolayer O adsorption on top and bridge sites of the

C(100) surface. Grey and red spheres correspond to carbon and oxygen atoms, respectively.
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5.4. Electronic analysis of diamond (100) surface with monolayer oxygen coverage

I calculated the band structures of clean and oxygen-terminated C(100) surfaces (Fig. 5.8).
The clean C(100) surface is an indirect band gap semiconductor, but the absorption of O on top
significantly narrows the energy gap. The VBM corresponds to HOMO, characterized by O
lone pair orbitals that are antibonding with respect to the o bonding orbitals between first and
second-layer C atoms (Fig. 5.9). In contrast, adsorption on the bridge site widens the energy
gap and changes C(100) into a direct band-gap semiconductor. The O lone pair orbitals and the

o orbitals are farther apart; thus, their antibonding interaction is lesser.

Next, I calculated the density of states of bulk diamond and C(100)-(2x1) projected onto
s and p orbitals (PDOS) (Figure 5.10). The Fermi level of each system is set to zero. For bulk
diamonds, there is an energy gap region of about ~4 eV. The energy levels of px, py, and pz
orbitals are completely degenerate. Hybridization of s and p orbitals can be inferred from the
overlapping of peak at —13.0 eV and several others between —15 to —6 eV. Cleaving (100)
surface and reconstruction of surface C atoms led to changes in the density of states, the most
notable is the rise of available pz states in the energy gap region. The peak at —13.0 eV lowers
and broadens as new states become available due to the splitting of p states. The density of
states of C(100)-(1X1):0y0p and C(100)-(1X1):Oprigge are shown in Figure 5.11. The Fermi level
of each system is set to zero. The density of states projected into a single oxygen and a single
surface carbon atom, and their corresponding orbitals are also shown. Adsorption on the top
site gives rise to a peak at —22.0 eV which shows overlapping of 2s and 2pz states of O and
C. Furthermore, a peak at —5.6 eV shows overlapping of O and C 2pz states. The number of

states in the energy gap region increased due to hybridized O and C 2px states. Moreover, the
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dereconstruction of the surface leads to the reemerging of the peak at around —13.0eV.
However, unlike in the bulk diamond, this peak (—12.8 eV) is mainly due to unhybridized C s
states. For the adsorption on the bridge site, there are also two peaks (—21.3 and —3.7 eV) that
show the hybridization of O 2s and C 3pz states. Unlike the top site adsorption, the peak at
around -13.0 eV does not reemerge due to the hybridization of O and C states between —17.7

to —7.9 eV.

Figure 12 shows the crystal orbital overlap population (COOP) analysis of the bonding
between the oxygen and the C(100) surface. The O on the bridge site has stronger hybridization
than the top site, as shown by wider energy bands of the 2p orbital. The total overlap of the O
on the bridge site is higher than the top site by 0.03, explaining the higher stability of the bridge

site adsorption.

Lastly, I calculated the charge density difference Ap using the equation

Ap = Psys — (pdia - pO) (5.1)

where pgys, Pdia> and pg are the electron charge densities of dereconstructed diamond (100)

with adsorbed oxygen, dereconstructed diamond (100), and isolated O atoms, respectively for
monolayer oxygen coverage on the top and bridge sites. I mapped the results as isosurfaces and
images of volume slice highlighting charge transfer are shown in Figure 5.13. Blue and red
regions correspond to regions where electrons are gained and lost, respectively. For on-top

adsorption, electrons were enriched around the oxygen atom and in the region between the
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oxygen and carbon atom, while electrons were depleted around the carbon atoms and in the
spaces between them. For bridge site adsorption, electrons were enriched around the oxygen
atom and on the bonds joining oxygen and carbon, while electrons were depleted on top of the

carbon atoms.
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Fig. 5.8. Electronic band structures of the clean and oxygen-terminated C(100) surfaces.
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Fig. 5.9. Plot of the valence band maximum (highest occupied molecular orbital) of the C(100)
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2s and 2p orbitals.
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112



[100]

2 Bridge

[01T]

Q¢ @O M gain WIoss

Fig. 5.13. Electron charge density difference of oxygen adsorption reaction for monolayer
coverage. Grey and red spheres correspond to carbon and oxygen atom, respectively. Blue and

yellow isosurfaces correspond to regions where charges are enriched and depleted,

respectively.
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5.5. Vibrational frequency analysis of clean and oxygenated diamond (100) surfaces

I calculated the vibrational frequencies of the clean C(100) surface and surfaces with 1
ML oxygen coverage on top and bridge sites. The vibrational eigenvalues were obtained using
a finite-difference harmonic approximation involving the topmost four carbon layers for a clean
surface. At the same time, the oxygenated surfaces also include the surface O layer. To match
the resolution of the EELS spectrometer employed in the work of Hossain et al., the results
were broadened using Lorentzian with a width of 15 meV, as shown in Figure 5.14. The
calculated spectra for the clean C(100) surface exhibit broadbands below ~150 meV, with two
prominent peaks at 80 and 147 meV and a minor peak at 106 meV. It is worth noting that the
two main peaks correspond to the peaks in EELS data and earlier theoretical works (Lee and

Apai, 1993; Alfonso et al., 1995; Frauenheim et al., 1996).

Next, I computed the vibrational intensities using the dipole scattering mechanism, as
illustrated in Fig. 5.15. I examined the top-site adsorption and identified peaks at 155 and 231
meV, attributed to subsurface phonon bouncing and carbonyl stretching, respectively. This
confirmation supports the assignment of the EELS peak at 215 meV to carbonyl stretching. In
contrast, I observed peaks at 129 and 153 meV linked to ether bending and surface phonon
bouncing for the bridge site adsorption. Since bridge site adsorption is the most stable
configuration at monolayer, these peaks likely correspond to the EELS peaks at 113 and 150
meV observed in high oxygen exposure. These findings suggest the coexistence of carbonyl

and ether at high surface coverage.
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I conclude this section by proposing a mechanism of oxygen adsorption that combines
the results of reaction path and vibration spectra calculations with the EELS data. In the gas
phase, O is adsorbed molecularly on the top site and dissociatively on the bridge site. Even at
low O coverage, surface reconstruction occurs primarily due to oxygen adsorption on the top,
leading to carbonyl formation. As the O coverage increases, isolated epoxide groups transform
into ether chain groups, causing surface reconstruction. This results in the disappearance of
specific peaks and the emergence of others. When the surface reaches 1 ML coverage, O atoms
of the carbonyl groups move from the top to the bridge position to form the more stable ether
chain. Despite high oxygen exposure, the carbonyl stretching mode does not entirely disappear,
suggesting the incomplete formation of the ether chain on certain parts of the surface,

potentially due to defects and vacancies along rows.
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Fig. 5.14. (a) EELS spectra of diamond (100) surface exposed to oxygen at 500 K. Redrawn
with permission from (Hossain et al., 1999), and calculated vibrational spectra with intensities

based on (a) Lorentzian broadening and (b) dipole scattering mechanisms.
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Fig. 5.15. Vibrational modes with the highest intensity of the clean and oxygen-terminated

C(100) surfaces.
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5.6. Oxidative Etching of the C(100) Surface

In this final section, I studied the mechanism of the oxidative etching of the C(100)
surface. I choose the C(100)-(1X1):Ouprigge model since it is the most energetically stable
monolayer configuration. First, I compared the reaction paths of CO and CO; desorption (Fig.
5.16). The desorption of CO starts with the breaking of the C-O bonds on the surface ethers
and the movement of O from the bridge site to the top site, forming a carbonyl. This is followed
by the breaking of two C- COwrigge bonds, requiring a total desorption activation energy
(Eparrier) of 4.30 eV. On the other hand, the desorption of CO> follows a similar path as CO
until it reaches the physisorbed state. Just before complete desorption, the physisorbed CO
binds with the O atom of the adjacent COprigge, breaking the C-O bond and desorbing as CO».
This additional step results in a higher desorption activation of 4.88 eV. This explains why
CO; desorption is less likely than CO, consistent with experimental findings (Thomas et al.

1992, Hossain et al. 1999).

Next, [ simulated the CO desorption reactions up to the complete etching of the top C layer
(Fig. 5.17, Table 5.2). The succeeding CO desorption reactions along the [011] (Fig. 18 B-E)
all have lower E} 4 rier compared to [011], suggesting a preferred etching direction. Initial
desorption of CO along a given row in [011] direction has the highest desorption activation
energy while succeeding energy barriers are lower. The initial CO desorption proceeds by the
near-simultaneous breaking of two COurigge-C bonds. The point defect left by the initial
desorption allows the next COpridgge to break one bond with second layer C and form Ca O on

top (COxop) structure. The non-simultaneous bond breaking reduces the heat released by the
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reaction and the desorption activation barrier. This suggests that the point defect functions as

nucleation point for CO desorption along [011] direction.

I conducted simulations of CO desorption reactions leading to the complete etching of
the top C layer, as shown in Fig. 5.17. The subsequent CO desorption reactions along the [011]
all have lower Epg;rier compared to [011], indicating a preferred etching direction. The initial
CO desorption along the [011] direction has the highest desorption activation energy, while the
following energy barriers are lower. The initial CO desorption involves the simultaneous
breaking of two COprigge-C bonds. The resulting point defect allows the next COprigge to break
one bond with the second layer C and form a CO on top (COtop) structure. The non-
simultaneous bond breaking reduces the heat released by the reaction and the desorption
activation barrier, indicating that the point defect serves as a nucleation point for CO desorption
along the [011] direction (Fig. 5.18). This mechanism was initially suggested by John et al.
based on their observation that the removal rate of rows of atoms is faster than that of the layers

(John et al. 2002). This work is the first theoretical study to validate their prediction.

A completely etched first layer will leave a second layer with the characteristic 2x1
reconstruction along [011] direction (Fig. 5.17 I). The reaction H — I show the desorption
reaction of isolated CO from the bridge site of the C dimer. I used GPOP analysis to gain
insights of the bonding mechanism of CO on the C(100) surface (Fig. 5.19). The DOS weighed
by GPOP shows that 5c orbital of the CO has no distinct peak, suggesting strong hybridization
with the bonding states of C(100). On the other hand, the 2m orbital have a sharp occupied
peak at -1.9 eV. The adsorption of CO has a total orbital overlap of 0.53 including net bonding

contributions of 0.27 and 0.32 from 5¢ and 2m orbitals, respectively.
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The desorption activation energy of isolated CO is 1.70 eV. This value agrees well with
computational and experimental literature. Using the cluster model, Frenklach et al. have
estimated the activation energy of CO desorption to be 1.66 eV. Thomas et al. and Frenklach
et al. performed thermal desorption spectroscopy (TDS) and confirmed that the diamond (100)
surface was oxidized by the desorption of CO and reported an activation barrier of 1.91 eV and
1.95 eV, respectively (Thomas et al., 1992; Frenklach et al., 1993). The TDS data revealed an
intriguing result: the CO desorption peak was unusually wide, with a full width at half
maximum (FWHM) comparable to the data presented by Thomas et al. Based on our simulation
results, we hypothesize that the broad peak is a result of multiple peaks corresponding to a wide

range of desorption activation energies that we have calculated.

Finally, I calculated the desorption of CO, from oxygenated C(100) with defects (Fig.
5.20). The CO: desorption following the desorption of first CO has the highest activation
energy of 5.17 eV. It is significantly higher than the E},4;-ier 0f CO desorption (3.62 eV) from
the same surface (Fig. 17 B—C). The same is true for the two other cases, with Epgppjer Of
2.39 and 3.68 ¢V, while the Epgrier for the corresponding CO desorptions are 1.01 and
1.84 eV, respectively. The results indicate that diamond (100) primarily undergoes oxidation
through CO desorption, even in the case of defected surfaces, consistent with experimental

findings.
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Fig. 5.16. Desorption of CO and CO> from the C(100) surface.
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Qc @o m:X dangling bond

Fig. 5.17. Successive CO desorption from the C(100) surface.
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Fig. 5.18. Mechanism of preferred etching along [011] direction.
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Fig. 5.19. Gross population (GPOP) and crystal orbital overlap population (COOP) analysis

of the CO and C(100) surface.
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5.7. Co-existence of carbonyl and ether on oxidized C(100) surface

Finally, in this section, I present a mechanism for the co-existence of carbonyl and ether
groups on the C(100) surface (5.21). I begin with the surface with one missing carbon atom
following the desorption of the first CO from the surface with monolayer coverage. The two
dangling bonds left by the desorbed CO can be readily saturated by free oxygen atom to form
an isolated ether. The calculated adsorption energy relative to the isolated O atom is —8.72 eV,

which more stable than the average C(100)-(1X1):Ovbrigge €ther adsorption energy by 1.30 eV.

Next, I simulated the adsorption of gas-phase Oz on the oxygenated surface with two
carbon vacancies. As Oy approaches the surface, intersystem crossing occurs, and the O2
dissociatively adsorbs with an adsorption energy of -7.89 eV. Finally, I simulated the adsorption
of O on a single-atom deep trough, which is formed by row-wise etching of CO along [011]
direction. The reaction path and corresponding geometries for the adsorption of first and second
O2 are shown in Figure 5.22. Unlike the case of adsorption on one or two vacant sites, the
adsorption on trough is an activated process because the etched surface is already partially
stabilized by dimer formation. The calculated reaction path is similar in the case of O2
adsorption on top of the reconstructed surface discussed in Section A. The etched trough is
stabilized by O adsorption with an average adsorption energy per O atom of —7.69 eV, which
is 0.27 eV more stable than in the case of the surface with 1 ML oxygen coverage on the bridge

site.
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These calculations confirm the structural stability of surfaces with monolayer oxygen
coverage, consisting of carbonyl on the first layer and ether on the second layer. Additionally,
we have demonstrated that these structures could form during oxidation, as oxygen is adsorbed
on vacant sites left by desorbed species. It is worth noting that the stabilization of the
succeeding layers by oxygen adsorption can explain the stable shallow steps formed during dry

oxygen etching of the diamond (100) surface (de Theije et al. 2020).

Fig. 5.21. Adsorption of oxygen on surfaces with (a) one missing C-atom, (b) two missing C-

atoms, and (c) single-atom-deep trough structure.

126



— — First O, (Triplet)
—— First O, (Singlet)
— — Second O, (Triplet)
——— Second O, (Singlet)

GC .O (EQI dangling bond

Fig. 5.22. Adsorption of O; on etched C(100) trough.
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CHAPTER 6

ORIGIN OF THE SURFACE FACET DEPENDENCE IN THE OXIDATIVE

ETCHING OF THE DIAMOND (111) AND (100) SURFACES

Publication: Enriquez, J.1.G., Yamasaki, T., Michiuchi, M., Inagaki, K., Geshi, M., Hamada,
L, Morikawa, Y., 2024. Origin of the Surface Facet Dependence in the Oxidative Etching of the
Diamond (111) and (100) Surfaces from First-Principles Calculations. J. Phys. Chem. C. 128

15 6294-6308. https://doi.org/10.1021/acs.jpcc.3c08378

The C(111) surface has unique properties which could lead to novel technological
applications. Unlike the semiconducting C(100) surface, the C(111) surface is metallic because
of the m-bonding between the top layer atoms. The C(111) and C(100) surfaces also have
contrasting oxidation properties. Experiments have shown that the C(111) and C(100) surface
have different reactivity with oxygen gas. Moreover, the oxidized surface morphology of the
C(111) surface is much rougher compared to the C(100) surface when etched at similar

conditions.

In the previous chapter, I presented the oxidative etching mechanism of the C(100)
surface with the goal of providing insights that will be useful in diamond technology. The
experiments comparing the oxidation of these two surfaces imply that the C(111) surface has
unique oxidative etching mechanism. In this chapter, I will present this mechanism and propose

a theory on the origins of the surface facet-dependent diamond surface oxidation.
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6.1 Model of the Diamond (111) and (100) Surfaces

The calculated lattice constant for bulk diamond is ay;, = 3.572 A which agrees very

well with experiment (Shikata et al., 2018).

To determine the number of layers of the surface models, we perform test calculation
of O adsorption on C(100) surface with 12-layers and 16-layers. The difference in the
adsorption energy per atom is only 0.0069 eV, thus 12 layers is sufficient to accurately model
surface reactions. In addition, we perform the following test calculations to determine the
appropriate supercell size. First, using molecular O on a V3 X 2 supercell as a test case, we
verify that the total energy change is less than 0.0002 eV when doubling the supercell size to
either x- or y- directions and 0.011 eV when doubling the supercell size to both x- and y-
directions. Second, the difference in the adsorption energy of O> on C(111) surface at 0.5 ML
coverage on a v/3 x 2 supercell and v/3 x 4 supercell is only 0.0072 eV. By considering these
test calculations, the adsorption energy is converged within 0.011 eV with respect to the

supercell size.

The C(111) surface is modeled as a slab of 12 carbon layers with a vacuum region of

at least 35 a, (18.5 A). We use an orthorhombic cell with lattice a = @aam and b =

g Q4iq- The top bilayer is modeled as m-bonded chain (2X 1) reconstructed surface. The bottom
layer is terminated with H atoms. We use V3 X 2 supercell with 8 X 8 k-point mesh for oxygen

adsorption simulations and larger V3 x 4 supercell with 8 X 4 k-point mesh in differential
adsorption energy and oxidation simulations. The C(100) surface was modeled as a slab of 12

carbon layers with a vacuum region of at least 35 a, (18.5 A). We use an orthorhombic cell
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with lattice a’ = b’ = V2a4;4. The top layer is modeled as C-dimer 2 X 1 reconstructed
surface. The bottom layer is reconstructed in a similar manner and then terminated with H
atoms. We use 2 X 4 supercell with 8 X 4 k-point mesh in differential adsorption energy and
oxidation simulations. The simulation models of the C(111)-(1X1) unreconstructed surface,
C(111)-(2x1) n-bonded chain reconstructed surface, and C(100)-(2x 1) C-dimer reconstructed

surfaces are shown in Figure 6.1.
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Fig. 6.1. Model of (a) the C(111)-(1x1) unreconstructed and (b) C(111)-(2X1) reconstructed
surfaces. The orthorhombic cell, defined by the orange lines, has the dimensions a =
V2v3/2ay, and b =+2/2 ay;,, where ag;, is the lattice constant of bulk diamond. (c)
Model of the C(100)-(2x1) reconstructed surface. The unit cell is shown in the blue shaded
box with dimension a’ = V2a4;,. A 2x1 supercell is defined by orange lines. Grey, silver, and
white spheres correspond to 1% layer carbon atoms, 2"-12 layer carbon atoms, and hydrogen

atoms, respectively.
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6.2. Adsorption of Gas-Phase O on the C(111) Surface

There are two possible configurations of O> adsorption on the clean n-bonding chain-
reconstructed C(111)-(2x1) surface, namely, molecular adsorption on the top site and
dissociative adsorption on the bridge site. The reaction path of O, molecular adsorption is
illustrated in Fig. 6.2 (black line), along with the reaction paths of fictitious O> with fixed
singlet (blue) and fixed triplet (red) spin multiplicity. The transition state of the reaction occurs
at the intersystem crossing point (ISC). O; is in triplet state in the gas phase. When it
approaches the C(111) surface, it gets physisorbed in a -0.07-eV metastable state. The
adsorption well is rather shallow, thus the O has some likelihood to escape the MS state.
Nevertheless, spin transition could still occur, albeit at a lower probability. From the MS state,
the activation energy of spin transition and subsequent adsorption is 0.9 eV. The final adsorbed
state has an energy of -0.87 eV relative to the initial state. I performed similar calculations for
the dissociative adsorption of Oz on the bridge site, and the reaction paths are shown in Fig.
6.3. In this reaction, the MS, ISC, and FS are -0.08 eV, 0.85 eV, and -2.39 eV, respectively.
While dissociative adsorption has more stable energy compared to molecular adsorption, the
energy differences between their physisorbed energies and ISC activation barriers are small.
Therefore, during the initial stages of oxidation, O> molecules can be both absorbed

molecularly on the top site and dissociatively on the bridge site.
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Fig. 6.2. Reaction path of the molecular adsorption of gas phase triplet £, (red curve) and
singlet 'A; (blue curve) Oz on the top site of the C(111)-(2x1) surface. The reaction path of
triplet O2 that underwent intersystem crossing to singlet state is shown in black curve.
Structures corresponding to the initial state (IS), metastable physisorbed state (MS),

intersystem crossing state (ISC) and final state (FS) are shown, with silver and red spheres

corresponding to oxygen and carbon atoms, respectively.
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Fig. 6.3 Reaction path of the molecular adsorption of gas phase triplet *%;* (red curve) and
singlet 'A, (blue curve) Oz on the bridge site of the C(111)-(2x1) surface. The reaction path of
triplet O2 that underwent intersystem crossing to singlet state is shown in black curve.
Structures corresponding to the initial state (IS), metastable physisorbed state (MS),

intersystem crossing state (ISC) and final state (FS) are shown, with silver and red spheres

corresponding to oxygen and carbon atoms, respectively.
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6.3. Oxygen-Induced Surface Dereconstruction and Oxygenation at Monolayer Coverage

Next, I investigated the O, adsorption on the C(111)-(2%x1) surface up to monolayer
coverage. Experiments have shown that at monolayer O coverage, the C(111)-(2%1) surface
reconstructs and attain (1x1) periodicity. A previously proposed model by Loh et al. was
characterized by broken Pandey chains with carbonyl pairs forming a dimer, where the adjacent
carbonyl units share two carbon atoms, and their oxygen atoms form double bond on top of the
surface atom. We verified the energetic stability of this model, with an adsorption energy per
O2 molecule of -1.68 eV (Fig. 6.4E). We also discovered two additional stable O-terminated
structures. In the first structure, oxygen atoms are adsorbed on top, on bridge, and on backbond
sites, forming a mixture of carbonyl and ether groups (Fig. 6.4F). The second structure contains
oxygen atoms alternately adsorbed on the bridge and the backbond sites, forming ether groups
(Fig. 6.4G). The adsorption energies per O> molecule in these structures are -1.94 —1.84 eV

and —2.08 eV, respectively.

We consider three reaction paths that will lead to O-terminated C(111) surfaces. For
the first reaction path, we assume that O, adsorbs molecularly on the top site (Fig. 6.4). This is
followed by molecular adsorption of a second O.. The activation energy of second O2
adsorption is 0.89 eV higher compared to the first, while the adsorption energy is 0.33 eV
weaker. To gain insight, we plotted the total density of states of a surface atom before and after
O2 molecular adsorption on its neighbors (Fig. 6.5). As reported by Reed et al., the C(111)-
(2x1) surface is metallic and the calculation confirms that it has 2p. states at the Fermi level.
Moreover, there are bonding and antibonding states near the Fermi level. Surface states existing
near the Fermi level can hybridize with adsorbate orbitals, stabilizing the transition state of the

adsorption process. On the other hand, a large gap at the Fermi level hinders the hybridization
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of adsorbate orbitals with the surface states and destabilizes the transition state off the
adsorption process. After the adsorption of the first O» molecule, the 2p. states at the Fermi
level disappear, and the 2p. states below and above the Fermi level shifted to lower and higher
energies, respectively. This shifting of 2p. states could explain the increase of the activation

energy and weakening of the adsorption energy of the second O adsorption (Fig. 6.3 B-C).

The Oz-terminated C(111)-(2Xx1) surface can become more stable by O»-dissociation
and 2X1 to 1x1 surface reconstruction into carbonyl-terminated C(111)-(1x1):0 surface (Fig.
6.4 C-E). As O molecules dissociate, the m-bonded chain breaks and the surface atoms form
C dimers. The C=O of the carbonyl is bonded to the first- and second-layer C atoms. This
makes the carbonyl inclined relative to the surface. This transformation lowers the energy of
the system by 1.97 eV. Afterwards, the surface carbon atoms reconstruct to form buckled 6-
member rings with the sublayer atoms, while two of the oxygen atoms will move from the top
site to the bridge and backbond site forming combined carbonyl and ether-terminated C(111)-
(1x1):Omr surface (Fig. 6.4 E-F). Finally, the surface reconstructs further, forming
interconnected buckled 6-member rings with oxygen atoms on the bridge and backbond sites
forming ether-terminated C(111)-(1x1):0 surface (Fig. 6.4 F-G). While the reactions from E
to G lower the energy of the system, the activation energies are high. Therefore, these surfaces

may only exist in high pressure and temperature conditions.

The second reaction path is shown in Fig. 6.6. Here, we assume that O dissociatively
adsorbs on the bridge site (Fig. 6.6 A-B). This saturates all the dangling bonds, rendering the
surface inert. Next, a second O; dissociatively adsorbs, and the surface undergoes 2x1 to 1X1
reconstruction forming carbonyl-terminated C(111)-(1x1):0 (Fig. 6.6 B-C). The activation

energy of second O, adsorption is 1.06 eV higher compared to the first, while the adsorption

136



energy is 1.42 eV weaker. This suggests that the adsorption energy of Oz on C(111) depends
on the coverage. The succeeding reactions show the reconstruction of the surface forming
buckled 6-membered rings with oxygen atoms on the bridge and backbond sites (Fig. 6.6 C-

E).

Finally, the third reaction path is shown in Fig. 6.7. As with the first reaction path, we
assume that O, adsorbs molecularly on the top site (Fig. 6.7 A-B). Afterwards, O dissociates,
and moves to the bridge site (Fig. 6.7 B-C). The succeeding reactions are similar to the second
reaction path: a second O> adsorbs dissociatively, forming C(111)-(1x1):0 with monolayer
oxygen coverage (Fig. 6.7 C-D), followed by surface reconstruction into buckled 6-membered

rings with oxygen atoms on the bridge and backbond sites (Fig. 6.7 D-F).
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Fig. 6.4. Adsorption of two O molecules on the C(111)-(2x1) surface (first reaction path).
Stable structures corresponding to the labeled states are shown, with silver and red spheres
corresponding to oxygen and carbon atoms, respectively. The reaction path of the first O>
adsorption, the second O, adsorption, and the subsequent surface reconstructions are shown in
blue, orange, and black lines, respectively. Relative energies and activation energies are labeled

in black and blue texts, respectively.

138



before O, adsorption

0.1/ Atom C4 Total DOS
- g
o
— before O, adsorption
017 after O, adsorption ¥
-20 -15 -10 -5 0 =) 10
0.1 Atom C4 PDOS before O, adsorption
%)
o e : 2 O A
a e S : p AN
A~
——28 —2py
01| o2y —2p;
-3 -2 -1 0 1 2 3
0.11 Atom C4 PDOS after O, adsorption
)
o
a
=5}

1 2 3

0
Energy (eV)

Fig. 6.5. Total and projected density of states plot of the surface atom C4 before and after O>

adsorption on an adjacent site.

139



— |5t O, adsorption
2nd O, adsorption
= surface reconstruction

0.00 -0.08
A

C(111)(2x1)  dissociative surface Oontop, chain formation
adsorption  reconstruction  bridge and O on bridge
on top site  formation of backbond  and backbond

carbonyl pairs
@C Ist Layer ©C @O

Fig. 6.6. Adsorption of two O2 molecules on the C(111)-(2X 1) surface (second reaction path).
Stable structures corresponding to the labeled states are shown, with silver and red spheres
corresponding to oxygen and carbon atoms, respectively. The reaction path of the first O>
adsorption, the second O, adsorption, and the subsequent surface reconstructions are shown in
blue, orange, and black lines, respectively. Relative energies and activation energies are labeled

in black and blue texts, respectively.

140



m— |5t O, adsorption
2nd O, adsorption
= surface reconstruction

0.00 -0.08
A

1 1 1 1 1 1 1 1 1 1
1 +02 1 1 +02 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1
1 1 1 1

=8y

= [111]
gﬂé
_f_

o1 A
C(111)(2x1)  molecular O, dissociation  surface Oontop, chain formation
adsorption and diffusion reconstruction bridge and O on bridge
on top site on bridge site  formation of backbond  and backbond

carbonyl pairs
@C Ist Layer ©C @O

Fig. 6.7. Adsorption of two O2 molecules on the C(111)-(2X 1) surface (second reaction path).
Stable structures corresponding to the labeled states are shown, with silver and red spheres
corresponding to oxygen and carbon atoms, respectively. The reaction path of the first O>
adsorption, the second O, adsorption, and the subsequent surface reconstructions are shown in
blue, orange, and black lines, respectively. Relative energies and activation energies are labeled

in black and blue texts, respectively.
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6.4. Comparison of the Oz Adsorption on the C(111) and C(100) Surfaces

The simulation results that I presented in Chapter 5.1 and 5.2 and in the beginning of
this chapter have shown that there is a notable difference in the adsorption of O on the C(111)
and (100) surface. First, while triplet O> can be chemisorb on the C(100) surface, it is not
possible on the C(111) surface as shown in the antibonding reaction energy curves (Fig. 6.2,
6.3). Second, the metastable adsorption of triplet O on the C(111) surface is much lower
compared to the C(100) surface. Therefore, a triplet O, metastably adsorbed on the C(111)
surface could more easily escape, leading to lower spin transition and sticking probability
compared to the C(100) surface. Third, the activation energy of O, adsorption on the C(111)-
(2x1) surface is higher than that of the C(100)-(2x1) surface. The reason is that the n-bonding
reconstructed C(111)-(2x1) has no dangling bonds while the C(100)-(2x1) has 1 dangling
bond per surface atom. Moreover, the surface energy of the C(111)-(2X1) is lower compared
to the C(100)-(2x 1) surface. This shows that the C(111) is chemically less reactive compared
to the C(100) surface. Fourth, the adsorption energies on the C(111) surface for both molecular

and dissociative cases are lower compared to the C(100) surface.

To investigate further, I calculated the differential adsorption energy of O> on the
C(111) and C(100) surfaces (Fig. 6.8). I consider the dissociative adsorption since it gives the
most stable adsorption configurations. At 0.25 and 0.5 ML, the C(111) surface is terminated
by O atoms adsorbed on the bridge site. At 0.75 ML, the C(111) surface partially reconstructs
and is terminated by O atoms on top and bridge sites. At 1.0 ML, the C(111) surface fully
reconstructs and is terminated by O atoms on the top site forming carbonyl pairs. These

calculations show that the maximum adsorption energy is attained between 0-0.5 ML and
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decrease considerably between 0.5-0.75 ML. Between 0.75-1.0 ML, the adsorption energy
increases. The weakened adsorption energy at coverages greater than 0.5 ML explain the
necessity of a high temperature environment to achieve monolayer coverage on the C(111)
surface. In contrast, the calculated differential adsorption energy of the O, dissociative

adsorption only has small differences for various coverages (Fig. 6.7).
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Fig. 6.8. Differential adsorption energy of O> molecule on the (a) C(111)-(2x1) and (b) C(100)-
(2x1) surfaces with respect to gas-phase O,. The O adsorption energy on the C(111)-(2x1)
surface is coverage-dependent, while for the C(100)-(2%x1) surface it is virtually coverage-

independent. Silver and red spheres correspond to carbon and oxygen atoms, respectively. (A

color version of this figure can be viewed online.)
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6.5. Oxidative Etching of the Diamond (111) and (100) Surfaces

Several experiments reported that the primary product of dry oxygen etching of the
diamond (111) and (100) surfaces is CO (Hossain et al., 1999; Loh et al., 2002). To verify this
observation, I calculated the activation energy of CO and CO; desorption from flat carbonyl
pair-terminated C(111)-(1x1):0 and ether terminated C(100)-(1x1):0, and various oxidized
diamond (111) and (100) surfaces models. The results are shown in Table 6.1. With the
exemption of flat C(111)-(1x1):0 surface, the activation energies of CO desorption are all
lower to that of CO2, confirming the experimental observation. For this reason, I focus the

oxidative etching simulations on etching via CO desorption.

First, I perform successive CO desorption reaction path calculations, starting with flat
oxygen-terminated diamond surfaces and ending with the complete etching of the top-most
layer. For each surface, I considered several CO desorption locations and used the activation
energies as a criterion in selecting the most likely reaction path. The most likely reactions are
presented in this chapter, while the other reactions are shown in the Appendix (A3). The test
calculations have shown several surface dangling bonds present on the etched C(111) surfaces,
therefore, spin-polarized calculations are necessary. To enable a direct comparison between the
oxidative etching of the C(111)-(1x1):0 and C(100)-(1x1):0 surfaces, I recalculated the CO
desorption reaction from the ether-terminated C(100)-(1x1):0 surface in the previous chapter,
where I used spin restricted calculations (Enriquez et al., 2021). The activation energies of CO
desorption from the C(100) surfaces slightly differs for the spin polarized and spin restricted

calculations, but the general conclusion in the previous chapter is unaffected.
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I start with the CO desorption from the carbonyl pair-terminated C(111)-(1x1):0
surface. The first CO is desorbed in a two-step reaction. First, the CO molecule detaches from
the surface and attaches to two oxygen atoms of adjacent carbonyl groups with an activation
energy of 0.36 eV (Fig. 6.9 A-B). Second, the CO fully desorbs with an activation energy of
2.94 eV (Fig. 6.9 B-C). Overall, the desorption of the first CO is exothermic. The next CO is
desorbed from the remaining half of the carbonyl pair. This reaction is endothermic with an
activation energy of 1.96 eV (Fig. 6.9 C-D). The third and fourth CO are desorbed from the
carbonyl pair non-adjacent to the vacancy. The CO desorption activation energy from the first
half of the carbonyl pair is 3.10 eV (Fig. 6.9 D-E). The remaining half desorbs more easily,

with an activation energy of 1.24 eV (Fig. 6.9 E-F).

After the desorption of 4 CO molecules, the resulting structure has two isolated
carbonyl pairs. The CO desorption activation energies from the first and second half of the
isolated carbonyl pair are 3.05 eV and 1.67 eV (Fig. 6.9 F-H). The corresponding CO
desorption activation energies of the remaining carbonyl pair are 3.18 eV and 1.85 eV (Fig. 6.9
H-J). The reaction path shows that following the etching of the first carbonyl pair, the CO
desorption reactions are all endothermic and follow a pattern of alternating high and low
activation energies, corresponding to the desorption of the first and second half of the carbonyl
pair, with an average activation energy of 2.35 eV. This value agrees reasonably well with the
average CO desorption energy reported in the experiment (2.56 eV) (Loh et al., 2002). The
carbonyl pairs are etched in a staggered order, i.e., when a carbonyl pair is etched, the second
nearest carbonyl pair will be etched next. As a neighboring carbonyl pair is etched, the O steric
repulsion is reduced which causes the remaining carbonyl pair to relax. To illustrate this
concept, Figure 6.10 (a)-(b) shows an array of carbonyl pairs and an isolated carbonyl pair. The

carbonyl pair array exhibits an O=Clayer1-Clayer1 angle of 109.1°, while this increases to 115.1°
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in the isolated carbonyl pair. This implies that the carbonyl pair is strained due to oxygen steric
repulsion. Etching the neighboring carbonyl pair lifts this strain, as the C-O bonds of the
carbonyl pair twist in opposite directions to maximize the distance between two oxygen atoms
and become more planar. The relaxed carbonyl pair is more stable and has a higher CO
desorption activation energy compared to that of the strained carbonyl pair. For physical
systems, the staggered etching will eventually lead to the loss of long-range crystallographic

order of the surface atoms.

Figure 6.11 shows the oxidative etching reaction of the ether-terminated C(100)-
(1x1):0 surface. The CO desorption reaction starts by the movement of the O atom from the
bridge site to the top site forming carbonyl. The activation energy of the initial CO desorption
is 3.88 eV (Fig. 6.10 A-B). The next CO is desorbed adjacent to the vacancy left by the previous
CO desorbed. The succeeding CO desorptions follow a row-wise etching order along the [011]
direction with activation energies that are lower compared to the first CO desorption, with
values of 3.43 eV, 1.39 eV, and 1.77 eV (Fig. 6.10 B-E). The atoms on the etched row dimerize
to attain a stability similar to the original surface. After CO desorption from the first row, the
adjacent row becomes carbonyl terminated. The etching of the adjacent row follows the similar
row-wise etching order as the first row, with activation energies of 4.09 eV 2.89 eV, 1.46 eV,
and 1.66 eV (Fig. 6.11 E-I). The calculated desorption activation energy of an isolated CO is
1.66 eV agrees reasonably well with experiment value of 1.8 — 1.9 eV for single crystal
diamond (de Theije et al., 2000; Nimmagadda et al., 1990). Since the etching proceeds along

rows, the crystallographic orientation of the surface atoms will be preserved.
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Table 6.1. Comparison of CO and CO; desorption reaction energy and activation energies.

CoO COz
structure Activation Reaction Activation Reaction
Energy (eV)  Energy (eV)  Energy (eV) Energy (eV)
C(111)
flat surface IML (Fig. 6.9A) 0.36,2.94 -2.35,1.45 0.37,1.26 -2.86, 0.20
isolated carbonyl pair (Fig. 6.9H) 3.18 3.01 5.04 4.98
non-flat surface IML (Fig. 6.12H) 0.64 0.70 1.85 1.07
C(100)
flat surface IML (Fig. 6.11A) 3.88 243 4.94 4.06
1 vacancy (Fig. 6.11B) 3.43 3.27 4.89 4.62
2 vacancies (Fig. 6.11C) 1.39 1.24 2.85 2.61
3 vacancies (Fig. 6.11D) 1.77 1.92 3.77 3.24
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Fig. 6.10. Comparison of carbonyl angles and CO desorption activation energy (blue text) and
reaction energy (orange text) on carbonyl pairs and diamond islands. Grey and red spheres

correspond to carbon and oxygen atoms, respectively.

150



e 8=
o -
18- — NS =5 =% .
[ — =
16 S = "t/—/?f 3
14 S = ‘,,—/?f = ~ [
o ~ 6o S S | — = bk = —
< < —_ —
T 1 & — E3 &N ?C = :
;IO" a a - :’l S* 0 - a &
2= <+ ~ — < —
5 8 2 . 3 3 =i ATy & =
S 6 o = — —"2% 3 % « F
4 - Tt T & ) E
oo\ ) v D
24 S} o C
0- « i
=] (o]
g B
A

+CO ; +2C0 ' ' __#3CO i 1 +4CO

FY Y Y Y Y Y I = o ] | 0
T T D EOAD AL E ADOHOAd ad ":3;: :{:' ¢ I'TTT :TTT T'Y'T"'H 'j . i i ' . %k s # 'ré,'
060 b0 | 0906060 | P 00080 9ot ¢ | 980 00 | ™ 0e 06 | o
b4 ¢ ¢ & ¢ (P 114 ! 19 "(:.j —1—{-4 1 —— 11
4 S AB RS A P HALA D D Al "L'IT '4 7 h T'T'IT sl tife "\L'l b B ) ) i el £ Y
p P P 00— 'Y " o-@ @ =
apapasscasestadiotsrpadhe Whame ae odilme Pl o000 00 - 50 .00 o T
A B (@ D E [011]
C(100)(1%1):OpL Ist CO desorption 2nd CO desorption 3rd CO desorption 4th CO desorption

[nu]J
W4 b4 B4 P
>4 0é o¢ e
udl e 9¢ e
i s [ =
P P8 pe p=
' 1 o<t

5th CO desorption 6th CO desorption 7th CO desorption 8th CO desorption

@C Ist Layer @C @O

Fig. 6.11. Etching of the top-layer atoms of the ether-terminated C(100)-(1x1):O surface
through successive CO desorption. The relative energies and activation energy of reactions are
labeled in black and blue texts, respectively. Physisorption energies of CO are labeled in orange

text. Grey and red spheres correspond to carbon and oxygen atoms, respectively.

151



6.6. Static Steady-State Oxidative Etching Simulation of the Diamond (111) and (100)

Surfaces

In this final section, I discuss the results of static steady-state reaction path simulations
of successive CO desorption and O adsorption of the carbonyl pair-terminated C(111)-
(1x1):0 and ether terminated C(100)-(1x1):0 surfaces. I performed simulations until the top

layer atoms are removed and oxidative etching pattern emerges.

I start with the static steady-state oxidative etching simulations of the carbonyl pair-
terminated C(111)-(1x1) surface (Fig. 6.12). The first four CO desorption reactions proceed in
a staggered order leading to the formation of two isolated carbonyl pairs (Fig. 6.12 A-F). The
surface has half of its the second-layer C atoms exposed. We assume that there is high
probability for two O molecules to dissociatively adsorb on the exposed sublayer (Fig. 6.12
F-H). As the dissociated O atoms adsorb, the C-C bond between the sublayer is broken, and
carbonyls are formed. The C=0 of the carbonyl bonds with second- and third-layer C atoms.
This makes the carbonyl inclined relative to the surface. The average activation energy of the
02 dissociative adsorption is 1.61 eV and average adsorption energy is —3.98 eV. This reaction
transforms the surface into island structures with a carbonyl pair on the top layer and two

carbonyl groups on the second layer.

The O adsorption on the second layer C atoms strains the carbonyl pairs on the first
layer, reducing the O-O distance from the adjacent carbonyl pair along [121] from 3.93 A to
2.66 A. This increases the O steric repulsion and significantly lowers the CO desorption
activation energy from one of the carbonyl pairs to 0.64 eV (Fig. 6.12 H-I). The next CO is

desorbed from the other carbonyl pair with an activation energy of 1.33 eV (Fig. 6.11 I-J).
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The surface of the structure in Fig. 6.12-J consists of 2-layer islands in the supercell,
where each island consists of two carbonyl groups and one ether group with an oxygen atom
bridging the first and the second layer carbon atoms. The island is stable, with relatively high
average CO desorption activation energies of 3.00 eV from every site. At this point, we assume
that there is sufficient time for O, to dissociatively adsorb on the second layer (Fig. 6.12 J-K).
The activation energy of the dissociative adsorption is 1.62 eV with an adsorption energy of
2.36 eV. The next two CO molecules desorb from the second layer of one of the islands,
modeled in this simulation as the left island, reducing it to carbonyl and a ketene-like group
(Fig. 6.12 K-M). Desorption of CO from this structure has a high activation energy (3.04 eV).
Thus, the next CO will likely desorb on the right island. The next desorption occurs from the
second right-hand most CO from the right island with an activation energy of 2.81 eV, followed
by the isolated CO with an activation energy of 1.01 eV (Fig. 6.11 M-O). This forms the
structure in Fig. 6.12 O, consisting of two clusters of carbonyl and ketene, and the diamond
crystallographic order of the C(111) surface is no longer well defined. The CO desorption from
this structure proceeds by breaking the double bond between the top layer C atom and the
second layer C atom, with an average activation energy of 3.12 eV, followed by desorption of
the carbonyl on the second layer, with an average activation energy of 2.50 eV (Fig. 6.12 O-
S). The final structure is non-reconstructed C(111)-(1x1) surface with a single-atom asperity
forming three bonds with the surface atoms. From here on, the oxidative etching of the C(111)
surface is expected to proceed along different reaction pathways but form the same functional

groups and follow the same etching mechanism.

It is noteworthy that the CO desorption activation energies from the diamond island
with complete neighbors (Fig. 6.12 K) are higher compared to those of the diamond island with

less neighbors (Fig. 6.12 M). This is illustrated in Fig. 6.10 c-d. For the diamond island with
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complete neighbors, the O=Ciayer2-Clayer2 angle of the left-most carbonyl group (central C and
O atoms labeled as C1 and O1) is 119.3°, and the CO desorption activation energy is 2.36 eV.
After two CO desorption reactions from its neighboring island, the O=Ciayer2-Clayerz angle
increased to 128.5° and the CO desorption activation energy is increased to 4.23 eV. In
addition, the O-Ciayer2-Ciayer2 angle of the left-most carbonyl group (central C and O atoms
labeled as C4 and O4) also increased from 115.9° to 119.6°, and the CO desorption activation
energy increased from 1.23 eV to 3.22 eV. Finally, the desorption of CO from the neighbors
also reduces the O steric repulsion, leading to an increase in CO desorption energies of the
atoms labeled C2-O2 from 2.52 eV t0 3.62 eV and C3-O3 from 1.81 eV to 2.81 eV. In addition,
the CO desorption reaction energies from the diamond island with complete neighbor are lower
compared to those with less neighbors. A complete comparison of the change in desorption
activation energy and reaction energies illustrated in Fig. 6.10 is shown in Table 6.2. These
results show that the functional groups on the C(111) surface relax with less neighbors.
Therefore, the next CO will desorb from areas with more neighbors and higher O steric

repulsion, leading staggered etching order.

I performed similar simulations for the ether-terminated C(100)-(1x1):0 surface (Fig.
6.13). Etching proceeds with row-wise CO desorption along the [011] direction. The etched
row reconstructs to form carbon dimers (Fig. 6.13 A-E). The adjacent row, which has oxygen
atoms at the top position, can also be viewed as carbonyl chain. CO desorption from one of
these carbonyl groups has a relatively high activation energy (4.09 eV). At this point, we
assume that O> adsorbs on the etched row. Oxygen adsorbs molecularly then it dissociates and
drives surface dereconstruction with an average activation energy of 0.37 eV and adsorption
energy of 4.91 eV (Fig. 6.13 E-G). The oxygen atoms then move from the top to the bridge

position, forming an ether chain which further lowers the energy of the system by 1.18 eV (Fig.
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6.13 G-H). The CO-desorption activation energy from the ether chain is higher (4.32 eV)
compared to the CO desorption activation energy from the carbonyl chain in the first layer
(4.04 eV), so we choose the first layer as the next CO desorption site. The CO in the first layer
desorbs in a similar row-wise order. The etched row reconstructs and form carbon dimers (Fig.
6.13 H-L). The final structure is oxygen-terminated C(100)-(2x 1) surface with half monolayer
coverage. From here on, the oxidative etching of the C(100)-(2x1) surface is expected to

proceed in a similar row-wise etching reaction pathway.

In summary, the steady-state etching simulation reveals another contrasting behavior
between the C(111)-(2x1) and C(100)-(2x1) surfaces. For the C(111)-(2x1) surface, the
adsorption of O2 on the etched surface strains and destabilizes the adjacent carbonyl group,
lowering the CO desorption activation energy. This leads to the formation of islands which
follows a staggered etching order. Fragments of the island may remain as the next batch of
oxygen molecules attacks the sublayer atoms. These lead to the loss of crystallographic order
of the surface atoms and explain the rough surface morphology observed in the experiments.
In contrast, for the C(100)-(2x1) surface, the adsorption of O on the etched surface stabilizes
the structure and does not affect the geometry of the existing carbonyl groups. The row-wise
etching and stable etched surface preserve the crystallographic orientation of the surface atoms

and explain the flat morphology and stable steps observed in the experiment.
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Table 6.2. CO desorption activation and reaction energies from array and isolated carbonyl
pair and diamond island as shown in Fig. 6.10. The CO desorption activation energy and
reaction energy increase when CO is desorbed from the neighboring locations.

CO Desorbed Activation Energy (eV) Reaction Energy (eV)
carbonyl pair*

(a) non-isolated 0.36,2.94 -2.35,1.45

(b) isolated 3.18 3.02

diamond island’
(c) with complete neighbors

C1-01 2.36 0.39
C2-02 2.52 2.52
C3-03 1.81 0.61
C4-04 1.23 0.34
(d) with less neighbors
C1-01 4.23 2.23
C2-02 3.62 2.98
C3-03 2.81 1.84
C4-04 3.22 1.72

*Fig. 10 (a) - (b)
t Fig. 10 (c) - (d)
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CHAPTER 7

ORIGIN OF THE SURFACE FACET DEPENDENCE IN THE THERMAL

DEGRADATION OF THE DIAMOND (111) AND (100) SURFACES

Publication: Enriquez, J.1., Halim, H., Yamasaki, T, Michiuchi, M., Inagaki, K., Geshi, M.,
Hamada, 1., and Morikawa, Y. 2024. Origin of the Surface Facet Dependence in the Thermal
Degradation of the Diamond (111) and (100) Surfaces in Vacuum Investigated by Machine

Learning Molecular Dynamics Simulations. Carbon 226 119223.

https://doi.org/10.1016/j.carbon.2024.119223

Diamond is a thermodynamically unstable form of carbon, and when heated to
sufficiently high temperatures, changes into graphite. This thermal degradation process, which
is commonly referred to as graphitization, typically produces not just crystalline graphite but

also amorphous carbon.

Experiments have shown that the C(111) and C(100) surfaces have different thermal
degradation susceptibilities. Atomistic simulations of graphitization require large system sizes
and long simulation time which are not possible to do with first principles simulations. For this
reason, | employed machine learning molecular dynamics (MLMD) as an alternative method.
In this chapter, I present the results of my simulations and develop a theory on the origins of

the surface facet-dependent diamond surface thermal degradation.
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7.1. Graph Neural Network Interatomic Potential Model for Production Simulations

I constructed a machine learning interatomic potential using the graph neural network
(GNN) model. The GNN interatomic potential used in the production simulations has been
constructed from the database of 6,302 structures, consisting of 452,656 atomic environments
with 6,302 total energy data corresponding to the structures and 1,357,968 force components.
The energy and force root-mean-square errors (RMSE) of the test set are 0.003 eV /atom and
0.085 eV/A, respectively. I performed pre-production validation of the GNN-IP by simulating
the C(111) and C(100) surfaces (Table 7.1) at increasing temperatures, up to 3600 K for the
C(111) and 4400 K for the C(100). Comparison of the DFT and GNN energies and forces are
shown in Figure 7.1. The energy and force RMSEs of the pre-production validation set are
0.005 eV/atom and 0.128 eV/A, respectively. The test and validation RMSEs that we
obtained using GNN method are lower compared with the RMSE of the ML-IP for diamond
and carbon materials constructed using Gaussian approximation potential (GAP) and neuro
evolution potential (NEP) methods (Li and Jiang, 2023; Rowe et al., 2020). The sampled MD
trajectories of the pre-production run have no extrapolated atomic environment feature vector
with respect to the database. Next, we use the GNN-IP model to predict the equilibrium
interatom separation in graphite and diamond crystals. The predicted interatom separation of
both graphite and diamond agrees very well with DFT and experiment (Table 7.2). Finally, we
used the GNN-IP model to calculate the surface energy of the diamond surfaces. The C(100)
surface has higher surface energy compared to the C(111) surface, in good agreement with the

DFT calculation (Table 7.3).
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Table 7.1. Diamond surface models for pre-production validation and production simulations,
showing the simulation box sizes x and y and the number of atoms in each structure.

Type of Surface x (A) y (A) No. of Atoms
Pre-Production Validation
Flat C(111) (4x4) 8.7488 10.1023 208
Flat C(100) (4x4) 10.1023 10.1023 208
Production Simulation
Flat C(111) (8Xx8) 17.4977 20.2046 832
Stepped C(111) / C(665) 24.8761 20.2046 1184
Flat C(100) (8x8) 20.2046 20.2046 832
Stepped C(100) / C(1 1 10) Type A 25.5071 20.2046 1000
Stepped C(100) / C(1 1 10) Type B 25.5071 20.2046 1048
-153.5 20,04
A —~
e oL,
< < 100
> 1540 \<>J/
:>3 g 0.0
5 =
134 %-10.0-
Z O
O
-155.0 ~ : 200 : : : |
11550 -155.0  -1550  -1550 200 -10.0 0.0 100  20.0
DFT Energy (eV/atom) DFT Force (eV/A)

Fig. 7.1. Comparison of the DFT and GNN energies and forces for the pre-production
validation dataset, with energy and force RMSEs of 0.005eV/atom and 0.128 eV/A,

respectively.
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Table 7.2. GNN predicted interatom separation in graphite and diamond crystals compared with
DFT and experiment.

Structure GNN DFT experiment
Graphite 1.425 A 1.424 A 1.419 A (Kittel, 1996)
Diamond 1.544 A 1.546 A (Enriquez et al., 2021)  1.545 A (Shikata et al., 2018)

Table 7.3. GNN predicted diamond surface energies compared with DFT.

DFT DFT
GNN (this study) (Stekolnikov et al., 2002))
3.42 Jim? 4.09 J/m? 4.06 J/m?
CATD-GXD) (1 18 eViatom)  (1.41 eV/atom) (137 eV/atom)
5.07 J/m? 6.05 J/m? 5.71 J/m?
CA00-CX1) 5 00 eViatom)  (2.41 eV/atom) (2.2 eV/atom)

7.2. Model of the Flat and Stepped Diamond (111) and (100) Surfaces for Thermal

Degradation Simulations

The models of the flat and stepped diamond (111) and (100) surfaces for production
simulations (Table 1) are shown in Figure 7.2. The C(100) surface reconstruction by C-atom
dimerization is not a thermally activated process and occurs spontaneously at 0 K (Enriquez et
al., 2024b). For this reason, all simulations of the C(100) surface start with the reconstructed
model . We consider two types of stepped C(100), depending on whether the dimer direction is
normal (Type A) or parallel (Type B) to the step edge. The main difference between these two
stepped surface models is the absence (Type A) or presence (Type B) of dangling bonds on the
second layer of the step edge, similar to the stepped Si(001) models proposed by Chadi (Chadi,
1987). Test calculations show that a slab model thickness of 12 layers is sufficient to describe

the surface reconstruction, bilayer exfoliation and reconstruction, which is the energy
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difference between a C(111) surface and C(111) surface with graphitized top 2 layers, and the
surface energies. Increasing the thickness to 16 layers have negligible effect on these properties
(Table 7.4). All models have 12 C layers, and the bottom are terminated with H atoms. The

bottom 2 layers and the H layer positions are fixed during the simulations.

AP RALP) "‘Q:’: o
e

"y £ 3 3 a ’
RIS ORI, T W a Vg VT gy
l\IV“““".\I\IO\
") ‘avlaavF o\ Vi

)
-y

O .‘?\

) I" A.“.“A {d I ld W ld

Lo Y3 P K P Yy 3

S P o DU YA Y

7 2 "““‘."" W 3

Vgt l.“.“'h (d S id Md
LPX

T34 O L;%
b T pe e T3l SRTE aSead
b4 | pd | pe | pia TR TH 1
< | p< | b | pra S TH PR
b4 L pg | pe I o TRTH & :§
e Ly T pe T34 S TH :{ &
2SS EBXEBL B3 e X
b4 [ pa I pg I ot b
b4 I p2 I P [ P4 S8)aamas “::_
reireipeing B2 8324 P TED
0) Type A

ARG SR GRS e 9 e

— <
R RN 2L — &AA*A%%%*A
T EIT I

1
N ET ]
A' LAt asasawy 1

8 89 3 ToTeTe
"‘j Yy |7 e ars 1
: FOrg t
ad AaLaLasanali 1

1o e e
,,sd TR |
POrR S I
P L AL Al AWy }

Ty L
YH TR )|
: . porg! ‘
Cavd Aot T e tetetes |
z 1 A B or er e 3
t yr"j ___)L,L'_% )
X t”h"{ IR AT Te ety ]

X

(e) Stpped C(100) / C(1 1 10) Type B @ Top-yerC @C O

Fig. 7.2. Flat and stepped C(111) and C(100) surface models used in production simulations.
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Table 7.4. Comparison of relevant surface properties calculated using 12-layer and 16-layer slab
models

Properties (eV/atom) 12 Layers 16 Layers
C(111) Reconstruction Energy -0.756 -0.753
C(111) Bilayer Exfoliation and Reconstruction Energy 0.125 0.131
Surface Energy
C(111) non-reconstructed 2.161 2.159
C(111) 2x1 reconstructed 1.405 1.405
C(100) 2x1 reconstructed 2.410 2.410

7.3. Thermal Degradation of the Flat and Stepped Diamond (111) and (100) Surfaces

I investigated the thermal degradation of the C(111) and C(100) surfaces by performing
MD simulations with constant heating rate of 10 K/ps. I considered both flat and stepped C(111)
and C(100) models (Fig. 7.3). To analyze the results of MD simulations, we monitor the
changes in the number of phase-transformed atoms and their coordination. We define the phase
transformed atoms as the atoms that move at least 0.8 A away from their initial positions. The
cutoff for the calculation of the coordination number is 2.0 A. The simulation is carried out

until about four layers of the surface have been phase transformed or thermally degraded.

I begin with the simulation of the flat C(111) surface (Fig 7.3a). Att =152 ps (T ~ 520K),
a number of atoms start to undergo phase transformation. The number of phase-transformed
atoms is almost unchanged up to t = 260 ps (T ~ 2600K), suggesting that this phase is at least
meta-stable within this temperature range. Upon examination of the snapshot at t = 60 ps, the
phase transformation is characterized by the (2x1) n-bonding reconstruction of the C(111)
surface (Fig. 7.4a). We investigated the temperature dependence of the m-bonding

reconstruction by first performing constant heating rate simulation from 0 K up to a target
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temperature, and then keeping the simulation temperature constant. When the target
temperature is 500 K, the n-bonding reconstruction occurred within 4.5 ps. When the target
temperature is lowered to 400 K and 300 K, the time required to reconstruct increased to 50.0
ps and 68.3 ps, respectively. I also simulated at 280 K for 500 ps but did not observe n-bonding
reconstruction. The results suggest that the C(111) (2x1) m-bonding reconstruction is a
thermally activated process and agrees with earlier theoretical studies using first principles
calculations (Enriquez et al., 2024b; Petrini and Larsson, 2008). The thermal degradation of
the surface occurs from t =285 ps (T ~ 2850K) as shown by the sharp increase of 3-coordinated
phase transformed atoms. The thermal degradation of the C(111) surface occurs through bilayer
exfoliation, which starts with the breaking of bonds between the second- and third-layer C
atoms. This bond breaking mechanism is similar to the cleaving of the C(111) surface which
breaks one bond per atom. When attached to the surface, the top bilayer has a buckled structure
with the characteristic tetrahedral geometry of diamond. After it has been detached, the top
bilayer is exfoliated, and forms corrugated graphene-like sheet where the C atoms are all 3-
cooridnated and form 6-membered rings. The snapshot at t = 292 ps shows a thermally
degraded C(111) surface with two exfoliated bilayers. To estimate the activation energy of the
bilayer exfoliation, we performed static DFT calculations and nudged elastic band reaction path
search (Henkelman et al., 2000). The activation energy is 0.758 eV/atom (2.199 J/m?). Using
the GNN-IP, the calculated energy barrier is 0.717 eV/atom (2.081 J/m?) which shows good

agreement with DFT.

Figure 7.3b shows the results of the simulation of the stepped C(111) surface. The (2x1)
n-bonding reconstruction starts at an earlier timestep of t = 35 ps (T ~ 350K). The completed
reconstruction is shown in the snapshot at t = 50 ps. The n-bonding chain is formed at an angle

of 60° across the steps (Fig. 7.4b). The thermal degradation of the stepped C(111) surface starts
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to occur at an earlier timestep of t = 181 ps (T ~ 1810K) compared with the flat C(111) surface.
This difference is caused by the dangling bonds already present on the second-layer atoms at
the step edges which promotes bilayer exfoliation. The snapshot at t = 201.5 ps shows a
thermally degraded stepped C(111) surface with the top two terraces that have been exfoliated
and have combined into a single 3-coordinated C atom rippled sheet that forms graphene-like
6-membered rings. The remaining terraces contains sections with 2X 1 reconstructed atoms and

partially exfoliated C atom sheets.

Next, I discuss the results of the simulation of the C(100) surface (Fig. 7.3¢). The
thermal degradation of the surface starts at a much later timestep of t = 368 ps (T ~ 3680K)
compared to the C(111) surface. This shows that the C(100) surface has higher thermal
degradation resistance compared to the C(111) surface. As can be seen from the MD snapshots
att =373 ps and t = 382 ps, unlike the C(111) surface, the thermal degradation of the C(100)
surface does not proceed through the exfoliation of the top bilayer. Exfoliation of the top bilayer
of the C(100) surface requires synchronous breaking of two bonds per atom which is a more
stringent requirement compared to the one bond per atom requirement of cleaving the top
bilayer on the C(111) surface. Instead of bilayer exfoliation, the C(100) surface degrades by
breaking bonds between layers and the degradation proceeds through a small cluster of phase
transformed atoms that grows until it covers the entire surface. The thermal degradation causes
the surface to expand, which supports the observation in the laser ablation of diamond
(Komlenok et al., 2011). The phase transformed atoms consist of 2-, 3-, and 4-coordinated C
atoms. Having 2-coordinated carbon chains shows that there are more broken bonds per atom

in the thermal degradation of the C(100) surface compared to the C(111) surface.
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Figures 7.3d and 7.3e show the results of the simulations of the Type A and Type B
stepped C(100) surfaces. The main difference between the two stepped surface models is the
absence or presence of dangling bonds on the second-layer atoms on the step edges. When the
C-dimer bond is normal to the step edge (Type A), there is no dangling bond on the second-
layer atoms at step edge. But when the C-dimer bond is parallel to the step edge (Type B), there
is 1 dangling bond per second-layer atom at the step edge. This leads to the difference in the
thermal degradation mechanism of the two stepped surface models. For the Type A stepped
C(100) surface, the thermal degradation of the surface starts at t = 350 ps (T ~ 3500 K) which
is just slightly lower compared to the flat C(100) surface. Similar to the flat C(100) surface, the
thermal degradation starts with disordered clusters of 2-, 3-, and 4-coordinated phase
transformed C atoms and grows until it covers the step terrace. In contrast, for the Type B
stepped C(100) surface, the thermal degradation of the surface occurs at a much earlier timestep
of t =307 ps (T ~ 3070K). Also, the rate of increase of the phase transitioned atoms is slower
compared to the flat C(100) surface. Moreover, the thermally degraded structure is noticeably
different. The number of thermally degraded atoms with 2-coordination is lesser, while 3-
coordinated atoms with short-range order are observed. Thermal degradation starts with the
formation of cylindrical and dome-like structures at the step edges. The cylindrical structure
consists of 3-coordinated atoms that form 6-membered rings similar to graphene, while the
dome-like structures consist of 3-coordinated atoms that form 5- and 6-membered rings similar
to fullerenes. As thermal degradation progresses, the cylindrical and dome-like structures

combine and become more disordered.

I also perform the same simulations at a faster heating rate of 200 K/ps. The predicted
thermal degradation temperature is higher compared to the ones predicted in the slower heating
rate simulation (Table 7.5). For instance, at slower heating rate of 10 K/ps, the graphitization
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starts at 1810 K for the stepped C(111) surface which is close to the temperatures in the
experiment, in which the graphitization of diamond microcrystals occurs within a few minutes
when heated at 1600°C (1873 K) which starts from the edges and the C(111) facet (Bokhonov
etal., 2021). At faster heating rate of 200 K/ps, the predicted graphitization temperature for the
same surface is higher (2840 K). Next, I calculated the thermal degradation of the flat and
stepped C(111) surface for increasing heating rates and plotted thermal degradation
temperatures (Fig. 7.5). The graph shows that the thermal degradation temperature converges
at 10K/ps. Therefore, while 10 K/ps is still much faster compared to the one used in the
experiment (15 °C/min) (Bokhonov et al., 2021), it is still possible to predict realistic thermal

degradation temperature with this value of heating rate.
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atoms, respectively. Snapshots of the MD simulation at selected timesteps are also shown with
blue, orange, green, and red spheres corresponding to 1-, 2-, 3-, and 4-coordinated phase
transformed atoms, respectively. Grey and white spheres correspond to non-phase transformed

carbon and hydrogen atoms, respectively.

Qc ‘ n-bonded chain C

Fig. 7.4. Snapshots of (2x1) n-bonded reconstruction of the (a) C(111) surface (t=60 ps, T ~
600K) and (b) stepped C(111) surface (t = 50 ps, T ~ 500K). Dark grey spheres correspond to
n-bonded carbon atoms while grey spheres correspond to other carbon atoms. (A color version

of this figure can be viewed online.)
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Table 7.5. Comparison of the thermal degradation temperatures of the diamond surfaces for
slow (10 K/ps) and fast (200 K/ps) heating rates.

thermal degradation temperature (K
structure g P (K)

slower heating rate faster heating rate
C(111) 2850 3240
C(111) stepped 1810 2840
C(100) 3680 4050
Stepped C(100) Type A 3500 3900
Stepped C(100) Type A 3070 3640
——C(111) —— Stepped C(111)
3500
g 3000 \//
% 2500 sl
£ 2000 =t
1500
0 50 100 150 200

Heating Rate (K/ps)

Fig. 7.5. Variation of thermal degradation temperature with heating rate for the flat and

stepped C(111) surfaces.
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7.4. Hybridization of Carbon Atoms on the Thermally Degraded Diamond Surfaces

To gain further insights, I classify the phase transformed atoms of the thermally
degraded surfaces according to their hybridization. The 1- and 2-coordinated atoms are
classified as sp!-hybridized, and the 4-coordinated atoms are classified as sp*>-hybridized. The
3-coordinated atoms can either be sp? hybridized or sp® hybridized with a dangling bond,
depending on the bond lengths and bond angles. To classify the 3-coordinated atoms whether
they have sp? or sp® character, we constructed a neural network binary classifier model with
bond lengths and bond angles as input features. The details of this binary classifier model are
discussed in the methodology section. The classified structures of thermally degraded surfaces
are shown in Figure 6 with the calculated percent composition of each hybridization type for
each structure. In addition, structure analysis using the coordination number is also presented.
While the coordination analysis is a good metric to contrast between the amount of 1-, 2-, and
4-coordinated thermally degraded atoms on the flat and stepped C(111) and C(100) surfaces, it
gives limited insight in differentiating between the type of thermally degraded 3-coordinated

atoms on the surfaces. For this task, the hybridization analysis allows further elucidation.

The exfoliated sheet on the thermally degraded C(111) surface contains sp? and 3-
coordinated sp* hybridized atoms forming 6-membered rings (Fig. 7.6a). The corrugation is
caused by the compressive stress due to the mismatch between the lattice parameter of the
C(111) surface and graphene, which prevents the 3-coordinated sp* atoms to fully flatten and
change into sp? hybridization. In physical systems, the exfoliated sheet will likely become

purely sp-hybridized when the compressive stress is lifted. Similarly, the exfoliated rippled
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sheet and the partially exfoliated sublayer of the stepped C(111) surface contain C atoms in 6-

membered rings with both sp? and sp? character (Fig. 7.6b).

In contrast, the thermally degraded C(100) surface contains sp' hybridized carbon
chains and an amorphous network of sp?-hybridized and 3- and 4-coordinated sp*-hybridized
C atoms (Fig. 7.6¢). In physical systems, the 3-coordinated sp3-hybridized C atoms can either
form bond with other atoms to saturate the dangling bond or flatten to change into sp?
hybridization upon annealing. Also, as argued by O’Bannon et al, the sp!-hybridized carbon
will transform into zigzag chain and combine to form into more stable sp?-hybridized carbon
(O’Bannon et al., 2020). The thermally degraded structure on the Type A stepped C(100)
surface is similar to the flat C(100) surface (Fig. 7.6d). In contrast, the Type B stepped C(100)
surface has noticeably less sp! hybridized carbon chains (Fig. 7.6¢). Also, unlike in the flat and
the Type A stepped C(100) surface, the sp? and 3-coordinated sp? structures on the Type B
stepped C(100) surface have short range order, which form into graphene-like and semi
fullerene-like structures with 5- and 6-membered rings. The 3-coordinated sp-hybridized
carbon atoms in these rings will likely flatten upon annealing. The formation of half fullerene-
like structure supports the experimental observation that fullerene can form during CVD
growth of diamond and that diamond can be formed from fullerene (Brazhkin et al., 1998;

Chow et al., 1995).
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Fig. 7.6. Coordination (left) and hybridization (right) analysis of carbon atoms on the thermally

degraded diamond surfaces. Snapshots of the MD simulation at selected timesteps are shown
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with blue, orange, green, and red spheres corresponding to 1-coordinated, 2-coordinated, 3-
coordinated, and 4-coordinated C atoms (left) and orange, green, blue, and black spheres
corresponding to sp!, sp?, 3-coordinated sp?, or 4-coordinated sp® hybridized C atoms (right).
Grey and white spheres correspond to non-phase transformed diamond and hydrogen atoms.
The percentage composition of each type of coordination and hybridization for each structure

1s calculated.
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CHAPTER 8

SUPPRESSION AND CONTROL OF DIAMOND GRAPHITIZATION AND

LUBRICATION BY DANGLING BOND SATURATION

Graphitization, or more generally thermal degradation, is an undesirable phenomenon
in diamonds. From diamond cutting tools to diamond electronic devices intended for use in
extreme conditions, the suppression of graphitization has been an active area of research. In
Chapter 7, I have shown that the C(111) surfaces are more susceptible to thermal degradation
compared to the C(100) surfaces. The mechanism of the degradation is also different. While
the thermally degraded C(111) surface atoms form graphitic structures through bilayer
exfoliation, the C(100) surface atoms become amorphous. Furthermore, the simulations
indicate that the stepped surfaces are more vulnerable to graphitization when compared to the

flat surfaces due to the presence of dangling bonds at the stepped edges (Enriquez et al., 2024a).

I hypothesize that by fully saturating the dangling bonds of the C(111) surface with
atoms and small molecules such as H, O, and OH, it may be possible to inhibit graphitization
and chemically passivate the surface, thereby reducing diamond chemical wear. Furthermore,
precise control of the graphitization of the C(111) surface can be achieved through partial
surface termination, presenting a promising approach for fabricating graphene-on-diamond
devices. To investigate these hypotheses, I constructed models of C(111) surfaces terminated
by H-, O-, and OH and performed first principles and machine learning molecular dynamics

(MLMD) simulations.
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8.1. Effect of Surface Termination on the Geometry of the C(111) Surface

I performed DFT simulations to optimize the geometries of the pristine and H-, O-, and
OH-terminated C(111) surfaces (Fig. 8.1). The resulting average adsorption energies per
atom/molecule were found to be -3.220 eV, -4.433 eV, and -3.035 eV for the H atom, O atom,
and OH molecule, respectively. These findings indicate that all terminating species effectively

stabilize the C(111) surface.

Moreover, the results show that surface termination significantly influences the inter-
layer distances of the C(111) surface. Notably, the distance between the first- and second-layer
atoms increased, while the distance between the second- and third-layer atoms decreased. Table
8.1 shows that the distance between first-layer atoms (Cri) of the pristine C(111) surface
measures 1.442 A, which is shorter than the C-C distance in bulk diamond (1.546 A) and nearly
equivalent to the C-C distance in graphite (1.424 A). To further analyze the geometry, I define
the tripod angles A:(B, C, D) as the angles formed by the central atom A with the vertices (B,
C, D) of the base of the tetrahedron, namely £BAC, 2CAD, and 2DAB (Fig. 8.2). In the case
of an ideal sp*>-hybridized C atom with perfect tetrahedral geometry, the sum of the tripod
angles is 328.41°. Table 8.1 indicates that the first-layer atoms (Cri) have increased tripod
angles leading to a flattened geometry. These results suggest that the Cpi atoms exhibit an sp?-

hybridized character.

Terminating the surface with H or OH has caused a significant increase in the C1-Cl1
bonds. Additionally, the sums of the tripod angles of the first- and second-layer atoms (Cr1 and

Cr2) have increased, resulting in a less flattened geometry. Similar observations can be made
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regarding the termination of O, albeit with a less pronounced effect. These findings indicate
that the surface termination restores the sp3-character of the Cri and Cr, atoms. The most
significant consequence of these changes is the decrease in the bond distance between the
second- and third-layer atoms, suggesting an increase in bond strength and possibly an

enhancement of graphitization resistance.
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(c) C(111):0 (d) C(111):0H

@Cc UH @O

Fig. 8.1. Optimized geometries of the (a) non-terminated and (b) H-, (¢) O-, and (d) OH-

terminated C(111) surfaces.
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Fig. 8.2. Definition of the three tripod angles of a given central atom.

Table 8.1. Effect of surface termination on the geometry of the C(111) surface

C(111) C(11)H __ C(111).0 __ C(111)*OH

bond length (A)

Cri- Cor 1.442 1.565 1.467 1.593

Cri- Cr2 1.548 1.596 1.536 1.583

Cr2- Cr 1.562 1.595 1.560 1.596

Cr2- Cr3 1.632 1.587 1.617 1.584
tripod angle sum (degree)

Cri:(Crt’, CrL1”’, Cr2) 3534 341.0 351.0 340.3

Cr2:(CL1, Cr2’, Cr2”’) 350.6 340.7 349.0 340.1
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8.2. Graph Neural Network Interatomic Potential for Diamond Surfaces with H, O, and

OH

I constructed a GNN interatomic potential to perform large-scale and long-timescale
simulations of the clean and H-, O-, and OH-terminated C(111) surfaces. The final dataset
contains a total of 16390 structures, of which 90% and 10% have been used for training and
testing, respectively. The dataset contains all the structures used in the construction of
GNN_CH potential discussed in Chapter 7, with the addition of C(111) and C(100) slabs
terminated with H, O, and OH and their interface with Hz, O,, OH, and H>O molecules.
Moreover, a reactive dataset constructed from NEB simulations of the diamond oxidation
discussed in Chapters 5 and 6 has been added. The energy and force RMS errors of the test set
are 3.0 meV/atom and 99.5 meV/A, respectively. Pre-production validation has been performed
by simulating the clean and H-, O-, and O-terminated stepped C(111) surface [C(442)] (Fig.
8.3) at increasing temperatures with a constant heating rate of 10 K/ps up to 2000 K. A total of
400 structures across the temperature range were selected for the validation. The comparison
of DFT and GNN energies and forces are shown in Fig. 8.4. The energy and force RMS errors
of the pre-production validation are 6.4 meV/atom and 86.0 meV/A, respectively, showing
good accuracy. The sampled MD trajectories of the pre-production validation have no
extrapolated atomic environment which guarantees the reliability of the interatomic potential.

From here on, the interatomic potential will be referred to as GNN_CHO.
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(c) C(111):0 L (d) C(111):0H @C UH @0

Fig. 8.3. Pre-production validation dataset includes (a) non-terminated, (b) H-, (c) O-, and (d)

OH-terminated stepped C(111) surfaces [C(442)]
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Fig. 8.4. Comparison of the DFT and GNN energies and forces for the pre-production

validation dataset, with energy and force RMSEs of 6.4 meV/atom and 86.0 eV/A, respectively.
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8.3. Comparison of GNN and ReaxFF Interatomic Potentials in Describing the

Oxidative Etching of Diamond (111) and (100) Surfaces

In this section, I present a comparison of the accuracy of the developed GNN
interatomic potential with the ReaxFF interatomic potential (Srinivasan et al., 2015) in
depicting the oxidative etching reactions on the C(111) and C(100) surfaces. The initial CO
desorption reaction from the oxygen-terminated C(111) surface [C(111)(1X1):Omr] surface is
exothermic, while all subsequent CO desorption reactions are endothermic. Following the
desorption of the first two CO molecules, the geometry of the carbonyl pairs relaxes, revealing
a distinct pattern of high and low activation energies associated with the desorption of the first

and second CO from a carbonyl pair.

Figure 8.5 shows that the GNN interatomic potential can accurately reproduce the DFT
calculated activation and reaction energies with a mean absolute error (MAE) of 0.169 eV.
Conversely, the ReaxFF interatomic potential failed to reproduce the DFT calculated activation
and reaction energies in both qualitative and quantitative terms. Specifically, the desorption
reaction energies of the second half of the carbonyl pair (reactions 4, 6, 8) are all exothermic,
with negative activation energies. The initial states of these reactions are defined by a CO
molecule adsorbed on the m-reconstructed second-layer atoms. The ReaxFF interatomic
potential suggests that this structure is unstable, and that the CO will desorb through a non-
activated reaction. Additionally, when considering the reverse reaction, the ReaxFF interatomic
potential predicts that CO will not adsorb on the m-reconstructed second-layer atoms. The

predicted activation and reaction energies of the ReaxFF interatomic potential exhibit poor
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agreement with DFT, yielding a significantly higher MAE of 2.050 eV compared to the GNN

interatomic potential.

The CO desorption reaction from the oxygen-terminated C(100) surface
[C(100)(1x1):OmL] is characterized by a decrease in activation energies after the initial CO
desorption and the creation of a vacancy site. Figure 8.6 shows that the GNN interatomic
potential can accurately reproduce the DFT calculated activation and reaction energies, with an
MAE of 0.249 eV. The ReaxFF can reproduce the DFT calculations qualitatively, except for
the first CO desorption reaction where the activation energy is lower compared to the second.
However, the predicted activation and reaction energies have a poor agreement with DFT in

general, with a much higher MAE of 0.945 eV compared to the GNN interatomic potential.
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8.4. Effect Of Dangling Bond Saturation in Suppressing the C(111) Graphitization

In this section, I conducted a constant heating rate simulation of the clean and H-, O-,
and OH-terminated stepped C(111) surfaces [C(443] using the GNN_CHO potential. Figure
8.7 shows that at T = 1800 K, the top two bilayers of the clean stepped C(111) surface
underwent partial graphitization. In comparison, graphitization has been suppressed on all the
terminated surfaces. Upon further heating, the step edges of the O- and OH-terminated stepped
C(111) surfaces began to oxidize at T = 2000 K through O-induced C-C bond breaking at the
steps, followed by carbonyl formation and CO and CO> desorption. In contrast, the H-
terminated stepped C(111) surface remains stable and damage-free (Fig. 8.8). These
simulations demonstrate that while O and OH can effectively suppress graphitization, O atoms
will promote surface damage through oxidative etching at high temperatures. Therefore, among
the terminating species considered, the H atom shows the greatest potential in preventing

thermal degradation of the C(111) surface.
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(a) C(111)

(b) C(111):H

(¢) C(111):0

(d) C(111):0H

QC VH @0

Fig. 8.7. Constant heating rate simulation of the (a) clean and (b) H-, (c) O-, and (d) OH-

terminated stepped C(111) surfaces [C(443)].
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Fig. 8.8. Comparison of the (a) H-, (b) O-, and (¢) OH-terminated stepped C(111) surface at T

2000 K.
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8.5. Thermal Degradation of C(111) Surface with Triangular Island and Pit

To further investigate the effect of H termination in graphitization suppression, I
constructed a more physically realistic model of clean and H-terminated C(111) surfaces with
triangular island and pit features. The sides of the triangle are oriented along the {110}
directions. This model reflects the 3-fold symmetry of the C(111) surface observed on the
triangular overgrowth and hollow octahedral faces of diamond microcrystals, as well as in the
etched pits on the C(111) surface oxidized with oxygen and water (Fig. 8.9) (de Theije et al.,

2000; Kvasnytsya, 2021).

The C(111) surface model features an equilateral triangular island and pit, with a side
length of approximately 30 A (Fig. 8.10a). The surface is heated at a constant heating rate up
to T = 1500 K. At 500 K, the terrace adjacent to one of the island's vertices begins to graphitize,
as shown by lighter-colored spheres arranged in 6-member rings (Fig. 8.10b). Complete
graphitization of the island is observed by T = 1500 K (Fig. 8.10d). The edges of the graphitized
island remain attached to the surface through covalent bonds. On the other hand, the surface
atoms on the pit start to reconstruct into n-bonded chains at T = 500 K as shown by lighter-
colored spheres arranged in chains (Fig. 8.10b). Initially, the n-bonded chains run along both
the [101] and the [011] directions. At T = 1000 K, all the n-bonded chains on the pit run
uniformly along the [101] direction (Fig. 8.10c). The simulation shows that the island is more
susceptible to graphitization compared to the pit. This is because the sides of the island
essentially behaved as stepped C(111) models, making them more susceptible to graphitization

due to the dangling bonds at the edges. Furthermore, given that graphitization is facilitated on
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the vertices of the island, it can be deduced that islands with narrow terrace areas will exhibit

greater susceptibility to graphitization compared to those with larger terrace areas.

The simulation also demonstrates the potential for preferential graphitization of
asperities on the C(111) surface. Similar to step edges and island vertices, asperity edges
contain dangling bonds that can facilitate graphitization. This concept can be applied to the
mechanical and chemical refinement of diamond surfaces. By preheating the diamond surface
before polishing, the inter-layer bonding between the asperity atoms can be weakened as they
transition from sp® to sp? hybridization, transforming the inter-layer bonds from covalent to
van der Waals. Consequently, a layer-by-layer material removal mechanism will be facilitated,

leading to an enhancement in surface finish and polishing rate.

Next, [ investigated the effect of H-termination on the C(111) island and pit (Fig. 8.10e).
Fig. 8.10f shows there are no thermally degraded atoms at T = 1500 K, which is strikingly
different from the non-terminated C(111) surface at the same temperature (Figure 8.10d). The
simulation results indicate that saturating the dangling bond is an effective approach to
preventing the thermal wear of diamonds, even on graphitization-prone surface features such
as island vertices and narrow terraces. This effect is observable at temperatures lower than 1500
K, which is below the temperature at which oxidation begins (i.e., 2000 K as discussed in
Section 8.4), implying that graphitization suppression will be equally effective when using O

or OH as terminating species.
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(a) C(111) with overgrowth (b) Hollow C(111) (c) C(111) with pits

Fig. 8.9. SEM images of diamond microcrystals with (a) overgrowth and (b) hollow octahedral

faces and (c) oxidized diamond (111) surface with triangular etched pits.

192



500 K

(b) C(111) Tsland T

=0K

(a) C(111) Island T

q\\.ﬂ\\\o{-
..\ocsc ~

(d) C(111) Island T = 1500 K

() C(111) Island T = 1000 K

1500 K

(f) H-terminated C(111) Island T =

=0K

terminated C(111) Island T

(e)H

ed C(111)

s
=]
E
(]
T
T
e
<
g
(]
p—
(&)
o
=]
G
o
)
L
an
2 N
o (@)
= B
o
g
(6]
2
ch
=
o wn
ml
cmm
o,
mu
2 3
L9
s 8
& <o
g a
S
LS
s =
® 8
@ £
= @



8.6. Preferential Graphitization of Non-Terminated C(111) Surface Atoms

In the previous sections, I have shown that the C(111) surface fully terminated by H-
atoms has a higher resistance to graphitization. In this section, I investigated what will occur

when the C(111) surface is only partially terminated by H atoms.

I constructed a (14x8) supercell model of C(111) surface with partial termination of H
atoms (Fig. 8.11). The simulation is performed in three phases. In the first phase, the surface
was heated up to T = 2400 K. By the end of this phase, the non-terminated part of the C(111)
surface had undergone graphitization, while the terminated parts remained intact, and the H
atoms did not desorb. To investigate further, I employed the nudged elastic band (NEB) method
to calculate the activation energies of the bilayer exfoliation of the C(111) surface and the H»
desorption from non-reconstructed and reconstructed C(111) surfaces (Fig. 8.12). The
activation energies of H» desorption from C(111) surfaces are higher compared to bilayer
exfoliation of the C(111) surface. This result confirms that preferential graphitization of the
non-terminated surface could occur without the desorption of H> from the terminated surfaces

when heated in vacuum conditions.

In the second phase, the surface is simulated at a constant temperature of T = 2400 K
to determine the stability of the partially graphitized surface at this temperature. After 100 ps,
no significant changes in the structure of the C(111) surface are observed. Finally, in the third
phase, an annealing simulation is performed, during which the surface is cooled until it reaches
T =300 K. The graphitized surface remains in its sp? state and does not reattach to the C(111)

surface. Additionally, the bilayer beneath the graphitized atoms undergoes n-bonding
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reconstruction, rendering it non-reactive to the graphene above it. As a result, this structure can

be considered at least metastable at room temperature.

Based on the findings, I propose a novel method for producing graphene-on-diamond
through epitaxial graphene self-assembly on the C(111) surface (Fig. 8.13). The process begins
with the passivation of an atomically flat C(111) surface through exposure to hydrogen plasma.
Subsequently, preferential removal of the H atoms from specific areas can be achieved using a
pulsed laser, a technique already proven effective for graphene (Zhang et al., 2012; Costantini
et al., 2024). Lastly, the material is heated until epitaxial graphene is formed. This proposed
method offers several advantages over current techniques for fabricating graphene-on-diamond
devices. Firstly, the process is significantly simpler as it eliminates the need for a metal catalyst
or pre-fabrication of graphene followed by transfer onto the diamond. Secondly, due to the
covalent bonding of graphene edges into the diamond, the resulting device will exhibit greater
resilience to mechanical and thermal stresses compared to conventional devices where
graphene is simply held on top of the diamond by van der Waals forces. Lastly, the use of the
pulsed laser hydrogen removal technique enables precise control over the dimensions of the
graphene on top of the diamond. Apart from this application, this approach could be employed
in the microfabrication of an all-carbon circuit board, with the diamond surface serving as the

non-conducting area and the epitaxial graphene as the conducting circuit traces.

The self-assembly process of epitaxial graphene on diamond holds significant promise
as it could lead to a shift from silicon-based to carbon-based electronics. Silicon-based
electronic devices are nearing their theoretical and technical constraints, prompting the pursuit

of alternative technologies. Carbon nanotubes, graphene, and diamond-based electronic
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devices have exhibited remarkable performance in comparison to conventional devices
(Avouris, 2002, 2010; Wort and Balmer, 2008). The idea of an all-carbon circuit board further
suggests the possibility of developing devices from a single elemental material (Avouris et al.,

2007; Williams et al., 2021).

Carbon-based electronics offer the potential for not only higher performance but also
increased sustainability, biocompatibility, and environmental safety. These characteristics
make them a promising component for the development of carbon-neutral technologies,

contributing to a more sustainable and eco-friendly future.
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Fig. 8.11. Self-assembly of epitaxial graphene on the partially H-terminated C(111) surface. (a)
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Fig. 8.12. Activation energies of (a) bilayer exfoliation reaction, and H» desorption reactions

from (b) unreconstructed and (c¢) reconstructed C(111) surfaces.

H,
® @

(@) (b) (©)

Fig. 8.13. Proposed method of graphene-on-diamond device fabrication by self-assembly of
epitaxial graphene. (a) From the H-terminated C(111) surface, (b) pulsed laser can be used to
precisely remove hydrogen from selected areas. (c) Heating the material will selectively

graphitize the non-H-terminated parts of the surface.
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8.7. Effect of Dangling Bond Saturation in the Interfacial Interaction of the Diamond

(111) and Nickel (111) Surfaces

Experiments and theoretical calculations indicate that hydrogen termination reduces the
friction force between diamond and diamond-like films (Fontaine et al., 2004; Okubo et al.,
2015). Additionally, studies have demonstrated that vibrational cutting of iron by diamond in
an oxygen atmosphere can reduce the wear of diamond tools (X. Zhang et al., 2019). These
findings suggest that terminating species such as H and O could potentially be utilized to
minimize interfacial interactions and decrease the wear of diamond tools and materials. In this
section, I investigated this phenomenon by simulating the interaction between the C(111)
surface and Ni(111) slab with and without surface terminations. I developed an interface model
of the C(111) and Ni(111) using orthorhombic simulation cells, incorporating 12 and 4 atomic
layers of diamond and nickel, respectively. To determine the optimized geometry of the
interface, 1 systematically calculated the total energies of the structures with the Ni slab
translated on a 10x5-grid that spans along the [121] and [101] directions, at various interfacial
distances. The relaxed geometries and interface distances are shown in Figure 8.14. In addition,

I calculated the interface interaction energy Ej, ., using the equation

_ Esys - (Edia - ENi) 8.1
Einter - N .

where Egy s, Esys, and Eg)¢ are the total energies of the interface, C(111), and Ni(111),
respectively and N is the number of surface atoms. In this formula, a negative energy value

means that the interaction is energetically favorable.
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The C(111)-Ni(111) interface has an equilibrium distance of 1.854 A and an interaction

energy of -2.113 eV. Terminating the dangling bonds increases the equilibrium distances and

reduces the interaction energies (Table 8.2). The highest reduction in interaction energy AE;,;r
is H-termination (0.760 eV), followed by O-termination (0.747 eV) and OH-termination (0.703
eV). Next, I calculated the 2-dimensional potential energy surface of the C(111)-Ni(111)
interface while translating the Ni(111) slab across the C(111) surface without relaxation (Fig.
8.15). Positive values of AE mean a decrease in energetic stability compared to the most
energetically stable interface structure, while high standard deviations mean rough sliding
interaction. The results show that the sliding motion between the C(111) and Ni(111) will result
in AE as high as 0.56 eV with a standard deviation of 0.15 eV. Terminating the dangling bonds
reduces the AE and standard deviation of energy. In particular, H-termination results in an
energetically flat potential energy surface with a maximum AE of only 0.043 eV and a standard
deviation of 0.013 eV. Therefore, sliding Ni(111) across the H-terminated C(111) surface will
not cause significant changes in the interaction energies and the sliding interaction is generally
smooth. A less significant effect can also be observed on the OH-terminated C(111) surface,
while the O-terminated C(111) surface shows the least potential energy smoothing effect. To
investigate further, I performed NEB simulations to calculate the reaction energies of sliding
Ni(111) on the clean and H-terminated C(111) surfaces along the [121] and [101] directions
(Fig. 8.16). The NEB simulation allows the relaxation of interface atoms, providing a more
accurate description of the interfacial energies during sliding. The simulations show that the
activation energies of the sliding reaction of Ni(111) on clean C(111) along the [121] and [101]
directions are 0.479 and 0.489 eV, respectively. This is reduced to 0.032 eV and 0.025 eV,
respectively, when Ni(111) slides on the H-terminated C(111) surface. These results suggest
that the H-termination of the C(111) surface presents a promising approach in diamond-metal

lubrication.
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Fig. 8.14. Optimized geometries of the (a) clean, (b) H-, (¢) O-, and (d) OH-terminated C(111)-

Ni(111) interface.

Table 8.2. Effect of Surface Termination on the Interface Distance d;,t., and Energy
Eipter of the C(111)-Ni(111) Interface

Interface Model Ainter (A) Adipier (A)  Epprer(eViatom) AE;,..r(eV/atom)
C(111)-Ni 1.854 1.057
C(111):H-Ni 2.079 0.225 0.297 0.760
C(111):0-Ni 2.099 0.246 0.310 0.747
C(111):0H-Ni 2.185 0.331 0.354 0.703
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Fig. 8.15. Optimized geometries of the (a) clean, (b) H-, (¢) O-, and (d) OH-terminated C(111)-

Ni(111) interface with the 2-dimensional potential energy surfaces.
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Fig. 8.16. Reaction path of Ni(111) sliding on the clean and H-terminated C(111) surfaces along

the (a) [121] and (b) [101] directions.
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CHAPTER 9

SUMMARY, CONCLUSIONS, FUTURE WORKS, AND RECOMMENDATIONS

9.1. Summary

Diamond materials possess a unique combination of mechanical, electronic, thermal,
and quantum properties, making them suitable for several conventional and advanced
technologies. Oxidation and thermal degradation are two fundamental reactions used for
etching, modifying, shaping, and forming diamond surfaces. The presence of surface dangling
bonds significantly influences the stability and chemical reactivity of diamond surfaces. By
employing density functional theory and machine learning molecular dynamics simulations, I
have gained an atomic-level understanding that I used to address fundamental questions about
diamond surfaces and develop innovative methods and solutions for the technological

applications of diamond materials.

9.1.1. On the Oxidative Etching Mechanism of the Diamond (100) Surface

I investigated the oxidation process of the C(100) surface, starting from the adsorption of
O: to the etching of the first layer atoms and subsequent surface stabilization using reaction
path calculations, vibrational mode analysis, and electronic analysis. The following are the

critical points of this chapter:
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The bridge site adsorption is the most energetically stable O adsorption configuration
on an ideal surface. However, on surfaces with defects such as vacancies and steps, the
bridge site adsorption is only metastable, and the top site adsorption becomes the most
energetically stable. This phenomenon accounts for the presence of both carbonyl and
ether groups in experimental observations. By applying this principle, the quality of a
C(100) surface can be assessed based on the ratio of these functional groups. A higher

ether-to-carbonyl ratio suggests a more atomically flat surface.

The thermal desorption spectra from the oxidative etching of the C(100) surface exhibit
significant width. This is attributable to the wide range of CO desorption activation
energies. In the presence of an ideal row of ether, the initial CO desorption activation
energy is notably high. However, forming a point defect serving as a nucleation site

reduces the activation energy for successive etching along the [011] direction.

The experimentally observed shallow stepped surface morphology of oxidized C(100)
surface can be explained by the stabilization of steps through dimerization and O
adsorption. Because of this, atoms on steps can practically obtain the same stability as

the terrace atoms.
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9.1.2. On the Origin of the Surface Facet Dependence in the Oxidative Etching of the

Diamond (111) and (100) Surfaces

I extended my study of the oxidative etching mechanism to include the C(111) surface.
While the C(100) surface is currently the most used surface facet in advanced technologies, the
C(111) surface has unique properties that could be useful in other applications. Understanding
the difference in the oxidative etching mechanism of these two surfaces will directly impact
the CVD growth and diamond device fabrication methods. The key results of this chapter are

as follows:

1. The C(111) surface exhibits lower chemical reactivity towards oxygen than the C(100)
surface. Triplet O, interaction with the C(111) surface is repulsive, whereas the
interaction is attractive on the C(100) surface. The molecular and dissociative

adsorption energies on the C(111) surface are lower than the C(100) surface.

2. As the C(111) surface is oxidized, carbonyl groups are formed with the C=0O bonding
with atoms on different layers. This causes the carbonyl orientation to be inclined,
which causes high steric repulsion. Consequently, when a neighboring atom is removed
through CO desorption, the remaining atoms in the vicinity stabilize. This leads to the
surface being etched in a staggered order, resulting in a rough oxidized surface
morphology. In contrast, the C=0O of the carbonyl on the C(100) surface remains
upright, causing less steric repulsion and leading to improved energetic stability,

particularly at monolayer coverage.
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9.1.3. On the Origin of the Surface Facet Dependence in the Thermal Degradation of the

Diamond (111) and (100) Surfaces

Along with oxidation, thermal degradation or graphitization is a fundamental reaction
on diamond tools and devices. Graphitization is generally undesirable; hence, graphitization
suppression is an active area of research. In this chapter, I investigated the atomic-level
mechanism of the thermal degradation of the C(111) and C(100) surfaces. The following are

the highlights of this chapter:

1. The C(111) surface is more susceptible to thermal degradation compared to the C(100)
surface. This is because only one bond per atom needs to be broken to exfoliate a bilayer
from the C(111) surface. In contrast, the same process requires breaking two bonds per
atom for the C(100) surface. For this reason, the C(100) surface thermally degrades at

a higher temperature.

2. The stepped surfaces are more susceptible to thermal degradation compared to flat
surfaces. This is caused by the dangling bonds at the step edges, which facilitate sp-

sp® rehybridization.

3. The C(111) surface thermally degrades by bilayer exfoliation and formation of
graphene. In contrast, the C(100) surface thermally degrades by forming amorphous

carbon and carbon chain structures.
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9.1.4. On the Suppression and Control of Diamond Graphitization and Lubrication by

Dangling Bond Saturation

In the preceding chapters, I have studied the oxidation and thermal degradation

properties of diamond surfaces and developed fundamental theories that elucidate experimental

observations. I have applied these theories in this chapter to propose novel solutions to essential

issues in diamond technologies. The main results are as follows:

1.

Dangling bond saturation using H atoms will improve the graphitization resistance of
the C(111) surface, including surface features such as step edges, narrow terraces, and
asperities. Termination by O and OH could also improve the graphitization resistance,

but it will degrade the surface through oxidation at higher temperatures.

Heating the C(111) surface before polishing can preferentially graphitize islands and
asperities, weakening interlayer bonds. This practical approach could significantly

enhance the polishing effectiveness and efficiency.

When a C(111) surface is partially terminated with H atoms, heating the surface will
selectively graphitize the areas without H-termination. This innovative strategy can be
used to epitaxially grow graphene directly on the C(111) surface without catalysts,

opening up exciting possibilities for developing all-carbon devices.

Dangling bond saturation also chemically passivates the C(111) surface, as shown in

the diamond-nickel interface interaction energy reduction. In addition, it smoothens the
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potential energy of the sliding motion between the diamond and nickel. Therefore,

surface termination is a good strategy for lubricating diamonds sliding on metals.

9.2. Conclusions

The surface facet dependence in diamond oxidation and thermal degradation is an
intrinsic property resulting from the difference in the number of surface dangling bonds, the
orientation of surface functional groups, and the number of interlayer bonds. This property's
electronic and atomic-level mechanisms have been elucidated, leading to insights applicable to
diamond etching, polishing, and device fabrication. Terminating the C(111) surface with H, O,
and OH is an effective approach for inhibiting graphitization and reducing interaction energy
at the C(111)-Ni(111) interface. Partially saturating the surface dangling bonds will
preferentially graphitize the C(111) surface. Based on this principle, a novel design concept of
epitaxial graphene self-assembly for graphene-on-diamond devices and all-carbon circuit
boards has been proposed. This opens a new paradigm in diamond device design and
fabrication, accelerating the industrialization and widespread use of next-generation diamond

technologies.

9.3. Future Works

I intend to pursue two other studies that will expand the discoveries and conclusions of
this work and significantly impact the diamond device and diamond tool industry. First, since

I discovered a fundamental difference between the oxidation of the C(111) and C(100) surfaces,
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a natural extension of this work is to predict the distinct vibrational modes of surface species
and compare them with experiments. This will allow for the surface chemistry and electrical
characteristics to be precisely adjusted to meet the demands of the particular technology,
thereby revolutionizing the way we design and optimize materials. I will use machine learning
molecular dynamics to perform large-scale simulations necessary for the realistic modeling of
etched surface morphologies, defects, and reconstructions. Second, I also discovered that
surface passivation, especially by H atoms, shows good promise in lubricating the diamond-
metal interface. To further evaluate its applicability in actual experiments and industrial
conditions, finite temperature and pressure simulations must be performed, potentially leading

to the development of more efficient and sustainable industrial processes.

In the near future, I am particularly excited about studying diamond growth and
nanodiamond applications in biotechnology. These research areas are relatively unexplored and
hold immense potential for groundbreaking discoveries and applications. In particular,
experiments reveal that creating a diamond with the (111) surface facet using CVD is
substantially more difficult than creating a diamond with the (100) facet. First-principles
simulation of CH4 and CHj3 reactions on the C(111) and C(100) surfaces will aid in elucidating
the origins of surface facet dependence in diamond growth, potentially leading to the
development of a more successful technique of synthesizing the C(111) surface. Furthermore,
nanodiamonds have become a powerful tool in targeted drug delivery and medical quantum
sensing because their unique fluorescent property enables precise monitoring of their position
even when inside human cells. Studying the oxidation and thermal degradation of
nanodiamonds and their interaction with organic compounds and proteins using first principles
and machine learning molecular dynamics has the potential to accelerate the development of
these technologies.
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9.4. Recommendations

I conclude this paper with two recommendations for experimental scientists and
engineers. Firstly, this study has highlighted potential methods to enhance diamond polishing
and diamond-metal lubrication through controlled graphitization and surface passivation. I
encourage researchers with access to relevant equipment to validate this study's findings
through experimentation. Whether confirming or contradictory, the results of these experiments
will aid theoretical and computational materials scientists in refining the modeling of the
diamond surface and interfaces. Secondly, this study presents a groundbreaking approach to
growing graphene directly on the C(111) surface. To achieve this precisely, a laser-driven
hydrogen desorption technique for diamonds must be developed. Although designing and
constructing the required equipment and optimizing experimental conditions will demand
considerable effort, I want to highlight that the potential benefits far exceed the associated
costs. This novel graphene-on-diamond fabrication approach could profoundly impact the
transition from silicon to carbon-based electronics and play a pivotal role in sustainability and

carbon neutrality.
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APPENDIX

Al. Convergence Test of Adsorption Energy for Slab Thickness

The adsorption energies for various configurations have been calculated for 8, 12, 16, and
20-layer slab models. The adsorption energy on 8-layer slab model is converged to within
~1073eV for O, molecule adsorption on reconstructed C(100) surface adsorption (Fig. S1 and

S2) and to within ~10~2eV for monolayer O atom adsorption (Fig. S3 and S4).

Table Al. O, molecular adsorption energies on clean
C(100)-(2x1) for slab models with various thickness

Adsorption Absol}lte Difference
Slab Model Energy (eV) Relative to 8 Layer
Slab (eV)
8 Layers -2.668 0.000
12 Layers -2.669 0.001
16 Layers -2.663 0.005
20 Layers -2.665 0.003
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Table A2. O, metastable adsorption energies on clean
C(100)-(2x1) for slab models with various thickness

Adsorption Absol}lte Difference
Slab Model Energy (eV) Relative to 8 Layer
Slab (eV)
8 Layers -0.779 0.000
12 Layers -0.785 0.006
16 Layers -0.778 0.001
20 Layers -0.783 0.004

Table A3. Adsorption Energy per O atom on C(100)-
(1X1):0Ox0p for slab models with various thickness

Adsorption Absol}lte Difference
Slab Model Energy (eV) Relative to 8 Layer
Slab (eV)
8 Layers -4.490 0.000
12 Layers -4.512 0.022
16 Layers -4.526 0.036
20 Layers -4.550 0.060

Table A4. Adsorption Energy per O atom on C(100)-
(1X1):Opridge for slab models with various thickness

Adsorption Absol}lte Difference
Slab Model Energy (eV) Relative to 8 Layer
Slab (eV)
8 Layers -5.238 0.000
12 Layers -5.261 0.023
16 Layers -5.269 0.030
20 Layers -5.281 0.043
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A2. Band Structure Calculations for Different Slab Thickness

The band structures for clean C(100)-(2%x 1) and C(100)-(1x1) with monolayer O on top

and bridge sites were calculated using 8, 12, 16, and 20-layer model slabs. A thicker 20-layer

slab is necessary to properly describe the energy bands.

=
A

Energy (eV)

A \
-, ¥ AT
rx sy r s rx s r s
12 Layers 16 Layers
C(100)-(2x1)

Energy (eV)

o

TX SY I Ssrx sy r srx sy T S
8 Layers 12 Layers 16 Layers

C(100)-(1x1):0,

top

Energy (eV)

8 Layers 12 Layers 16 Layers
C(l 00)'( 1x 1):Obridgc

20 Layers

Fig. A1l. Band structures of the clean C(100)-(2x1) surface and oxygenated C(100)-(1x1):Oop

and C(100)-(1x1):Ovrigge surfaces for 8, 12, 16, and 20-layer slab models. The Fermi level is set

to zero eV.
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A3. CO Desorption Reaction from Flat and Etched Diamond Surfaces on Various Sites

For every surface model presented in Chapter 6, we considered several CO desorption
sites and presented the reactions with the lowest activation energy in the main text. All the CO

desorption reaction sites considered in this study are presented in this supplementary document.

(2.55)
3.10 341
3.10) 3.64 as

2nd CO desorption 3rd CO desorption 4th CO desorption 3rd CO desorption 4th CO desorption
alternate path alternate path

@C Ist Layer ©C @O

Fig. A2. Alternate reaction path to CO desorption reactions D to F described in Figure 6.9.
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@C Ist Layer ©C @O

Activation Energy Reaction Energy

(eV) (eV)
A 1.96 1.07
B 3.39 0.37
C 3.38 1.08
D 3.19 0.69
E 2.11 0.57
F 2.42 1.46

Fig. A3. CO desorption activation energies and reaction energies from various locations on

the C(111)-(1x1):0 surface with 1 CO desorbed (Fig. 6.9 C).

[111]

[101] o)

@C Ist Layer ©C @O

Activation Energy Reaction Energy

(eV) (eV)
A 0.64 0.70
B 323 1.52

Fig. A4. CO desorption activation energies and reaction energies from various locations on

the C(111)-(1x1):0 surface with 4 CO desorbed and 2 O; adsorbed (Fig. 6.12 H).
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111]

[T(JI]J

@C Ist Layer ©C @O

Activation Energy Reaction Energy

(eV) (eV)
A 2.83 2.86
B 3.14 2.73
C 3.07 3.00

Fig. AS. CO desorption activation energies and reaction energies from various locations on

the C(111)-(1x1):0 surface with 5 CO desorbed and 2 O; adsorbed (Fig. 6.12 J).

[111]

[To1] J

@C Ist Layer @C @O

Activation Energy Reaction Energy

(eV) (eV)
A 2.53 2.52
B 2.37 0.39
C 1.81 0.61
D 1.23 0.34

Fig. A6. CO desorption activation energies and reaction energies from various locations on

the C(111)-(1x1):0 surface with 6 CO desorbed and 3 O; adsorbed (Fig. 6.12 K).
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@C Ist Layer ©C @O

Activation Energy Reaction Energy

(eV) (eV)
A 2.33 2.22
B 3.40 2.89
C 2.99 0.16
D 1.86 0.35
E 4.29 2.01
F 2.79 2.01
G 3.30 1.62

Fig. A7. CO desorption activation energies and reaction energies from various locations on

the C(111)-(1x1):0 surface with 7 CO desorbed and 3 O; adsorbed (Fig. 6.12 L).

(111]

[Tm o)

@C Ist Layer ©C @O

Activation Energy Reaction Energy

(eV) (eV)
A 3.06 2.81
B 3.62 2.98
C 3.43 3.37
D 4.22 2.24
E 2.81 1.87
F 3.22 1.73

Fig. A8. CO desorption activation energies and reaction energies from various locations on

the C(111)-(1x1):0 surface with 8 CO desorbed and 3 O; adsorbed (Fig. 6.12 M).
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[1111]J

@C Ist Layer ©C @O

Activation Energy Reaction Energy

(eV) (eV)
A 4.04 2.34
B 4.32 3.01

Fig. A9. CO desorption activation energies and reaction energies from various locations on

the C(100)-(1x1):0 surface with 4 CO desorbed and 2 O, adsorbed (Fig. 6.13 H).

A4. Learning Database of the Graph Neural Network Interatomic Potential

The database of structures and target energies and forces used in training the graph
neural network interatomic potential is shown in this section. We consider 10 equilibrium
structure models shown in Fig. A10. For each equilibrium structure, additional structures were
generated by randomization of atomic coordinates and annealing at various temperatures. The
total number of energy data and force components per structure model is shown in Table AS.

The details of the database construction method are discussed in the main text.
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(a) bulk diamond (b) graphite (c) graphene

7 EE
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O U 0 VU vV v VU VU LUV v

(d) C(111)-(4x1) (e) C(111)-(6x6) (f) Steped C(111) / C(443) (2) C(100)-(4x1)

=3

(h) C(100)-(6x6) (i) Stpped C(100) / C(1 1 10) Type A (i) Stpped C(100) / C( ) Type B

Qc o

Fig. A10. Equilibrium structures used in training the GNN interatomic potential. Additional
structures were generated by randomization of the atomic coordinates and annealing of the

structures at various temperatures.

Table AS. Database of structures and target energies and forces used in training the GNN
interatomic potential. Each structure sample contains a total energy data and each atom on
the structure contains force components along x, y, and z directions.

No. of Atoms per  No. of Samples / No. of Force
Structure Model
Structure Energy Data Components
(a) Bulk Diamond 512 20 30720
(b) Graphite 512 10 15360
(c) Graphene 128 10 3840
(d) C(111)-(4x1) 52 3000 468000
(e) C(111)-(6x 6) 468 54 75816
(f) Stepped C(111) 468 40 56160
(g) C(100)-(4x1) 52 3000 468000
(h) C(100)-(6x 6) 468 133 186732
(1) Stepped C(100) Type A 500 25 37500
(j) Stepped C(100) Type B 528 10 15840
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