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Abstract of Thesis

With the emergence of the IoT, devices are generating massive data streams. Running big data processing
algorithms, e.g., machine learning, on edge devices poses substantial technical challenges due to
limited device resources. Compared to the sophisticated machine learning method, the high—-dimensional
computing paradigm are considered as promising alternative in terms of energy efficiency and robustness.
As a novel computing paradigm, how to reduce the hardware cost while maintaining sufficient accuracy
performance is still an open problems. The goal of this thesis is thus to provide the strategies to
design an energy efficient high—-dimensional computing paradigm on edge devices.

In Chapter 3, we discussed the reservoir computing (RC) systems, which is one of the typical high—
dimensional computing paradigms. Suffered from the huge memory usage and expensive arithmetic
operations, there was still gap between the RC concept to practical implementation. Therefore, this
thesis propose a novel RC architecture EnsembleBloomCA, which utilizes cellular automata (CA) and an
ensemble Bloom filter to organize an RC system. By adopting CA as the reservoir, it can be implemented
using only binary operations and is thus energy efficient. The rich pattern dynamics created by CA can
provide more features for the classifier. Applying the ensemble Bloom filters as the classifier, the
features provided by the reservoir can be effectively memorized. The novel RC architecture successfully
eliminates all floating-point calculation and integer multiplication. Our experiment result demonstrated
that 43x and 8.5x reduction is achieved in terms of memory usage and power consumption, while the
accuracy performance is maintained.

Although the extreme energy efficiency is achieved with novel RC architecture, the high—-dimensional
computing are also expected to achieve competitive accuracy. In Chapter 4, we found similar issues
should be tackled in hyper—-dimensional computing (HDC), which are also considered high—dimensional
computing paradigm. To alleviate the huge memory cost during encoding, we propose a novel HDC
architecture StrideHD that utilizes the window striding in image classification. It encodes data points
to distributed binary hypervectors and eliminates the expensive CiM and iM, which significantly reduces
the hardware cost. For the accuracy improvement, we provide the iterative learning mode for the proposed
architecture. It also enables HDC systems to be trained and tested using binary hypervectors and
achieves very competitive accuracy. The experiment shows that the proposed HDC model achieves extreme
memory efficiency (27.6x) with acceptable accuracy under the single—pass mode, while its iterative mode
provides competitive performance (11.33% accuracy improvement) and keeping the memory efficiency (8. 7x
improvement). The iterative retraining can be accomplished within fewer iterations compared to the
baseline HDC works.

Besides the trade—off between accuracy and hardware resource, the robustness issue are also arousing the
attention of circuit designers. Scaling down the supply voltage is a promising way to reduce the energy
consumption, while the aggressive voltage scaling will pose designers several problems such as the
performance variation and functional failures. It is a potential solution to tolerate the functional
failures by the superior robustness of the high—-dimensional computing. Therefore, we introduces the
concept of margin enhancement for model retraining and utilizes noise injection to improve the
robustness in the proposed HDC framework DependableHD. We additionally propose the dimension—swapping
technique, which aims at handling the stuck—at errors induced by aggressive voltage scaling. The
experiment shows that under 8% memory stuck-at error, the proposed method exhibits a 2.42% accuracy loss
on average, which achieves a 14. 1x robustness improvement compared to the baseline HDC. The work also
supports the systems to reduce the supply voltage from 430mV to 340mV for both iM and AM, which provides
a 41.8% energy consumption reduction while maintaining competitive accuracy
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