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情報理論と言語学CIJ

「情報量」と文の種類

森塚文雄

1 まえがき 敗戦直後の虚脱と廃虚から僅か8分の 1世紀足らずたしてフ

ェニックスのように立ち直り， GNP自由世界第 2位の経済大国として，今やそ

の＂集中豪雨的輪出攻勢”たよって米固および EC諸固の経済に深刻な脅威を与

えるに至った，わか国経済力のあざやかな＂変身”ぶりは、正に今世紀の一大奇

蹟である。「東海道メガロボリス」の象徴する人口の急激な都市集中，矢つぎ早

ゃに更新された超巨大クンカーの屯数記録，新幹線とATCさらにリニアーモー

クーカーの開発， ディ・ジクル電子計箕機の高速大容賛化と急激な弩及，衣料生活

に革命をもたらした石油化学工業 ＂交通戦争”と＂大気汚染”の元兇モークリ

ゼージョン，テレピと電話の電撃的普及，原子力平和利用の旗がしら原子力発電

所等々 。

わが国における叙上の経済界の超高度成長―ーもっとも数年前の＂石油ツョッ

ク”の痛手をうけて＂減速低成長経済”へと軌道修正を余儀なくされはしたが一

ーと並行して，戟（ばん）近のわが固を象徴するものは＂情報革命の時代”である

と申して差支えないであろう。「情報産業」「情報科学」「情報社会」「情報ツ

ステム」「惰報センクー」「情報机理」など，現代はまさ陀＂情報氾濫の時代”

と呼ふt：ふさわしく，情報に関する記事が新聞， ラジオ，テレビなどマス・メデ

ィアを賑わさない日はただの一日も無いと言っても決して過言ではない。戦後の

高度成長時代は，未開の新しい科学技術の分野の急速かつ総合的開発を要請し，

またその成果が社会と経済の発展を促し， これがまた更に進んだ科学的技術の研

究開発投資を誘導するといっfてフィート•バック (Feedback) 一循環ー

が行われている。このフィード・バックまたは循環を形づくる連鎖が，通信と情

報と制御であって， この意味からも現代を＂情報社会時代”もしくは＂情報革命
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時代”と呼ぶことができよう。

およそ10万年以前と推測されている言語の形成は，事実上Homosap i ens 

の出現を意味するものであって，じらい言語は人類文化の主要な貯蔵手段として

また人間相互の華本的な連絡手段として役立ってきた，即ち人類社会内における

最も重要な情報の保存ならびに伝達の手段であったという点を考慮に入れれば，

われわれ言語学を志す者にとって近代情報理論についての一応の関心は不可欠で

あろうと思われる。けだし， 「情報局」「情報屋」など芳しくない語感を帯びて

用いられた戦前の＂情報”とは全く異なって，現代の叶青報＂には新しい普逼的

総合的な概念が包蔵されていて， この新しい学問の分野が「情報理論」であり，

「サイバネティックス」であるからである。

本稿では，情報理論に関するいくつかの基本的概念について概略的説明を行な

ぃ， とくに「情報量」の見地から英文の分類について私見を加えたいと思う。

2 サイパネティックスと情報理論 最近わが国の数学者，工学者，心理学

者，医学者，社会学者などの間で，サイバネティックス (Cybernetics)と

いう言葉が話題に上ぽっているが， この語は「舵手戸を意味するギリジア語の

Kuf:J汀吋'TTj G (=Kube r net e s)に由来するもので，創始者である米国の

数学者 Nober t W i en e r (1894 -1964)がその名著 Cybernetics

(1948,'61) の副題として「動物および機械における制御 (Control)と通信

R (Communication)」 と定義づけている通り，機械，生物体および人間社

会における情報の生成，伝達，改造，蓄積，利用等た関する一般原理を取り扱う

学問である。 1919年以降 MITのWiener教授の周囲には多数の神経生理学

者，通信工学者，計算機研究者が群がっていて， 自動機械，生物あるいは社会の

如く従来は全く無緑のものとして別々の立場からのみ研究されていたものも，そ

れらの制御機構の基本原理はフィード・バックとか通信などの共通の概念と方法

とlて基づいて統一的に記述説明が可能であるという確信のもとに新しい境界領

城の学問分野に探求の斧を入れた。情報理論 (Informa t i on theory) 

は， このサイバネティックスの立場に立って，電信，電話， ラジオのような狭義

の通信のみならず，機械や動物の制御機構のなかで本質的に重要な役割を演じて
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いる広義の通信という問題を研究しようとするもので，最近では数学、工学，医

学，心理学から更に社会学、言語学などに至るまで広く各分野の専門家の均しく

”③ 注目する＂稔り豊かな発展の見込みのある 総合科学の有力な一爽を担おうと

している。そもそも情報理論は， 19世紀中葉，英語のアルファペットの26文字の

使用頻度を考慮してモー）Vス符号の商略化・能率化を計った英国のLordKelvin 

④ (1824 -19 fJ7) をもって塙矢（こうし）とすると言われる が， 20世紀陀入って先ず

ベル研究所の J.R.CarsonとH.Nyqu is tの周波数帯城幅に関する別別の

新しい研究（それぞれ '22年， '24年）があり，次いで H.O.Hartley は

Nyquistらの研究の成果を一般化した。 Hartleyは，後述するよう VLK種

類の符号をもつ符号系でN個の符号を並べてつくる系列はKN通りが可能であり，

このような系列の 1つを受信したときの情報量(Amount of information) 

は，この対数 H=Nl ogK ととること陀より， もっとも合理的に定義できるこ

とを示した。第 2次大戦から戦後にかけて数学者や物理学者が電気通信技術者と

協力して電子工学を中心とする新しい研究に当たった結果，通信の本質を情報伝

送形式の広い立場から究明しようとする気運が生じ，又通信を妨害する雑音

(Noise)に関する統計数学的な解析の発達により，雑音が情報伝送匠おいて演ずる

本質的な役割が理解され，情報理論は雑音をも考慮陀入れて，統計数学的に処理

されるべしとする認識が生まれた。この間 E.H.Armstrongの発明になる周

波数変調 (FM)と並行するバルス技術， とりわけ雑音の妨害排除に絶大の効果

をもつパルス符号変調 (PCM)の急速な発達が見られた。戦後 ('45~'48)に入

って， E.W.Riceはランダム雑音(Randomnoise)の確率統計論的な研

究を行ない，次いで前述のWienerや Harvard大学の生物学者Rosenblueth

らか協力して現代の諸科学の中から通信と自動制御を根底とする分野を総合して

新しい学問体系を樹立しようと意図してこれをサイバネティックスと名づけたが，

'48年ベル研究所のC.E. Shannon (1916- ）がその有名な論文「通信の数

⑤ 
学的理論」 によって現在の情報理論の基礎を確立した。 彼は HartI eyの

定義した情報量を確立過程論を導入して広い立場で定萎し，また雑音の重要性を

考慮陀入れて情報とその通信路たよる伝送の本筋を捉えた理論を展開し，情報量
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として後述のエントロピー (Entropy)とか，通信路の通信容量という新しい

概念を導入したが， Shannonの画期的な業績によって情報理論は急速に新た

な展開を見，今日では単に情報理論といえば普通 Shannonの理論を指してい

ると見て差支えない。

5 情報理論の諸概念 情報理論では，それが常に電気通信技術と緊密な関

係を保ちつつ発展したために、通信工学固有の用語を，本来の意味よりも遥かた

拡大して用いている。およそ情報の伝達には，情報ないし通報(Message)の

発生派があってこれを情報源 (Informa t i on sour c e)と呼び，これから

発生する情報は送信機(Transmitter)に入って電気信号に変換ないし符号

化(Coding)され，その符号化された情報つまり信号（Signal)は種々の情

報路（通信路 (Channel)）を媒体として受信機(Receiver)VC入り， こ

こでもとの通報に復元化(Decoding)されて受報者(Receiver;Des-

tinator)に伝わる。一般に通信路には伝送過程において妨害効果を生み出し

送受信信号の間に誤差を起こす雑音 (Noise) が作用するが， この雑音の有無

によって通信路を雑音のある通信路(Noisy channel) と雑音のない通信

路(Noi s e 1 e s s c h.a n n e I)とに分ける。受信機では，なるぺ＜雑音に起因

する誤差を除くようたして通報に復元し，これが受信目的（Des t i n a t i on) 

にわだされる。最後に信号たは，電信のごとき離散的(Discrete)なものと，

電話のごとき連続的(Continuous)なものとがある。一般に通信系は下図の

ようにモデル化することができる。

図1

堕回団戸戸嘔亘戸戸亘可冒

｀ 
含わめて大まかな言い方をすれば情報源は，たとえば自然語の 1つの文字や

記号の集合Xとそれた附随した確率分布 (Probab i I i t y dist r i but ion) 

Prの対によって表わすことができ， Xが有限のときは離散的，無限（連続）の
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ときは連続的，な情報源という。この情報源とともに情報理論の基本的な概念で

ある情報路は，送信信号の集合Xと受信信号の集合Yの間に aEX→bEYなる

写像(Mapping)あるいは対応(Correspondence)をつくりだす機構で

あって，それはX,Yとその間を結ぷ推移確率(Transitionprobabil-

i t y ) Vxの3要素によって特徴づけられ， (X, Vx, Y)で表わされること

がある。

情報理論には以上の外， 2進信号の情報の最小単位としてピット (Bit)が，

また情報の欠如の程度を表わす量としてのエントロビー(Entropy)や，所与

の情報源がどれだけ無駄なものを含むかの度合いを示す冗長度(Redundancy)

などの重要な概念があるが， これらたついては次節でやや詳細に述べることとし

た。

4 情報量，ェントロピーと冗長度 情報量は情報理論のもたらした数学的

成果のうち，•最も重要な概念であって， 1928年Hartleyfl'.:よってはじめて提

案されたもので，ごく乎易な表現法を用いれば，情報とは同等な可能性をもつ幾

つかの事柄の中から特定の 1つを指定することであり，情報の量とは，その情報

を得た人にとっての内容の豊富さのことである。同一の情報でも，過去の事柄を

数多く知っている人よりも全く知らない人の方が受ける情報の擾が多いことは

容易たうなずける。英文の通報でQという文字の次陀Uという文字が来るという

情報の量はゼロに近く， inの次に theがつづくという情報の量は atの次に

theが来るという情報の量より釜かlて小さいであろう。下図のような 4階建16

図2 西 東 室のアパートに住む知人を訪

1 8 

， 
5 

入口I 1 
ロ

14 

2
 

5

ーー―
7
-
8

1

1

 

6

了一
8
-
4

1

1

 

問する人が，入口の管理人か

ら知人の部屋は「10号室です」

と教えられた方が「 8階です」

と教えられた場合より多くの

情報量を受けることは自明で

ある。

情報量の最も単純なクイプは，子供のじゃんけんに相当するHeador tail 
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（裏か表か?)という遊びでコインの表か裏が出る場合とか，サイコロをふって「丁」

とでるか「半」とでるかの場合のように，それぞれ½の確率をもつ 2 種の可能性の

中から 1つを選ふ．＂二者択ー”の場合であって，その選択によって生じる情報の

量を墓礎的な単位として設定し，それを二進数字(Binary digit)， 略し

⑥ 
てピット (Bit) と名づける。上述の 1回のコイン投げの結果「表（叉は裏）

が出た」という情報や，サイコロを 1回振って「丁（叉は半）が出た」という情

報も，産院で父親が看護婦の口から「坊っちゃん（叉は嬢ちゃん）です」と教え

られたときの情報も，その量はすべて 1ピットである。上掲のアパートの場合，

訪問者が知人の部屋を全く知らなかった場合，その人に教えるのに，「16室のうち

の10号室」と言ってもよ<, 「8階の西から 2番目の部屋」といっても情報の最

は同じはずである。後者の教え方では， 1階から4階までの4個の可能性の中の

8階であるという情報と， 8 階 ~4 室あるという 4 個の可能性の中の西から 2 番

目であるという情報との 2個の情報が合成されて 1個の情報を形づくっている。

どちらの考え方をしても内容は同じことであって，その情報量は当然一致してい

なければならない。そのためには情報盤は可能性の数の (2を底とする）対数
⑦ 

で定義するのが便利である。なぜなら情報量として対数をとると log~16= log~4 
2 2 

+ l og24(4=2+2)であるから， 2つの通報が合成されたときの情報量は，個

個の通報の情報量の和で与えられるからである(「10号室です」の情報量は4ピ

ット (lo g2 16=4), 「8階です」と「西から 2番目です」の情報晨はそれぞれ

2ピット (log24=2)。かつてラジオの人気番組であった「二十の扉」でも，

20回を限度にくり返されたYes,Noの答で正解に辻しfて人の得た情報の骨は毎

回1ピットで合計が20ピット（以内）である。

これまでは，説明の簡単化のために，情報最の定義として，幾つかの同等な可

能性の中から 1つを指定するという場合についてだけ考えたが，実際にはこの想

定が当てはまらない場合が多い。受験生が合格発表つまり合否いずれかの情報に

よって受ける情報の撮について考えても，合否の事前の予想—不確かさの度合

い―はフィフティ・フィフティであるとは限らない。受験指導のペテランの高

校や予備校の教師が永年の経験から合格筏ぽ確実と見込んでいた受験生Aが予想
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通り合格したという通報から得た情報の最は，及落ポーダーライン上の受験生B

が同様の通報から受けた情報量より遥かに小さく， Aが予想を襄切って落第した

という情報の量と比べれば，更た小さいことがわかる。ジャーナリズムの格言陀

＂犬が人に噛みつくのはニュースにならないが，人が犬に噛みつくのは立派なニュ

ースだ”というのがあるが，情報量とは，いわばジャーナリストのニュース・バ

リューに外ならない。また，英語や日本語のような自然語の 1つ1つの文字はそ

の生起の可能性は同等ではなく，多数の十分長い文章や書物匠ついて各文字から

現われる頻度を調ぺと，大体一是③となるから，その確率（Probability)

を定めることができる。一般に或る情報源（たとえば，ある長さの英文）の元

(11'ん） （EI eme n t) 1個あたりの担う平均の情報最を，元来熱力学の用語を用

いてエントロピー(H)と呼び，十分長い 1つの通報が生起する確率Pの逆数の

対数をその通報の長さ nで割ったもので表わし，単位としてピットを用いる。す

なわち

1 1 
H=-=-log(..!:..) 
n p 

エントロピーは，また特定の文字が選ばれる事象(Event) VC着目すれば、

事象の選択結果の＂不確実さ”，つまり情報の欠如，の尺度，従って今後得られ

なければならない情報最と見ることができ，更に立埠を変えて，ある情報源， fて

とえばア）レファペットを構成する n個（英語では26個）の文字を選択する際の選

択の自由の尺度であると解釈することもできる。今， ある情報源のすべての文字

が独立た等確率に生じる場合を考えてみよう。文字の稲類を玉の色と考えて，

色の同じ大ぎさの玉を同じ割合いで極めて多数， 1つの壺の中に入れておき、 こ

れを十分かきまぜてから 1つずつ取り出すとしよう。 2色，たとえば白と黒，の

場合と， 4色，たとえば白，黒，赤，青の場合を比較すると， 2色のとき玉の担

っている情報量は 1ピットであって4色のときは 2ビットである。他方，玉の選

択の不確実さは， 2色の中から 1色を選ぶよりも 4色の中から 1色を選ぶ方が2

倍も大きい。また，玉の色の選択の自由の度合いも，色の多い方が大含いことは

日常生活でのわれわれの直観と一致する。次¥C, 色の種類は同じであるが，色た
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よって確率が異なり， だとえば白・黒の玉がP,:p の割合で入れてある壺を考
1 2 

2種の玉の出現する確率の和P+P =1であって，
1 1 2 

割合が同じでク＝p = ／の場合エントロビーは最大で1ピットとなる。反対
1 2 2 

1 
VCP, = 1 またはP,,= 1の場合，つまり全部白または黒の場合はエントロピー

2 

は最小でゼロたなる。たしか陀白・黒が同じ割合のと含色の選択は最も不確実で

えると， このとき白・黒の

あり，逆に選択の自由度は大きい。このようにエントロピーはわれわれの選択の

不確実さおよび自由さの感覚と合致している。

図5 2つの可能性の場合のクとHの関係 一般にK種の文字をも

つ情報源では， すべての

1.0 

(

4

(

3

)

H

 

0.8 

0.6 

0.4 

疇
癖
茫

0.2 

も多いのは`

02 OA
確

0.6 

率

0.8 10 

文字が等確率で，任意の

文字 Pi=1/k<l)とき情

報量は最大で logK に

等しい。また同じアルフ

ァペットをもつ 2つの情

報源を比較した場合，長

さn字の可能な通報の数

はエントロビーHが大き

いほど大である。そして

Hが最大で通報の数が最

すべての文字が等確率でかつ文字の並び方が独立の場合であって，

例えば26字のアルファベットをもつ英語ならば長さ n字の可能な通報の数は26n 

(" =4のと音は264=v 17,000, n = 5のときは265=v457, 000, n = 6のとき

6 
は26与 12,000,000)と菓大な数た上ぽる筈である。ところが実際に使用されて

いる語数といえば，英語に限らずどの自然語でも，言語の内在法則としての複雑

な文字系列生成の確率的法則という制約のために，右の数値とは比ぺものになら

ないほど小さい。今， エントロピーHなる情報源 (A)と，これと全く同じアル

ファペットをもち，各文字が等確率で並び方が独立な第2の情報源 (B)を想定

しよう。 (B)のエントロピーは同じアルファベットをもつ情報源の中で最大だ
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から Hmax と書き， （A)の長さ n字の可能な通報の総数粕(n) と(B)

の長さm字の通報の総数 M2(m)とかもし等しくて砂／，z= H/Hmax である

とすれば， （A)では確率的構造が複雑なため情報量が小さく，そのため同じ情

報を伝えるのVC(B)では通報の長さを H/Hmaxまで縮めることになる。こ

の量を相対エントロピー(Relative entropy)という。 (A)から生起

する長さ nの通報は (B)の通報に書き替えることにより，その長さを n

(H/Hmax)たできるから，残りの{1 -( H/Hmax )｝字は不要となり， こ

れが (A)の冗長度である。英語のアルファベット26文字について (B)の場合

のエントロビーをFoで表わせば，英語の冗長度 H/Foは50%を優陀超えると

言われるが，これは相対エントロビーは509る以下であり，われわれは英文を書く

とき、使用する文字のおよそ半分を自由に選ぺるだけで残りの半分以上は英語の

内部構造匠よって強制的に定まることを意味する。つまり半分以上が，英語とい

う形式を保つためのもので，いわば情報の伝達に直接役立ってはいないと解釈で

きる。

こう見てくると，言語における冗長度は，情報理論の立場からは無用の長物は

おろか，情報伝送の能率を低下させる邪廃物のように思われるかも知れないが，

実は冗長度には雑音や暗号解続などで非常に大きなプラスとなる面がある。ボナ

ンザグラムやクロスワード・バズJレのように，若干の文字を省いても原文が正し

く復元できたり，

BEZT WISHES GOR VERY HAPPP BIRTFDAY 

のような誤った英文電報も容易妬判読して正しい英文になおせるのは，英語の冗

長度が相当大苔いお蔭である。仮り陀英文の冗長度がゼロでエントロビーが Fo

た等しければ，すべての通報が意味のある文章となり， 1文字欠落する毎陀26通

りずつの可能性が生じて，到底原文の推測ができないであろうし，また 1字間違

えると全く意味の異なる別の正しい文章となってしまうであろう。

5 情報量と英文の種類 前節で近代情報理論のもたらした数学的成果の中，

最も重要な部分である情報量とエントロピー，冗長度を中心にその概略を述べた

つもりであるが，ひるがえって考えればわれわれの日常の言語活動はすべて情報
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の授受と見られるので，言語学を志す人々の情報理論陀対する関心は当然のこと

であろう。以下情報量の多寡という観点から英文の分類を試みたいと思う。

先ず各種の文章ないし発話の分類基準として (a) Mono-bit information（単

1ピット情報）か Multi-bitinformation：多重ピット情報）か， （b) Verbal 

information（笥語による情報）かNon-verbalinformation（言語外情報）か，（c)

Definite receiver (特定受報者）かIndefinitereceiver (不特定受報者）か，な

どが考えられるが，実際の発話はこれらの異なった分類茎準の組合せとして説明

される。

(1) Information-eliciting utterance（情報誘引発話） 発話によって直接1名

ないし数名の Definitereceiver or receivers l'C広義の Information一言語的も

しくは言語外的ーを換起することを目的とするもの。

(a) Verbal-information-eliciting utterance（言語による情報誘引発話） 普通

陀言う Interrogativesentenceがこれに相当し，求めている情報量が1ピットか

多重ピットかによって次の 2種に大別する。

(i) Mono-bit-information-eHeiting utterance (単1ピット情報誘引発話）

いわゆる Generalquestionがこれに該当し， Yesor Noの典型的’'二者択ー”

のVerbal-informationの供与を特定の受報者に求めるもの。

Is he an American? -Yes, he is./ No, he isn't. （何れの通報もその情報量

は1ビット）

Are you 1 ready, or are you ¥ not ? -Yes, I am ready. / No, I am not. 

(Alternative general questionの場合も同様である。）

その他，普通l'CSpecial questionとして取り扱われるAlternative(or 

Disjunctive) question（選択〔離接〕疑問）もこの範晦に加える。

Is your baby a 1 boy or a ¥ girl ? 

Is he an 1 Oxford or a ¥ Cambridge man ? (='I already know he is one or 

the other; tell me which he is.') 

Do you drink 1 sherry orヽ port?-Sherry, please. 

更に叉，普通＂二者択ー”を表わす Interrogative pronoun (or adjective) 
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"which"を伴なう Specialquestionも単1ピットの通報を求める発話となること

が多い。

Which do you like better, spring or summer ? -I like summer better. 

(ii) Multi-bit-information-eliciting utterance (多貧・ニ・ット情報誘引発話）

ほとんどの Specialquestionがこのグループに属すると考えられる。直接に求め

られる通報の情報量が何ピットであるかは一般に不定であって，個々の文脈， ッ

チュエージョンに依る変城(Domain)の大小に応じて情報量は大いに異なる。例

えば， Whatday of the week is it today ? -It's Sunday. / What day of 

the month is it today ? -It's the fifth. / What day of the year is it today ? -

It's April 1.では Response[or Elicited] Information-amountは時空を超越し

て常陀一定であって，それぞれ約8ビット， 5ピット， 8.5ピットであることが

容易にうなずける。同じ Responseである Heis seventy.でも，それがHowold 

is your frien_d？に対するときの方が Howold is your grandfather ? n:対する

ときよりも情報蓋が大きい。
⑩ 

(b) Non-verbal-information-eliciting utterance（言語外情報誘引発話） こ

れは言語によらない広義の Information,つまり各種の Actionを誘発するもの

で，普通に Imperativesentenceがこれに該当するが，例外的陀

④ Tell me where he lives [if he still lives]．の如（文頭のVerbの意味内容が

Verbal-informationを誘引する特別な発話では実質的に上掲の(1)(a）（i)および(ii)

陀相当するし，また

@) Tell me the company you keep, and I'll tell you what you are.（諺）では，

実質的に後述の(2)(b)に入る。

(2) Non-information-eHeiting utterance (非情報誘引発話） これは(1)と異

なって，或る特定受報者た対して直接た言語的ないし言語外的情報の供与を求め

るものでなく，一般v-cC独語などでない限り〕不特定多数の偶然の受報者 （ 

［℃asual receiver(s)'］と呼んでおこう）一聴衆および読者をも含めるーを対

象とする。それ自身のMulti-bit-information-amountをもつが， この多重ピット

情報陀は単純なものと複雑なものとか考えられる。普通の Declarativesentence 

とExclamatorysentenceを区別なくこのグループに入れる。後者の特性から，
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(a) Single non-information-eliciting utterance（単一非情報誘引発話） こ

れは文章の構成の 1つた関する多重ビット情報方式であって次のような強調構文

がその例である。

It was the boy that [ or who] broke the window yesterday. / It was the 

window that the boy broke yester.day. / It was the act of breaking that the 

boy did to the window yesterday./ It was yesterday that (or when] the boy 

broke the window. 

(b) Complex non-information-eHeiting utterance（複合非情報誘引発話） こ

れはh)の如くに文のどの要素をも強調しない普通の Statementで，その情報量は

(a)よりも蓬かに大きい。例， Theboy broke the window yesterday. 尚，いわ

ゆる Exclamatorysentenceの内包する種々のemotive valueは，情報の

数量のみを問題とする情報理論では無視するのが妥当であろうと思う。

以上極めて粗雑ながら情報量という観点から，英文の新しい分類を敢て試みた

が，大方の御叱正を得て妥当な結論に一歩でも近づきたいのが筆者の念願である。

〔未完〕

（註）① WienerVCよれば， 「われわれの状況に関する 2つの変量があるとし，

その一方は，われわれには制御できないもの，他の一方はわれわれによって調節

できるものとしよう。そのとき制御できない変量の過去から現在までの値た基づ

いて，調節できる変量の値を適当に定めて，われわれに最も都合のよい状況をも

たらしたいと望んだとしょう。このと含，それを達成する方法がサイパネティッ

クスに外ならない••••••」のである。

R ⑧ N. Wiener: Cybernetics (or Control and Communication in the Animal 

and the Machine). John Wiley. 

暉学者たよっては， H.Nyquistの'24年，＇28年の誇文， Hartleyの

'28年の論文をもって情報理論の萌芽とみなすものもある。

⑥ C.E. Shannon and W. Weaver: The Mathematical Theory of Communica-

tion, Univ. Ill. Press,'49. 

⑥ヨーロッパでは，情報最の最初の指導者である Hartleyを記念して， ピ
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ットの代りにハートレーと呼ぶならわしである。

⑦情報量を，可能性の数の対数として定義することの今1つの便利さは，情報

論では非常に大きな数の可能性を取り扱う必要があるからである。例えば，情報

がA, B 2種類だけの文字の系列として表記されている通報である場合， 1文字，
1 2 3 

2文字， 8文字の長さの通報の数はそれぞれ 2=2, 2 =4, 2 =8，というふ

うに，長さが1文字増す毎に通報の数は2倍たなる。かくして， 4文字では 2
4 

5 
= 16, 5文字では 2=82，一般VC:n文字では 2n個の通報が存在する。更VC:A,

B, Cの3種類の文字があれば， 1文字ます毎に迪報の数が3倍になるから，一

般にn文字では8nとなり，一般に文字の種類が Kであれば，長さ n字の通報は

Knだけ存在する。英語の26種類の文字を用いて，たとえば5字の短い通報と送

信するときでも Kn= 265 = 11,881,376 

という数になり， 日本語の50種類の仮名文字を用いてする10文字の長さの通報に
ri. 

至ってはKn=50-・==97,656,250,000,000,000 

という厖大な数値となる。ところがKnの対数をとると， n1 og Kとなり，ずっ

と扱い易い数となる。

⑧今， 日本語，英語などの自然語を構成する各文字の使用頻度をとってみると，

英語， ドイツ語， フランス語，スペイン語では何れも Eが最も大きく，和文では

Iが最も大きい。第2位の使用頻度の文字は， T（英語）， N(ドイツ語）， N

（叉は s)（フランス語）， I （イクリア語）， A(スペイン語）， 0（日本語）

である。尚，英文の文字の中， EおよびZの使用頻度（全体を 1として）はそれ

ぞれ 0.1073,0.00063であると言われる。

(9) Cf Is he an t Oxford or a t Cambridge man ? ('Has he studied at Oxford 

or Cambridge-I don't care which-as opposed to the University of London, 

the German universities, etc. ?')/Do you drink t sherry or t port? ('Do you 

drink [such strong wines as] sherry or port?') 
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