
Title Lower bounds of the lifespan of small data
solutions to the nonlinear Schrödinger equations

Author(s) Sunagawa, Hideaki

Citation Osaka Journal of Mathematics. 2006, 43(4), p.
771-789

Version Type VoR

URL https://doi.org/10.18910/9955

rights

Note

Osaka University Knowledge Archive : OUKA

https://ir.library.osaka-u.ac.jp/

Osaka University



Sunagawa, H.
Osaka J. Math.
43 (2006), 771–789

LOWER BOUNDS OF THE LIFESPAN
OF SMALL DATA SOLUTIONS

TO THE NONLINEAR SCHRÖDINGER EQUATIONS
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Abstract
Let T" be the lifespan of solutions to the initial value problem forthe one

dimensional, derivative nonlinear Schrödinger equations with small initial data of
size O("). If the nonlinear term is cubic and gauge invariant, it is known that
lim inf "!+0 "2 logT" is positive. In this paper we obtain a sharp estimate of this lower
limit, which is explicitly computed from the initial data and the nonlinear term.

1. Introduction

We consider the initial value problem for the nonlinear Schrödinger equation of
the following type:

(1.1)

8<
:i �tu +

1

2
�2

xu = F(u; �xu); t > 0; x 2 R;
u(0; x) = "'(x); x 2 R;

whereu is a complex-valued unknown function of (t; x) 2 R+�R, i =
p�1, �t = �=�t ,�x = �=�x, " 2 ]0;1] and ' is a complex-valued smooth function which decays suf-

ficiently fast asjxj ! 1. We will occasionally writeux for �xu, and u denotes the
complex conjugate ofu. The nonlinear termF(u;ux) is a cubic homogeneous poly-
nomial in (u;u;ux;ux) with complex coefficients, and it satisfies so-called gaugein-
variance, that is,

F
�
ei �u;ei �q� = ei � F(u;q) for u;q 2 C and � 2 R:

This paper is devoted to the study of the lifespan of solutions to (1.1). Roughly
speaking, lifespan is the maximal existence time of solutions. Precise estimates of the
lifespan sometimes enable us to know how the nonlinearity affects large time behavior
of solutions to nonlinear evolution equations. As is well known, for quasilinear wave
equations, there are surprising connections between the lifespan and the “null condi-
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772 H. SUNAGAWA

tion” (see [1], [2], [3], [4], [5], [8], [11], [19], [20], [21], [22], [23], [24], [28], etc.).
What we intend to do for (1.1) is an analogue of them.

Now, let us give a precise definition of the lifespanT" = T"('; F) which we dis-
cuss.T" is the supremum of allT > 0 such that there exists a unique solutionu 2
C([0; T [; H3) of (1.1), whereHm denotes the standard Sobolev space of orderm. Since
the local existence is well known forH3 data (see e.g., [26], [6], [18] and Appendix
of [25]), we see thatT" > 0 for any " > 0. In [25], S. Katayama and Y. Tsutsumi
proved thatT" � exp(C="2) with some positive constantC which is independent of", provided that" is small enough (see also Section 5 of [12]). In other words, we
know that

lim inf"!+0
"2 logT" > 0:

Note that in the case of higher space dimensions, small data global existence (i.e.T" =1 for sufficiently small") was established by H. Chihara [7].
The aim of this paper is to obtain a more precise estimate of the lower bound

of the lifespan, which is explicitly computed from' and F . Before stating our main
result, let us defineA 2 R [ f+1g by

(1.2)
1

A
= sup�2R

�
2j'̂(� )j2 Im F(1; i � )

�

(we associate 1=A = 0 with A = +1), where '̂(� ) denotes the Fourier transform
of '(x):

'̂(� ) =
1p
2�

Z 1
�1 e�iy�'(y) dy:

Remark thatA is strictly positive or +1 if '(x) is sufficiently smooth (equivalently,
if '̂(� ) decays sufficiently fast asj� j ! 1). The main result is as follows:

Theorem 1.1. Let F be a cubic homogeneous polynomial in(u;u;ux;ux) with
gauge invariance and let' 2 L2 such that

P
j +k�m



x j �k
x'

L2 < 1 for sufficiently

large m2 N. Denote by T" the lifespan of solutions to(1.1). Then we have

lim inf"!+0
"2 logT" � A;

where A2 ]0;1] is given by(1.2).

REMARK 1.1. This is an NLS analogue of F. John and L. Hörmander’s result
concerning quasilinear wave equations (see Theorem 1 of [22] and Theorem 2.4.4
of [19]).
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REMARK 1.2. In the above assertion, if' belongs to the Schwartz classS, i.e.

sup
x2R

��x j �k
x'(x)

�� <1
for any j; k 2 N0 := f0;1;2; : : :g, then we can show thatu(t; � ) 2 S for all t 2�
0;eA="2�

.

REMARK 1.3. It is troublesome to specify the minimal value ofm in Theo-
rem 1.1 because our proof is based on construction of an approximate solution which
requires regularity and decay of' in several steps (see Section 3). Actually, we can
check thatm� 7 is enough for our proof, but it is not our main purpose here.

As a consequence of Theorem 1.1 we see that, if ImF(1; i � ) vanishes identically,
the lifespan must be much longer than that we can expect in general. Here we focus
our attentions on this case. Without loss of generality, a gauge-invariant cubic termF
can be written as

(1.3) F(u;q) = �1juj2u + �2juj2q + �3u2q + �4ujqj2 + �5uq2 + �6jqj2q

with constants�1; : : : ; �6 2 C. For this F , it holds that

F(1; i � ) = �1 + i (�2 � �3)� + (�4 � �5)�2 + i�6�3;
whence

Im F(1; i � ) = Im�1 + Re(�2 � �3)� + Im(�4 � �5)�2 + Re�6�3

and

ReF(1; i � ) = Re�1 � Im(�2 � �3)� + Re(�4 � �5)�2 � Im �6�3

for � 2 R. We see from this expression that ImF(1; i � ) vanishes identically if and
only if

(1.4) �1; i (�2 � �3); (�4 � �5) and i�6 are real:
It should be remarkable that the same condition as (1.4) is found in the work of
N. Hayashi, P.I. Naumkin and H. Uchida [16]. Under the assumption (1.4), they proved
that the small amplitude solution exists globally in time and it behaves like

1p
i t

W
�x

t

�
exp

�
i x2

2t
+ i3 �x

t

� ���W �x

t

����2 log t

�
+ o
�
t�1=2�

as t ! 1 unifomly in x 2 R, where3(� ) = �ReF(1; i � ) and W 2 L1 (see also
[29], [17], [30], [13], [15], etc.).
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We also note that the “null gauge condition of order 3” studied in [25], [34] is
equivalent to

F(1; i � ) = 0 for any � 2 R:
Indeed,F(1; i � ) vanishes identically if and only if

�1 = �6 = 0; �2 = �3 and �4 = �5;
which is nothing but the condition thatF(u; �xu) is of the form (�u + ��xu)�x(juj2),
where�;� 2 C. Remark that

(�u +��xu)�x
�juj2� =

1

i t
(�u +��xu)

�
u Ju� uJu

�;
where J = x+i t �x. Using this extra time-decay property, S. Katayama and Y. Tsutsumi
[25] succeeded in proving the small solution exists globally and it behaves like a free
solution.

It will be also interesting to consider what happens aftert = exp(A="2) if A <1,
whose typical example is the case whereF = �juj2u with Im � > 0 and' does not
identically vanish. Some remarks on this case will be given in Section 5.

We close this section by summarizing our strategy. We first construct a suitable
approximate solution and get an a priori estimate for the difference between exact and
approximate solutions instead of the solution itself. The constantA, our lower bound,
comes from the blow-up time of the approximate solution which is obtained by solv-
ing a simple ODE (see§3.2). Such an approach is originated by Hörmander [19] and
John [22] cited before (see also [1], [9], [20], [23], etc.).

2. Preliminaries

In this section, we prepare several lemmas which are useful in the proof of Theo-
rem 1.1. In what follows, we will denote several positive constants byC, which may
be different line by line. If we want to emphasize thatC depends on some parameter
 , we may write itC
 .

Lemma 2.1. Let P: C2 ! C. If P satisfies

P(rz; rw) = r 3P(z; w) and P
�
ei �z;ei �w� = ei � P(z; w)

for any z; w 2 C, r > 0 and � 2 R, then we have

P(z; zw) = P(1; w)jzj2z

for any z; w 2 C.
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Proof. Forz 2 Cnf0g, we put z = rei � (r > 0, � 2 R). Then

P(z; zw) = P
�
rei � ; rei �w�

= P(r; rw)ei �
= P(1; w)r 3ei �
= P(1; w)jzj2z:

When z = 0, the conclusion is trivial sinceP(0;0) = 0.

Lemma 2.2. Let J = x + i t �x. We have

(2.1) [�x; J] = 1 and

�
i �t +

1

2
�2

x ; J

�
= 0;

where [ � ; � ] denotes the commutator, i.e. [L ;M] = L M � M L for linear operators L
and M. Also we have

k f (t; � )kL1 � Cp
t
k f (t; � )k1=2

L2 kJ f (t; � )k1=2
L2 ;(2.2)

k f (t; �)kL2 � C
p

1 + t
X
j +k�1



� j
x Jk f (t; � )

L1(2.3)

and

J
�

f gh
�

= (J f )gh + f (Jg)h� f g
�

Jh
�

(2.4)

for smooth functions f(t; x), g(t; x) and h(t; x).

Proof. We prove only (2.3) since others are standard (see e.g., [25], [34]). We
observe that

x

t
= �i �x +

1

t
J;

which leads to

k f (t; � )k2
L2 �

�Z 1
�1

dx

1 + (x=t)2

� k f (t; � )k2
L1 +






��i �x +

1

t
J

�
f (t; � )





2

L1
!

� � tk f (t; � )k2
L1 + 2� tk�x f (t; � )k2

L1 + 2�kJ f (t; � )k2
L1

for t � 1. When t 2 [0;1], use the relationx = J � i t �x instead.
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REMARK 2.1. Using (2.2) and the standard Gagliardo-Nirenberg-Sobolev inequal-
ity k f kL1 � Ck f k1=2

L2 k�x f k1=2
L2 , we have

k f (t; � )kL1 � Cp
1 + t

X
j +k�1



� j
x Jk f (t; � )



L2:(2.5)

REMARK 2.2. The identity (2.4) is the Leibniz rule for the operatorJ acting on
cubic gauge-invariant terms. This should be compared with

J( f g) =
1

2
f(J f )g + f (Jg)g +

i t

2
f(�x f )g + f (�xg)g;

which implies action of J causes loss of time-decay in general (cf. [12], [14],
[15], etc.).

Lemma 2.3 (Energy inequality). Let  (t; x) be a smooth function satisfying

i �t +
1

2
�2

x + b1(t; x)�x + b2(t; x)�x = f (t; x)

for (t; x) 2 [0; T ] � R with some smooth functions b1(t; x), b2(t; x), f (t; x) and some
T > 0. Then we have

d

dt



ep(t;�) (t; � )


L2 � C�(t)



ep(t;�) (t; � )


L2 +



ep(t;�) f (t; � )


L2

for t 2 [0; T ], where

p(t; x) =
Z x

�1 Reb1(t; y) dy;(2.6)

�(t) =
2X

j =1

�k�xb j (t; � )kL1 + kb j (t; � )k2
L1� + sup

x2R

�����t

Z x

�1 Reb1(t; y) dy

���� :(2.7)

Proof of Lemma 2.3 can be found in Section 2 of [25] (see also [6] and [18]).

Lemma 2.4. Let  1(t; x),  2(t; x) be smooth functions decaying sufficiently fast
as jxj ! 1. Then we have

sup
x2R

�����t

Z x

�1 1(t;y) 2(t;y) dy

���� � C

1+t

2X
l=1

X
j +k�2



� j
x Jk l (t; � )

2

L2

+C

 
2X

l=1

k l (t; � )kL2

! 
2X

l=1






�

i �t +
1

2
�2

x

� l (t; � )






L2

!
:
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Proof. Lemma 2.4 follows from the identity

�t
� 1 2

�
=

i

2
�x
� 2�x 1 �  1�x 2

�
+ i 1

�
i �t +

1

2
�2

x

� 2 � i 2

�
i �t +

1

2
�2

x

� 1

combined with (2.5) (cf. Lemma 2.6 of [25]) .

3. Construction of an approximate solution

In what follows, we shall use the following notations:Z = (�x; J), Z� = ��1
x J�2

for a multi-index� = (�1; �2) 2 N2
0. Also, we suppose' 2 S for simplicity. The goal

of this section is to construct a smooth functionua(t; x) defined on
�
0;eA="2� � R,

which satisfies

ua(0; x) = "'(x);(3.1)

sup
t2[0;eB="2 ]

kZ�ua(t; � )kL2 � C�;B"(3.2)

and

Z eB="2

0
kZ�R(t; � )kL2 dt � C�;B"2(3.3)

for any � 2 N2
0 and B 2 ]0; A[, where

R(t; x) =

�
i �t +

1

2
�2

x

�
ua � F(ua; �xua):

The construction is divided into three steps.

REMARK 3.1. In view of (2.3) and (2.5), we see that (3.2) is equivalent to

sup
t2[0;eB="2 ]

p
1 + t kZ�ua(t; � )kL1 � C�;B"(3.4)

for any � 2 N2
0 and B 2 ]0; A[.

REMARK 3.2. As we shall see below, our approximate solutionua(t; x) is
equal to

(3.5)
"'̂(x=t)p

i t

exp(i x2=2t + iG("2 log t; x=t))p
1� 2 Im F(1; i x=t)j'̂(x=t)j2"2 log t

when 2=" � t < exp(A="2), where

(3.6) G(s; � ) = �ReF(1; i � )j'̂(� )j2 Z s

0

d�
1� 2 Im F(1; i � )j'̂(� )j2� :
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Note that (3.5) blows up ast ! exp(A="2) if A < 1. That is the reason whyA is
given by (1.2). We also remark that, if ImF(1; i � ) vanishes identically, (3.5) reduces

1p
i t

W
�x

t

�
exp

�
i x2

2t
+ i3 �x

t

� ���W �x

t

����2 log t

� ;
where3(� ) = �ReF(1; i � ) and W(� ) = "'̂(� ).

3.1. First step: free evolution. First we consider the free Schrödinger
equation: 8<

:
�

i �t +
1

2
�2

x

�
u0 = 0; (t; x) 2 [0;1[ � R;

u0(0; x) = "'(x); x 2 R:
It follows from the commutation relations (2.1) andL2-conservation that

� j

x Jku0(t; � )

L2 = "

� j
x xk'

L2

for any j; k 2 N0. Also, sinceu0(t; x) is explicitly written as

u0(t; x) =
1p

2� i t

Z 1
�1 ei (x�y)2=2t"'(y) dy

=
"ei x2=2tp

2� i t

Z 1
�1 e�i x

t �yeiy2=2t'(y) dy;
we see that�����u0(t; x)� "ei x2=2tp

i t
'̂ �x

t

������ =
"p
2� t

����
Z 1
�1 e�i xy=t�eiy2=2t � 1

�'(y) dy

����
� "p

2� t

Z 1
�1

y2

2t
j'(y)jdy

� C"t�3=2;
which implies the free solutionu0(t; x) behaves like

"ei x2=2tp
t

e�i�=4'̂ �x

t

�

in the large time. Similarly we have������ j
x Jku0(t; x)� "ei x2=2tp

i t
'̂ j ;k�x

t

������ � C j ;k"t�3=2
for any j; k 2 N0, where '̂ j ;k(� ) = i j +k� j �k� '̂(� ).
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3.2. Second step: nonlinear correction in the large time. Let V(s; � ) be the
solution of

(3.7)

(
i �sV = F(1; i � )jV j2V; (s; � ) 2 [0; A[�R;
V(0; � ) = e�i�=4'̂(� ); � 2 R

and set

U (t; x) =
"ei x2=2tp

t
V
�"2 log t; x

t

� ;
Q(t; x) =

�
i �t +

1

2
�2

x

�
U (t; x)� F(U (t; x); �xU (t; x))

for (t; x) 2 �1;eA="2�� R. Note that (3.7) is solved explicitly fors 2 [0; A[:

V(s; � ) =
exp (iG(s; � )� i�=4)q

1� 2 Im F(1; i � )
��'̂(� )

��2s
'̂(� );

where G(s; � ) is given by (3.6). In particular, we can check that

sup
(s;� )2[0;B]�R

��� j �k� V(s; � )
�� <1

for any B 2 ]0; A[ and j; k 2 N0, while

sup�2R

jV(s; � )j ! 1 as s! A

if A <1. Also, since

� j
x JkU (t; x) =

"ei x2=2tp
t

i j +k

�� +
1

i t
��
� j �k� V j(s;� )=("2 log t;x=t);

we have

sup
t2[1;eB="2 ]

p
1 + t kZ�U (t; � )kL1 � C�;B"

for any B 2 ]0; A[ and � 2 N2
0. Moreover, it follows from (2.3) that

sup
t2[1;eB="2 ]

kZ�U (t; � )kL2 � C�;B":
Next we calculate�

i �t +
1

2
�2

x

�
U (t; x) = i

"ei x2=2tp
t

�� i x2

2t2
� 1

2t
� x

t2
�� +

"2

t
�s

�
V
�"2 log t; x

t

�

+
1

2

"ei x2=2tp
t

��x2

t2
+

i

t
+

2i x

t2
�� +

1

t2
�2�
�

V
�"2 log t; x

t

�
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=
"3ei x2=2t

t3=2 i �sV
�"2 log t; x

t

�
+
"ei x2=2t

2t5=2 �2� V
�"2 log t; x

t

�
and

"3ei x2=2t

t3=2 i �sV
�"2 log t; x

t

�
=
"3ei x2=2t

t3=2 F
�
1; i x

t

� jV j2V

= F
�
1; i x

t

� jU j2U
= F

�
U; i x

t
U
�

= F

�
U; �xU +

i

t
JU

� :
Here we have used Lemma 2.1. Substituting them into the definition of Q, we have

Q(t; x) =

�
F

�
U; �xU +

i

t
JU

�� F(U; �xU )

�
+
"ei x2=2t

2t5=2 �2� V
�"2 log t; x

t

� ;
whence

kZ�Q(t; � )kL1 � C�;B � "
t1=2

�2 "
t3=2 + C�;B "

t5=2 � C�;B "
t5=2 ; t 2 �1;eB="2�

for any B 2 ]0; A[ and � 2 N2
0.

3.3. Final step: piecing together. Let � 2 C1(R) be a decreasing function sat-
isfying � = 1 on ]�1;1] and� = 0 on [2;1[. With this cut-off function� , we set

ua(t; x) = �("t)u0(t; x) + (1� �("t))U (t; x):
Then it is easy to check that (3.1) and (3.2) hold. To verify (3.3), it suffices to
show that

kZ�R(t; � )kL1 � C�;B "5=2
1 + t

1f"t<2g + C�;B "
t5=2 1f"t>1g; t 2 �0;eB="2�

(3.8)

for any B 2 ]0; A[ and � 2 N2
0, where

1ft2Sg =

(
1; t 2 S;
0; t =2 S:

Indeed, (2.3) and (3.8) leads to

Z eB="2

0
kZ�R(t; � )kL2 dt � C�;B Z 2="

0

"5=2
(1 + t)1=2 dt + C�;B Z 1

1="
"
t2

dt

� C�;B"2:
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The rest part of this section is devoted to the proof of (3.8).First we consider
the case where 0� t � 1=" or 2=" � t � exp(B="2). In this case it is easy to see
that (3.8) holds sinceR = ��("t)F(u0; �xu0) or R = Q. Next let 1=" � t � 2=".
Noting that�

i �t +
1

2
�2

x

�
ua(t; x) = i "� 0("t)u0 + �("t)�i �t +

1

2
�2

x

�
u0

� i "� 0("t)U + (1� �("t))�i �t +
1

2
�2

x

�
U

= i "� 0("t)(u0 �U ) + (1� �("t))fF(U; �xU ) + Qg;
we have

R = i "� 0("t)(u0 �U ) + (1� �("t))fF(U; �xU )� F(ua; �xua)g
� �("t)F(ua; �xua) + (1� �("t))Q:

The last two terms in the right hand side can be handled in the same way as the pre-
vious cases. To estimate the first two terms, we observe that

u0(t; x)�U (t; x) =
"ei x2=2tp

t

n
V
�
0; x

t

�� V
�"2 log t; x

t

�o

+
"ei x2=2tp

2� i t

Z 1
�1 e�i xy=t�eiy2=2t � 1

�'(y) dy

=
"ei x2=2tp

t

�� Z 1

0
�sV

��"2 log t; x

t

�
d�� "2 log t + O

�"t�3=2�:
Then, sincet � "�1, we have

kZ�fi "� 0("t)(u0 �U )gkL1 � C�;B"
�"3 log t

t1=2 +
"

t3=2
�

� C�;B"
�"(3�1=2) log(1=")

t1=2+1=2 +
"1+1=2

t3=2�1=2
�

� C�;B "5=2
1 + t

:
Similarly, when we note that

U (t; x)� ua(t; x) = �("t)(U (t; x)� u0(t; x));
we obtain

kZ�(1� �("t))fF(U; �xU )� F(ua; �xua)gkL1 � C�;B � "
t1=2

�2
�"3 log(1=")

t1=2 +
"

t3=2
�

� C�;B "5=2
1 + t

:
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Summing up, we arrive at (3.8).

4. Proof of the main theorem

This section is devoted to the proof of Theorem 1.1. For this purpose, let us
define

Em(t) =
X
j�j�m

kZ�(u� ua)(t; � )kL2

for the solutionu of (1.1) and the approximate solutionua obtained in the previous
section. First we shall see that Theorem 1.1 is reduced to thefollowing lemma:

Lemma 4.1. Let B 2 ]0; A[ and let m2 N with m� 3. There exists"0 2 ]0;1],
which depends only on B and m, such that the following holds true: Under the as-
sumptions

0< T < min
�
T";eB="2	

and sup
0�t�T

Em(t) � ";
we have

sup
0�t�T

Em(t) � "
2

for any " 2 ]0; "0].

Proof of Theorem 1.1 via Lemma 4.1. FixB 2 ]0; A[, m � 3 and " 2 ]0; "0]
arbitrarily. SinceEm(0) = 0, we can choose someT� > 0 such that

sup
0�t�T� Em(t) < ":

If T� � exp(B="2), then we see thatT" � exp(B="2) because of the estimate

sup
0�t�eB="2

X
j�j�m

kZ�u(t; � )kL2 � sup
0�t�eB="2

X
j�j�m

kZ�ua(t; � )kL2 + sup
0�t�T� Em(t)

� CB;m" + "
combined with the local existence theorem. In the other case, there exists some 0<
T�� < min

�
T";eB="2	

such that

Em(t) < " for 0� t < T�� and Em(T��) = ":(4.1)

Then it follows from Lemma 4.1 that

Em(T��) � "
2
< ";
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which contradicts (4.1). Therefore we must haveT" � exp(B="2) i.e. "2 logT" � B for
any " 2 ]0; "0]. Since B 2 ]0; A[ is arbitrary, the proof is completed.

We turn to the proof of Lemma 4.1. In what follows, we use the following
notations:

jw(t; x)jm =
X
j�j�m

jZ�w(t; x)j
and

kw(t)km;2 =


jw(t; � )jm

L2; kw(t)km;1 =



jw(t; � )jm

L1
for smooth functionw(t; x) decaying fast asjxj ! 1. Note thatEm(t) is equivalent
to k(u� ua)(t)km;2.

From now on, we fix 0< B < A, 0< T < minfT";eB="2g and putv = u� ua for
t 2 [0; T ]. Then we see thatv satisfies

8><
>:
�

i �t +
1

2
�2

x

�
Z�v = Z�(P1 � R); (t; x) 2 [0; T ] � R;

Z�v(0; x) = 0; x 2 R;
where P1(t; x) = F(ua + v; �xua + �xv)� F(ua; �xua). Note thatP1 can be rewritten as

P1 =

�Z 1

0

�F�u
(ua +�v; �xua +��xv) d�� v+

�Z 1

0

�F�u
(ua +�v; �xua +��xv) d�� v

+

�Z 1

0

�F�q
(ua +�v; �xua +��xv) d�� �xv+

�Z 1

0

�F�q
(ua +�v; �xua +��xv) d�� �xv;

where�F=�u, �F=�u, �F=�q and �F=�q are of the form

�F�u
(u;q) = 2�1juj2 + �2uq + 2�3uq + �4jqj2;

�F�u
(u;q) = �1u2 + �2uq + �5q2;

�F�q
(u;q) = �2juj2 + �4uq + 2�5uq + 2�6jqj2

and

�F�q
(u;q) = �3u2 + �4uq + �6q

2
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when F is given by (1.3). In particular, we have

kZ�P1(t; � )kL2 � C��kv(t)k2
[j�j=2]+1;1 + kua(t)k2

[j�j=2]+1;1�kv(t)kj�j+1;2
+ C��kv(t)k[j�j=2]+1;1 + kua(t)k[j�j=2]+1;1�
� �kv(t)k[j�j=2]+1;1kv(t)kj�j+1;2 + kua(t)kj�j+1;1kv(t)k[j�j=2]+1;2�

� Cm
�kv(t)k2

[(m�1)=2]+1;1 + kua(t)k2
m;1�kv(t)km;2

� CB;m "2

1 + t
kv(t)km;2

for j�j � m� 1, provided that [(m� 1)=2] + 2 � m, i.e. m � 2. Here [� ] denotes the
largest integer which does not exceed� 2 R. Therefore the standard energy inequality
yields

(4.2)

X
j�j�m�1

kZ�v(t; � )kL2 � X
j�j�m�1

kZ�vkL2

��
t=0

+
X

j�j�m�1

Z t

0
kZ�P1(� ; � )kL2 + kZ�R(� ; � )kL2 d�

� CB;m"2
Z t

0

Em(� )

1 + � d� + CB;m"2

for t 2 [0; T ].
Next we consider the case wherej�j = m. Set

b1(t; x) = ��F�q
(u; �xu); b2(t; x) = �(�1)�2

�F�q
(u; �xu)

and

P2(t; x) = Z�P1� �F�q
(ua+v; �xua+�xv)�x(Z�v)�(�1)�2

�F�q
(ua+v; �xua+�xv)�x

�
Z�v �

so that Z�v satisfies

i �t (Z
�v) +

1

2
�2

x (Z�v) + b1�x(Z�v) + b2�x
�

Z�v � = P2 � Z�R

(remember thatu = ua + v). Then we can apply Lemma 2.3 with = Z�v to obtain

d

dt



ep(t;�)Z�v(t; � )


L2 � C�(t)



ep(t;�) Z�v(t; � )


L2 +



ep(t;�)(P2 � Z�R)




L2;
where p(t; x) and �(t) are given by (2.6) and (2.7) with aboveb1;b2. Note that

e�CB"2 � ep(t;x) � eCB"2
(4.3)
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because

sup
x2R

jp(t; x)j � Cku(t)k2
H1 � C

�kua(t)k2
H1 + kv(t)k2

H1

� � CB"2:
To estimate�(t), we shall use Lemma 2.4 to obtain

sup
x2R

�����t

Z x

�1 Reb1(t; y) dy

���� = sup
x2R

�����t

Z x

�1 Re
�F�q

(u; �xu)(t; y) dy

����
� C

1X
l1;l2=0

sup
x2R

�����t

Z x

�1 � l1
x u(t; y)� l2

x u(t; y) dy

����
� C

1 + t
ku(t)k2

3;2 + Cku(t)kH1kF(u; �xu)kH1

� CB
"2

1 + t
+ CB

"4

1 + t
:

Also we have

2X
l=1

�k�xbl (t; � )kL1 + kbl (t; � )k2
L1� � C

�ku(t)k2
2;1 + ku(t)k4

1;1�

� C

 ku(t)k2
3;2

1 + t
+
ku(t)k4

2;2
(1 + t)2

!

� CB
"2

1 + t
+ CB

"4

(1 + t)2
:

Therefore we have

�(t) � CB
"2

1 + t
:

As for the estimate ofP2(t; x), in the same way as that ofP1(t; x), we have

kP2(t; � )kL2 � Cm
�kv(t)k2

[m=2]+1;1 + kua(t)k2
[m=2]+1;1�kv(t)km;2

+ Cm
�kv(t)k[m=2]+1;1 + kua(t)k[m=2]+1;1�kua(t)km+1;1kv(t)k[m=2]+1;2

� Cm
�kv(t)k2

[m=2]+1;1 + kua(t)k2
m+1;1�kv(t)km;2

� CB;m "2

1 + t
kv(t)km;2;

provided that [m=2] + 2� m, i.e. m� 3. Summing up, we have

d

dt



ep(t;�) Z�v(t; � )


L2 � CB;m "2

1 + t
kv(t)km;2 + CB;mkZ�RkL2;
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which leads to

X
j�j=m



ep(t;�) Z�v(t; � )

L2 � CB;m"2
Z t

0

Em(� )

1 + � d� + CB;m"2(4.4)

for t 2 [0; T ].
From (4.2), (4.3) and (4.4), it follows that

Em(t) � X
j�j�m�1

kZ�v(t; � )kL2 + eCB;m"2
X
j�j=m



ep(t;�) Z�v(t; � )

L2

� CB;m"2
Z t

0

Em(� )

1 + � d� + CB;m"2:
Therefore the Gronwall lemma implies

Em(t) � CB;meCB;m"2 log(1+t)"2 � CB;meCB;mB"2

for t 2 [0; T ]. Finally, choosing"0 2 ]0;1] so that 2CB;meCB;mB"0 � 1, we obtain

sup
t2[0;T ]

Em(t) � "
2

for " 2 ]0; "0]. This completes the proof of Lemma 4.1.

REMARK 4.1. Roughly speaking, what we can expect without using the approx-
imate solution is X

j�j�m

kZ�u(t; � )kL2 � K " + f ("2 log t)"
under the assumption that the left hand side is dominated by 2K ", where K is a pos-
itive constant depending (less explicitly) on', and f : R+ ! R+ is a continuous, in-
creasing function satisfyingf (0) = 0 (see [25] for detail). On the other hand, the above
argument yields X

j�j�m

kZ�(u� ua)(t; � )kL2 = O("2)

as long ast � exp(B="2), B 2 ]0; A[. This is the main difference between the previous
approach and ours.

5. Concluding remarks

We conclude this paper with the following three remarks:
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REMARK 5.1. In the case ofA < 1, the fact thatua(t; x) blows up ast !
exp(A="2) suggests the upper bound of"2 logT" cannot be larger thanA. However, as
far as the author knows, there are no results onsmall datablow-up (which lead to up-
per bounds ofT") nor global existence results (which implyT" = 1) when A < 1.
Concerning quasilinear wave equations, the correspondingproblems have been stud-
ied extensively by S. Alinhac [1]–[5], etc. Note that analogous problems for nonlinear
Klein-Gordon equations are also left unsolved (see [9], [10], [33] for recent progress
on NLKG).

REMARK 5.2. If R is replaced byT = R=2�Z in (1.1), we can find the follow-
ing example on small data blow-up:

8<
:i �tu +

1

2
�2

xu = �juj2u; t > 0; x 2 T;
u(0; x) = '(x); x 2 T;

where� 2 C, Im� > 0 and' 2 L2(T), ' 6= 0. Indeed, from the equality

d

dt
ku(t)k2

L2(T) = 2 Im�ku(t)k4
L4(T)

and the Cauchy-Schwarz inequality, we deduce that

d

dt
ku(t)k2

L2(T) � Im �� ku(t)k4
L2(T)

with ku(0)kL2(T) = k'kL2(T) > 0, which imply L2(T)-norm of the solution goes to infin-
ity before t = �Æ�Im �k'k2

L2(T)

�
. (Related observation may be found in [31], [27], etc.)

Unfortunately, however, this argument fails in the case ofR because
R

R
1dx = 1.

REMARK 5.3. In the case of sup�2R Im F(1; i � ) � 0, we can easily check that
1=A = 0, whence Theorem 1.1 leads to lim"!+0 "2 logT" = +1. This suggests that
the restriction (1.4) in the result of Hayashi–Naumkin–Uchida may be weakened when
we consider theforward Cauchy problem (i.e. evolution in thepositive time direction).
Moreover, in view of the approximate solutionua(t; x), it would be quite natural to
expect the solution decays likeO(t�1=2(log t)�1=2) as t ! +1 uniformly in x 2 R

if sup�2R Im F(1; i � ) < 0. However, we do not have any proof except A.Shimomura’s
recent work [32]. He considered the case whereF = �juj2u with � 2 C, Im� < 0 and
found that the solution does decay likeO(t�1=2(log t)�1=2) as t ! +1 uniformly in
x 2 R, but his method does not seem to be directly applicable for the derivative non-
linear Schr̈odinger equations. Finally we mention that the author [33] has succeeded
in obtaining this kind of additional time-decay result for aclass of nonlinear Klein-
Gordon equations.
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[20] L. Hörmander: Lectures on Nonlinear Hyperbolic Differential Equations, Springer Verlag,
Berlin, 1997.

[21] A. Hoshiga:The initial value problems for quasi-linear wave equationsin two space dimen-
sions with small data, Adv. Math. Sci. Appl.5 (1995), 67–89.



L IFESPAN OF SMALL SOLUTIONS TO NLS 789

[22] F. John:Existence for large times of strict solutions of nonlinear wave equations in three space
dimensions for small initial data, Comm. Pure Appl. Math.40 (1987), 79–109.

[23] F. John:Nonlinear wave equations, formation of singularities; in Pitcher Lectures in the Math-
ematical Sciences, Lehigh University, American Mathematical Society, Providence, RI, 1990.

[24] S. Katayama:Global existence for systems of nonlinear wave equations intwo space dimen-
sions, II, Publ. RIMS 31 (1995), 645–665.

[25] S. Katayama and Y. Tsutsumi:Global existence of solutions for nonlinear Schrödinger equa-
tions in one space dimension, Comm. Partial Differential Equations19 (1994), 1971–1997.

[26] C.E. Kenig, G. Ponce and L. Vega:Small solutions to nonlinear Schrödinger equations, Ann.
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