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ABSTRACT
Host–guest binding plays a crucial role in the functionality of various systems, and its efficiency is often quantified using the binding free
energy, which represents the free-energy difference between the bound and dissociated states. Here, we propose a methodology to compute
the binding free energy based on the energy representation (ER) theory of solution, which enables us to evaluate the free-energy difference
between the systems of interest with the molecular dynamics (MD) simulations. Unlike the other free-energy methods, such as the Bennett
acceptance ratio (BAR), the ER theory does not require the MD simulations for hypothetical intermediate states connecting the systems of
interest, leading to reduced computational costs. By constructing the thermodynamic cycle of the binding process that is suitable for the
ER theory, a robust calculation of the binding free energy is realized. We apply the present method to the self-association of
N-methylacetamide in different solvents and the binding of aspirin to β-cyclodextrin (CD) in water. In the former case, the present method
estimates that the binding free energy decreases as the solvent polarity decreases. This trend is consistent with the experimental finding. For
the latter system, the binding free energies for the two representative CD–aspirin bound complexes, primary (P) and secondary (S) complexes,
are estimated to be −5.2 ± 0.1 and −5.03 ± 0.09 kcal mol−1, respectively. These values are satisfactorily close to those from the BAR method
[−4.2 ± 0.2 and −4.1 ± 0.2 kcal mol−1 for P and S, respectively]. Furthermore, the interaction-energy component analysis reveals that the van
der Waals interaction between aspirin and CD dominantly contributes to the stabilization of the bound complexes, which is in harmony with
the well-known binding mechanism in the CD systems.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0242641

I. INTRODUCTION

Host–guest binding has been recognized as one of the most
fundamental processes in various fields of science. For instance,
substrate binding to its target protein is a central issue in biology
because most proteins exert their biological functions upon bind-
ing.1 The binding process is also crucial for drug molecules, which
regulate (promote or inhibit) cellular functions such as cell prolifer-
ation mediated by signal transduction.2,3 The molecular dynamics
(MD) simulation has played an important role in drug discovery
and design4,5 thanks to its capability of elucidating the binding
mechanisms at the atomistic detail based on classical mechanics.
For instance, an inhibitor of HIV integrase was successfully identi-
fied through the MD simulations combined with molecular docking

techniques.6 Binding free energy, the free-energy difference between
the bound and dissociated states, is regarded as a useful indica-
tor for the efficiency of binding processes and has been extensively
evaluated through the MD-based approaches.7–10 Therefore, devel-
oping methodologies to efficiently compute the binding free energy
while enabling systematic analysis would be beneficial for in silico
screening of drug candidates.

The thermodynamic integration (TI),11 free-energy perturba-
tion (FEP),12 and Bennett acceptance ratio (BAR)13 methods offer
a theoretical foundation for estimating the free-energy difference
between the two states of interest (endpoints) in an exact manner
using MD simulations. In these methods, the free-energy differ-
ence can be evaluated by considering a set of intermediate states
that connect the endpoint states, which is often referred to as the
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alchemical pathway. The double-annihilation scheme (DAS)14 and
double-decoupling scheme (DDS)15 are representative approaches
for computing the binding free energy using the alchemical path-
ways. The DAS describes the binding process using the alchemical
pathways associated with the gradual vanishing of the guest in both
the dissociated and bound states. An effective setting of the inter-
mediate states on the pathways is proposed for the DAS.16,17 The
alchemical pathways employed in the DDS are similar to those in
the DAS, but the restraint is imposed on the guest in the bound
state to keep it within the binding pocket of the host for all the
intermediate states on the pathway.18,19 Note that the effect of the
restraints on the free energy can be removed analytically. The poten-
tial of mean force (PMF) approach coupled with the FEP realizes
the free-energy calculation for large and flexible guest molecules.20,21

The automation of the free-energy calculation based on the method-
ologies mentioned above has expanded the versatility.22–27 How-
ever, these methods require conducting the MD simulations for all
the intermediate states along the alchemical pathway. Therefore,
the reduction in the computational cost is one of the important
subjects.

The estimation of binding free energy can be made efficient by
adopting approximate methods.4,28,29 The method of linear interac-
tion energy belongs to this category and performs an approximate
evaluation of free energy from the energetics of the bound and dis-
sociated states.30 The effect of entropy was incorporated by mining
local energy minima and quantifying the extents of local fluctua-
tions.31 The balance between the accuracy and speed of free-energy
estimation is pursed when an approximate method is developed.

The classical density functional theory (DFT) of liquids allows
for the analytical treatment of alchemical pathways in an approxi-
mate manner.32 The energy representation (ER) theory of solution
is a DFT theory that employs the solute–solvent pair interaction
energy as a reaction coordinate for effectively describing the relative
position and orientation of the solvent molecules around a solute on
one-dimensional space.33,34 This treatment enables us to construct
an approximate free-energy functional represented in terms of only
the information on the endpoint states obtained through the MD
simulations, leading to the reduction in the computational cost as
compared to the other alchemical free-energy methods. The ER the-
ory was formulated to estimate the solvation free energy of a solute,
which is a free-energy difference associated with the transfer of a
solute from the gas phase to the solution phase. It has proven use-
ful to analyze the solvation energetics for various systems, including
lipid bilayers,34 polymer solutions,35,36 and crystal-surface systems.37

Recently, the ER theory has been extended to compute the binding
free energy for host–guest systems using an alchemical pathway sim-
ilar to that of the DDS.38 However, this method is applicable only to
host molecules whose holo-form structures resemble their apo-form
structures. Since a number of host molecules exhibiting the signifi-
cant structural changes in the structure due to the binding have been
reported,39–41 further development could enhance the applicability
and versatility of the ER theory.

Here, we present an ER-based methodology of computing the
binding free energy applicable to the host–guest systems where the
binding event induces a structural change in the host molecule.
In this approach, the difference in the host structure between the
holo- and apo-forms is characterized using the distribution on the
host–guest interaction energy. The problematic energy domain in

these distributions, which affects the free-energy calculation using
the ER theory, is theoretically addressed by introducing a suitable
additional state. This state was proposed in a previous study on the
dissolution of water into polymer membranes.35

We apply the developed method to two systems: the self-
association of N-methylacetamide (NMA) in different solvents and
the binding of aspirin to β-cyclodextrin in water. In the first system,
NMA molecules are known to weakly bind to each other,42 allow-
ing for the accurate evaluation of the binding free energy through
the brute-force MD simulations. This makes the system suitable for
verifying the accuracy of the present method. In the second system,
β-cyclodextrin exhibits different structural populations between the
apo- and holo-forms,41 and thus, it can be used for testing the appli-
cability of the present method. We also discuss the contributions of
the interaction energies between the guest and surrounding environ-
ments to the binding thermodynamics, aiming to clarify the driving
force of the binding processes.

II. THEORY
A. Theoretical expression of binding free energy

Here, we describe the theoretical expression of the binding free
energy in terms of solvation free energy. The reaction scheme for
host–guest binding is given by

H +G⇌ B. (1)

Here, H, G, and B signify host, guest, and bound complex, respec-
tively. The equilibrium constant of the above reaction, Ka, is related
to the binding free energy, ΔG○, as

ΔG○ = − 1
β

log c○Ka = −
1
β

log c○( [B]
[H][G]), (2)

where c○ is the standard concentration (c○ = 1 M, typically) and [H],
[G], and [B] are the concentrations of H, G, and B, respectively. The
equilibrium condition of Eq. (1) is expressed as

μB − (μH + μG) = 0, (3)

where μH, μG, and μB are the chemical potentials of H, G, and B,
respectively. The chemical potential of species S(S = H or G) is given
by38

μS =
1
β

log ([S]λS) −
1
β

log ∫dxS ∫dXV e−β(US+USV+UV)

V ∫dXV e−βUV
, (4)

where β is the inverse temperature, V is the system volume, and
λS is the kinetic contribution for species S obtained by the inte-
gration of the Maxwell–Boltzmann velocity distribution. xS is the
full-coordinate of species S, and XV is the set of the full-coordinates
of solvents. US, USV, and UV are the intramolecular energy of S,
the interaction energy between S and the solvents, and the total
potential of the solvents, respectively. Regarding species B, the math-
ematical form of μB is similar to Eq. (4), but the configurational

J. Chem. Phys. 162, 034103 (2025); doi: 10.1063/5.0242641 162, 034103-2

Published under an exclusive license by AIP Publishing

 16 January 2025 01:52:31

https://pubs.aip.org/aip/jcp


The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

integral over the full-coordinates of H and G, xHG = {xH, xG}, needs
to be restricted to the region corresponding to the bound state. Let
ΘB(xHB) be the characteristic function whose value is unity when the
bound complex is formed and zero otherwise. Then, μB is expressed
as

μB =
1
β

log ([B]λHλG)

− 1
β

log ∫dxHG ∫dXV ΘB(xHG)e−β(UB+UBV+UV)

V ∫dXV e−βUV
, (5)

where dxHG = dxHdxG. UB is the potential of H and G, which is com-
posed of the intramolecular energies of H, UH, and G, UG, and the
interaction energy between H and G, UHG, as

UB = UH +UG +UHG. (6)

UBV is defined as the sum of the interaction energy between H and
the solvents, UHV, and that between G and the solvents, UGV,

UBV = UHV +UGV. (7)

The solvation free energy of species G represents the change
in free energy associated with the solvation process. This quantity
is useful to derive the tractable expression of ΔG○ from Eq. (2),
as will be discussed later. As for the dissociated state, let us intro-
duce the solution and reference systems, whose total potentials are,
respectively, defined as

VD
sol = UG +UGV +UV, (8)

VD
ref = UG +UV. (9)

The solvation free energy, ΔμD
G , can be described as

ΔμD
G = −

1
β

log ∫dxG ∫dXV e−β VD
sol

∫dxG ∫dXV e−β VD
ref

. (10)

Since the interaction between G and the solvents, UGV, is present in
VD

sol and absent in VD
ref, ΔμD

G can be interpreted as the free-energy
change resulting from the appearance of UGV for the dissociated
state. Similarly, we define the “solvation free energy” of G in the
bound complex, ΔμB

G, as

ΔμB
G = −

1
β

log ∫dxHG ∫dXV ΘB(xHG)e−β VB
sol

∫dxHG ∫dXV ΘB(xHG)e−β VB
ref

, (11)

where VB
sol and VB

ref are the potentials for the solution and reference
systems corresponding to the bound state, respectively, defined as

VB
sol = UG +UH +UHG +UGV +UHV +UV, (12)

VB
ref = UG +UH +UHV +UV. (13)

In Eq. (12), all the interactions among G, H, and V are operative, and
in Eq. (13), the interactions between G and H and between G and V
are turned off. ΔμB

G is thus the free-energy change for introducing

the interactions of G with H and V. It is called solvation free energy
by viewing G as the solute and H and V as the solvent. The presence
of ΘB in both the numerator and denominator of Eq. (11) means that
the solvation process of species G, which forms the bound complex
in both the solution and reference systems, is represented by ΔμB

G.
Substituting Eqs. (4) and (5) into Eq. (2) yields

ΔG○ = ΔμB
G − ΔμD

G + ΔG○corr, (14)

where we have used Eqs. (10) and (11), and ΔG○corr is the standard-
state correction term, ensuring that the concentration of G in the
dissociated state is c○, expressed as

ΔG○corr = −
1
β

log
⎛
⎝

c○V ∫dxHG ∫dXV ΘB(xHG)e−β VB
ref

∫dxHG ∫dXV e−β VB
ref

⎞
⎠

. (15)

The configurations of G and those of H and the solvent molecules
are independently generated by UG and UH +UHV +UV, respec-
tively, in the reference system, and thus, the logarithm in Eq. (15)
can be computed by the test-particle insertion of G into the con-
figurations of H and the solvent molecules. Furthermore, ΔG○corr is
intensive and the spatial region for insertion can be made smaller
than the simulation cell.38

To utilize Eq. (14), the definition of ΘB is needed for ΔμB
G

[Eq. (14)] and ΔG○corr [Eq. (15)]. The determination from the
shape of the free-energy profile on certain reaction coordinates is
a straightforward approach. If species G remains inside the bind-
ing site of species H during the simulations starting from the bound
complex in the solution system, ΘB can be set to accept all the sam-
pled configurations. In this case, on the other hand, the explicit form
of ΘB is needed in the reference system to distinguish between the
bound complex and others. The unique determination of ΘB is gen-
erally impossible except for simple host and guest molecules, such
as monoatomic molecules, and ΔG○ appears to be dependent on the
choice of ΘB through the sampling in the reference system. Actu-
ally, it can be proved that ΔG○ is not affected by the choice of ΘB for
the reference solvent as described below. Let us introduce the char-
acteristic function that is different from ΘB, Θ′B, and the following
quantities:

ΔμB′
G = ΔμB

G −
1
β

log ∫dxHG ∫dXV ΘB(xHG)e−β VB
ref

∫dxHG ∫dXV Θ′B(xHG)e−β VB
ref

= − 1
β

log ∫dxHG ∫dXV ΘB(xHG)e−β VB
sol

∫dxHG ∫dXV Θ′B(xHG)e−β VB
ref

, (16)

ΔG○′corr = ΔG○corr +
1
β

log ∫dxHG ∫dXV ΘB(xHG)e−β VB
ref

∫dxHG ∫dXV Θ′B(xHG)e−β VB
ref

= − 1
β

log
⎛
⎝

c○V ∫dxHG ∫dXV Θ′B(xHG)e−β VB
ref

∫dxHG ∫dXVe−β VB
ref

⎞
⎠

. (17)

By substituting Eqs. (11) and (17) into Eq. (14), one can rewrite
Eq. (14) without any approximations as

ΔG○ = ΔμB′
G − ΔμD

G + ΔG○′corr, (18)

indicating that ΔG○ does not depend on the choice of Θ′B when all
the terms in the above equation are computed in an exact manner.
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B. Energy representation (ER) theory of solution
The energy representation (ER) theory offers an efficient

method for computing solvation free energies using information
about the endpoint states. In this approach, the full coordinates
of the solvents are projected onto the solute–solvent pair interac-
tion energy, and the free-energy functional is constructed based on
the solvent distribution on the interaction energy, referred to as
the energy distribution. In this subsection, it is our intent here to
describe the ER theory only for ΔμB

G [Eq. (11)], as the theoretical
developments of the ER theory for ΔμD

G [Eq. (10)] have been already
reported elsewhere.34,43,44

Let ρ̂α(ε) denote the instantaneous distribution for the αth
species, defined as follows:

ρ̂α(ε) =∑
i∈α

δ(uα(xG, xα,i) − ε). (19)

Here, uα is the pair interaction-energy function between G and the
αth species and xα,i is the full-coordinate of the ith molecule of the
αth species. α refers to the solvent species (such as water) or H.
By defining the ensemble average in the solution system condi-
tioned by ΘB and that in the reference system conditioned by ΘB,
respectively, as

⟨⋅ ⋅ ⋅⟩sol,ΘB
= ∫dxHG ∫dXV (⋅ ⋅ ⋅ )ΘB(xHG)e−β VB

sol

∫dxHG ∫dXV ΘB(xHG)e−β VB
sol

, (20)

⟨⋅ ⋅ ⋅⟩ref,ΘB
= ∫dxHG ∫dXV (⋅ ⋅ ⋅ )ΘB(xHG)e−β VB

ref

∫dxHG ∫dXV ΘB(xHG)e−β VB
ref

, (21)

the αth solvent distributions in the solution and reference systems
when the bound complex is formed can be expressed as

ρB
sol,α(ε) = ⟨ρ̂α(ε)⟩sol,ΘB

, (22)

ρB
ref,α(ε) = ⟨ρ̂α(ε)⟩ref,ΘB

, (23)

respectively. According to Kirkwood’s charging formula for the
alchemical pathway connecting the solution and reference systems
through the coupling parameter, ΔμB

G is expressed using the integral
over the coupling parameter. Introducing the Percus–Yevick (PY)-
type and hypernetted-chain (HNC)-type approximations against
the distributions for the non-endpoint systems on the alchemical
pathway yields34

ΔμB
G =∑

α
∫ dε ερB

sol,α(ε) −
1
β∑α

∫ dε (ρB
sol,α(ε) − ρB

ref,α(ε))

+ 1
β∑α

∫ dε ρB
sol,α(ε) log

ρB
sol,α(ε)

ρB
ref,α(ε)

+ F[ρB
sol,α(ε), ρB

ref,α(ε), χB
αβ(ε, η)], (24)

where χB
αβ(ε, η) is the two-body density-correlation function defined

as

χB
αβ(ε, η) = ⟨ρ̂α(ε)ρ̂β(η)⟩ref,ΘB

− ⟨ρ̂α(ε)⟩ref,ΘB
⟨ρ̂β(η)⟩ref,ΘB

. (25)

The first three terms in Eq. (24) are the pair free-energy components
without approximations, and F is the approximate free-energy
functional for the many-body entropic contributions. The explicit
form of F is available in Ref. 34.

Evaluating the free energy using Eq. (24) is effective when
the distributions in the solution (ρB

sol,α(ε)) and reference (ρB
ref,α(ε))

systems overlap well with each other. However, if the holo-form
structures of host molecules observed in the solution system differ
from their apo-form structures in the reference system, the distribu-
tions ρB

sol,α(ε) and ρB
ref,α(ε)may not overlap well. In such host–guest

systems, the ε-region with ρB
sol,H(ε) ≠ 0 and ρref,α(ε) = 0, which is

problematic due to the integrand of the third term in Eq. (24),

ρB
sol,α(ε) log

ρB
sol,α(ε)

ρB
ref,α(ε)

, (26)

may be too broad, especially in the energy distribution for H
[ρB

sol,H(ε) and ρB
ref,H(ε)]. Then, we introduce a solution state involv-

ing the overlapped distributions with the reference (OR state), in
which the above problematic ε-region is absent (Fig. 1). Such a state
can be defined using the following characteristic function:

ΘOR(xHG, XV) = ΘB(xHG)∏
α
∏
i∈α

θ(ρB
ref,α(uα(xH, xα,i))). (27)

Here, θ(x) is the Heaviside step function given by

θ(x) =
⎧⎪⎪⎨⎪⎪⎩

0, x ≤ 0,

1, x > 0.
(28)

FIG. 1. Thermodynamic cycle employed in the energy representation (ER) method
incorporating a solution state involving the overlapped distributions with reference
(ER-OR).
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By defining the free-energy change associated with the transition
from B in the reference system to the OR state in the solution system
expressed as

ΔμOR
G = −

1
β

log ∫dxHG ∫dXVΘOR(xHG, XV)e−β VB
sol

∫dxHG ∫dXVΘB(xHG)e−β VB
ref

, (29)

ΔμB
G can be decomposed into ΔμOR

G and the free-energy change due
to the transition from OR to B in the solution system, ΔμOR→B

G , as

ΔμB
G = ΔμOR

G + ΔμOR→B
G , (30)

where ΔμOR→B
G is described as

ΔμOR→B
G = 1

β
log POR, (31)

and POR is the probability of finding the OR state among the bound-
complex configurations, given by

POR = ∫
dxHG ∫dXVΘOR(xHG, XV)e−β VB

sol

∫dxHG ∫dXVΘB(xHG)e−β VB
sol

. (32)

Since ρB
sol,α(ε) is the product of ρB

ref,α(ε) and a term referring to
the solvent-mediated contribution to the potential of mean force,
in principle ρB

ref,α(ε) ≠ 0 when ρB
sol,α(ε) ≠ 0. The difficulty related

to Eq. (26) is a practical problem due to finite sampling. ρB
ref,α(ε)

appearing in Eq. (27) should thus be understood as a numerically
computed one, and in actual simulations, its argument (energy coor-
dinate ε) is discretized to a set of bins with finite widths. According
to Eq. (27), the OR state is a subset of the bound (B) state consisting
only of the configurations for which all the pair-interaction energies
of G with each species α fall into energy bins with non-zero ρB

ref,α(ε).
If a sampled configuration in the B state contains a pair energy,
which corresponds to zero ρB

ref,α(ε), that configuration is excluded
from OR. The OR state was called intermediate state in Refs. 35 and
44. However, to avoid possible confusion with an intermediate state
in BAR, it is denoted as OR in this work. The interaction of the solute
with the surroundings is partially turned on in intermediate states of
BAR, while the solute’s interactions are fully turned on in the OR
state. Hereafter, the ER theory incorporating the OR state is referred
to as ER-OR. The ER-OR procedures are schematically depicted in
Fig. S1 of the supplementary material.

III. COMPUTATIONAL METHODS
A. System setups

We investigated the self-association of N-methylacetamide
(NMA) in different solvents (acetone, 1,4-dioxane, and chloro-
form) and the binding of aspirin to β-cyclodextrin (CD) in water
(Fig. 2).

The TIP3P model was used for water, and the general Amber
force field (GAFF)45,46 was used for the other species. The follow-
ing modeling scheme was adopted for all the species except water.
We employed the restrained electrostatic potential (RESP) method47

to determine the point charges on the atoms at HF/6-31G(d)
level calculations. The optimized structures used for the RESP
method were prepared at MP2/6-31G(d) level calculations except for
β-cyclodextrin (CD). According to our previous study,48 we opti-
mized the CD structure at HF/6-31G(d) level calculations. The
quantum chemical calculations mentioned above were performed
with Gaussian 16,49 and the Antechamber program was used for the
RESP method.50 The initial configurations of the systems of interest
were built using Packmol.51

All the simulations were performed with GENESIS 2.0.52–54

The Bussi method was used for generating the NVT and
NPT ensembles.55,56 The velocity Verlet (VVER)57 and reversible
reference system propagator algorithm (r-RESPA)58 integrators
were employed for the equilibration and production runs, respec-
tively. The time intervals for VVER and r-RESPA were 2 and 2.5 fs,
respectively. The cutoff distance for the Lennard-Jones (LJ) interac-
tions was 9 Å, and smooth particle-mesh Ewald (SPME)59 was used
for computing the electrostatic interactions. The number of grids for
SPME was automatically determined in GENESIS so that the grid
spacing was shorter than 1.4 Å. All the bonds that involve hydrogen
atoms were constrained with the SHAKE/RATTLE method,60,61 and
water molecules were treated as rigid molecules using the SETTLE
method.62

B. N -methylacetamide (NMA) systems
1. Simulation setups

For the computation of ΔμD
G [Eq. (10)], we prepared the trajec-

tories for the system containing an NMA molecule in solvents and
for the pure solvent systems, corresponding to the solution and ref-
erence systems for the dissociated (D) state. For both systems, the
box size was 603 Å 3, and the number of solvent molecules was set
to 1809, 1605, and 1545 for acetone, 1,4-dioxane, and chloroform,
respectively. The number of solvent molecules was determined using
the NPT simulations to ensure that the system volume fluctuated
around 603 Å 3 at 300 K and 1 atm. For each system, we conducted

FIG. 2. Target binding systems. (a)
Self-association of N-methylacetamide
(NMA). (b) β-cyclodextrin (CD)–aspirin
binding. The CD–aspirin complexes in
which the hydroxyl group of aspirin
points toward the primary and sec-
ondary faces are labeled as P and S,
respectively.
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a 2 ns NVT simulation for equilibration, followed by a 10 ns NVT
simulation for production.

Regarding ΔμB
G [Eq. (11)], the trajectories for the solution and

reference systems for the B state, respectively containing 2 and 1
NMA molecules, are needed. As for the latter system (reference), the
trajectory of the solution system for the D state can be used. In the
case of the former systems (solution), we conducted a 2 ns NVT sim-
ulation for equilibration, followed by a 100 ns NVT simulation for
production. These simulations were conducted while applying a fol-
lowing half-flat bottom (HFB) potential on the distance between the
centers of mass (CoM) of the two NMA molecules (d),

UHFB(d) =
⎧⎪⎪⎨⎪⎪⎩

0, d < d0,

k(d − d0)2, d ≥ d0.
(33)

Here, d0 = 7 Å and k = 10 kcal mol−1 Å−2.
We performed the NVT simulations for an isolated NMA

molecule that is required for the test-particle insertion in the
ER-based methods. After 1 ns NVT simulation for equilibration, we
performed a 1 ns NVT simulation for production.

To calculate ΔG○ using the PMF-based method (exact),48,63 we
also conducted 100 ns NVT simulations in the solution system from
the 2 ns equilibration mentioned above while applying UHFB(d)
[Eq. (33)] with d0 = 15 Å and k = 10 kcal mol−1 Å−2.

2. Binding free-energy calculations
The binding free energies, ΔG○, were evaluated through the

computation of ΔμD
G , ΔμB

G, and ΔG○corr. In the case of ΔμD
G , the energy

distributions for the solution and reference systems for the D state
were computed. For the reference system, the test-particle insertion
was performed for computing the distribution, with 1000 insertions
for each configuration of the reference system. The error estimation
of ΔμD

G was done by dividing the solution trajectories into ten blocks
for averaging.

Regarding ΔμB
G, the energy distributions in the solution sys-

tem, ρB
sol,H(ε), were computed using the configurations that satisfy

the bound-complex criteria. In this work, the criteria were defined
using the interatomic distances involving the oxygen (O) atoms of
the carbonyl group and nitrogen (N) atoms of the secondary amine.
If the minimum distance among the O–O, N–N, and O–N inter-
atomic distances, dmin, was shorter than 3.5 Å, the NMA dimer
was considered a bound complex. The configurations of the sys-
tem that satisfy this criterion are part of the configurations generated

with the restraining potential of Eq. (33). ρB
sol,H(ε) was constructed

by using only those configurations within the distance threshold
of 3.5 Å, and the other configurations were discarded. See Fig. S2
of the supplementary material for how the choice of the thresh-
old affects the binding free energy. For the computation of the
energy distribution in the reference system, ρB

ref,α(ε), the charac-
teristic function for the B state, ΘB(xHB), was constructed using
the spatial distribution function for the guest NMA, g(r), and
the Weeks–Chandler–Andersen (WCA) potential,64 uWCA(xHB), in
addition to dHB. Here, r is the CoM of the guest NMA and g(r)
was computed using the solution trajectories. ρB

ref,α(ε) was con-
structed using the configurations obtained from the test-particle
insertion, which satisfy dmin ≤ 3.5 Å, g(r) > 0, and uWCA(xHB)
≤ 15 kcal mol−1. The same characteristic function was used to per-
form the test-particle insertion for ΔG○corr. The number of insertions
was 1000 for each configuration of the reference system. We esti-
mated the statistical error in ΔμB

G by dividing the solution trajectories
into ten blocks for averaging.

For comparison, we also computed ΔG○ using the PMF-based
approach.48 In this calculation, only dmin < 3.5 Å was used for the
bound-complex criteria as well as in the calculation of ρB

sol,α(ε). Note
that the standard-state concentration was properly treated in this
method, allowing for a valid comparison of the ΔG○ values obtained
from this method with those from the ER-based methods.

C. β-cyclodextrin (CD)–aspirin system
1. Simulation setups

We prepared the trajectories required for the computation of
ΔμD

G and ΔμB
G (Table I). The simulation scheme was constructed

according to our previous study.48 The pure water system composed
of 7200 water molecules with the box size of 603 Å 3 was built as the
reference system for the D state. After the annealing of the system
from 548 to 298 K during a 0.1 ns NVT simulation, we performed
a 1 ns NVT simulation for equilibration. Then, we determined the
system size by a 1 ns NPT simulation at 1 atm. The system size at the
final step was 60.203 Å 3, and this size was used for the other systems
described below. After further equilibration (0.1 ns NVT), we con-
ducted a 10 ns NVT simulation for production. The solution system
for the D state contains an aspirin and 7200 water molecules. The
system was annealed from 548 to 298 K during a 0.1 ns NVT simu-
lation, followed by a 0.1 ns NVT simulation for equilibration. Then,
we conducted a 10 ns NVT simulation for production.

TABLE I. Information on the trajectories used for the free-energy calculations in the CD–aspirin systems. The values in parentheses indicate the number of replicas for the BAR
simulations. For the BAR simulations, the last 40 and 30 ns were used for the D and B states, respectively.

States

D B

No. of Traj. Simul. length (ns) Total (ns) No. of Traj. Simul. length (ns) Total (ns)

BAR 1 (24) 100 2400 10 (57) 150 85 500
ER, ER-OR (solution) 1 20 20 25 20 500
ER, ER-OR (reference) 1 10 10 25 20 500
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In the CD–guest systems, it is well known that there are two dis-
tinct bound complexes, referred to as primary (P) and secondary (S)
complexes.65 In the P and S complexes, the hydroxyl group of aspirin
points toward the primary and secondary faces of CD, respectively.
We selected 25 different conformations from the trajectories in
our previous study for each complex.48 Using these conformations,
25 initial configurations of the solution system for the B state,
each containing an aspirin, a CD, and 7200 water molecules were
constructed for each complex. For each initial configuration, we
performed a 0.1 ns NVT simulation for equilibration while impos-
ing the positional restraints on the heavy atoms of the CD and
aspirin with the force constant of 1 kcal mol−1 Å−2. Then, a 0.1 ns
NVT equilibration was performed. Following this, we conducted
a 25 ns NVT production run, and the final 20 ns trajectory was
used for analysis. In the case of the reference system, a CD and
7200 water molecules are involved. We prepared 25 initial config-
urations for this system. Then, we equilibrated the system using a
0.1 ns NVT simulation for each configuration, followed by 25 ns
NVT simulations for production. The last 20 ns trajectory was used
for analysis.

We also performed the Bennett acceptance ratio (BAR)13 sim-
ulations for the D and B states to compute ΔG○ based on the
double-annihilation scheme (DAS). In the case of the D state, the
initial configuration was taken from the final snapshot after the
equilibration for the solution system. The BAR method combined
with Hamiltonian replica-exchange MD (BAR/H-REMD)66 imple-
mented in GENESIS67,68 was performed with a simulation time of
100 ns. The setup of the intermediate states (24 states) was the same
as that in our previous study on the membrane permeation.69 The
last 40 ns trajectory for each state was used for the analysis. Regard-
ing the B state, we selected the ten configurations of the solution sys-
tem obtained after the 5 ns production simulations for each bound
complex. Then, we conducted a 150 ns BAR/H-REMD simulation
for each configuration. The last 30 ns trajectory for each state was
used for the analysis. The intermediate states were defined using the
soft-core electrostatic (elec) and van der Waals (vdW) interactions
with the coupling parameters λelec (1.000, 0.950, 0.900, 0.850, 0.800,
0.750, 0.700, 0.650, 0.600, 0.550, 0.500, 0.450, 0.400, 0.350, 0.300,
0.250, 0.200, 0.150, 0.100, 0.050, and 0.000) and λvdW (1.000, 0.950,
0.900, 0.850, 0.800, 0.750, 0.700, 0.650, 0.600, 0.550, 0.500, 0.450,
0.400, 0.350, 0.325, 0.300, 0.275, 0.250, 0.225, 0.200, 0.175, 0.150,
0.140, 0.130, 0.120, 0.110, 0.100, 0.090, 0.080, 0.070, 0.060, 0.050,
0.040, 0.030, 0.020, 0.010, and 0.000). λi = 0 and 1, respectively, cor-
respond to the fully decoupled and coupled states for interaction
energy component i (i = elec or vdW). The total number of states is
57. For all the states, we imposed the HFB potential [Eq. (33)] on the
distance between the CoMs of CD and aspirin, d, with d0 = 6 Å and
k = 10 kcal mol−1 Å−2, and on the attractive part of the LJ interac-
tion48 between CD and aspirin, uattr(xHG), defined as

Uuattr
FB (uattr) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

k(uattr − ulower)2, uattr ≤ ulower,

0, ulower < uattr ≤ uupper,

k(uattr − uupper)2, uattr > uupper.

(34)

The force constant, k, was set to 10 kcal−1 mol, and (ulower, uupper)
was set to (−38.86, −9.35) for P and to (−37.71, −11.95) for S
in units of kcal mol−1. Note that the values of (ulower, uupper) were

determined from the lower and upper limits of uattr observed in the
solution systems.
2. Binding free-energy calculations

The scheme for computing ΔG○ using the ER-based methods
was almost parallel to that used for the NMA systems (Sec. III B 2),
and the same approach was applied for ΔμD

G . Therefore, only the
settings specific to the computation of ΔμB

G in the CD–aspirin sys-
tem are described here. In the simulations for the B state in the
solution system, we confirmed that aspirin maintained its initial
bound pose throughout the simulations. Thus, all the configura-
tions generated in the solution system for the B state were used
to compute ρB

sol,α(ε) for each bound pose. For the computation
of ρB

ref,α(ε) and ΔG○corr, we constructed the characteristic function
for the B state, Θ(xHG), in terms of the spatial distribution func-
tion for the CoM of aspirin, g(r), and uattr. We computed ρB

ref,α(ε)
using the configurations obtained from the test-particle insertion of
aspirin into the reference trajectories that satisfy g(r) > 0 and ulower
≤ uattr(xHG) ≤ uupper. (ulower, uupper) was set to (−38.86, −9.35) for
P and to (−37.71, −11.95) for S in units of kcal mol−1. The num-
ber of insertions for each configuration was 10 000 for both ρB

ref,α(ε)
and ΔG○corr. As noted in the last paragraph of Sec. II B, ρB

ref,α(ε) was
constructed by discretizing the energy coordinate ε. The bin width
of discretization was 0.05 kcal mol−1 in the energy range where
Eq. (26) becomes problematic. In the case of ΔG○corr, the structure
of an isolated aspirin was inserted to the spatial region containing
CD, with the volume of 203 Å. The error in ΔμB

G was estimated from
the different trajectories for the solution system.

We also computed ΔG○ using the BAR simulations. Let
ΔGBAR,D and ΔGBAR,B represent the free-energy changes along the
alchemical pathways in the BAR simulations associated with the
appearance of the interactions between aspirin and its surrounding
environments for the D and B states, respectively. Then, ΔG○ can be
expressed as

ΔG○ = ΔGBAR,B − ΔGBAR,D + ΔG○BAR,corr, (35)

where ΔG○BAR,corr is the standard-state correction. For the com-
putation of ΔGBAR,B, the snapshots satisfying ulower ≤ uattr ≤ uupper,
d ≤ 6 Å, and the primary/secondary poses criteria for the aspirin’s
orientation (Fig. S3 of the supplementary material) were used for
the fully coupled (λelec = λvdW = 1) and intermediate states. As for
the fully decoupled state (λelec = λvdW = 0), the aspirin’s orientation
was not used for selecting the snapshots. According to Eq. (15), the
standard-state correction, ΔG○BAR, corr, is expressed as

ΔG○BAR,corr = −
1
β

log
⎛
⎝

c○V ∫dxG ∫dXV ΘBAR
B (xHG)e−β VB

ref

∫dxHG ∫dXG e−β VB
ref

⎞
⎠

, (36)

where

ΘBAR
B (xHG) =

⎧⎪⎪⎨⎪⎪⎩

1, ulower ≤ uattr ≤ uupper and d ≤ 6 Å,

0, otherwise.
(37)

ΔG○BAR,corr was computed using the test-particle insertion of aspirin
to the reference trajectories. The number of insertions was 10 000.
The error in ΔGBAR,D was estimated by dividing the trajectory of
each state into eight blocks for averaging, and that in ΔGBAR,B was
estimated from the different BAR simulation runs.
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IV. RESULTS AND DISCUSSION
A. Self-association of N -methylacetamide (NMA)
in different solvents
1. Energy distribution

We examine the energy distributions of the host NMA
molecule in the solution (ρB

sol,H(ε)) and reference (ρB
ref,H(ε)) sys-

tems for the bound complex (Fig. 3). Note that one of the NMA
molecules is regarded as the host, while the other is considered
guest. In acetone [Fig. 3(a)], ρB

sol,H(ε) exhibits a broad peak at
ε ∼ −8.5 kcal mol−1. As illustrated in Fig. 2(a), the bound complex
is stabilized by the hydrogen bond between the carbonyl oxygen
atom and the hydrogen atom in the secondary amine, and thus, the
electrostatic interaction has a dominant contribution to ρB

sol, H(ε).
We confirm that the average value of the interaction energies
between the two NMA molecules for the electrostatic component is
−6.28 ± 0.01 kcal mol−1, which is significantly larger in mag-
nitude than that for the van der Waals component, −1.049
± 0.006 kcal mol−1. It is found that the profile of ρB

sol,H(ε) is largely
independent on the solvent species, meaning that the distribution
of the bound-complex structures is insensitive to the surrounding
environments. Similar to ρB

sol,H(ε), ρB
ref,H(ε) hardly changes its pro-

file across the solvent species. Since the non-overlapping ε-region
[ρB

sol,H(ε) ≠ 0 and ρB
ref,H(ε) = 0] is sufficiently narrow in all the sol-

vent systems, it is expected that the “solvation free energy” in the
bound complex, ΔμB

G, can be computed using the ER method with-
out introducing the OR state [Eq. (27)], as will be discussed in
Subsection IV A 2.

2. Binding free energy
Here, we compare the values of the binding free energies, ΔG○,

obtained from the potentials of mean force (PMF) in an exact way
with those from the ER and ER-OR methods to verify the accu-
racy of the ER-based methods. The ER and ER-OR methods yield
virtually identical ΔG○ values in all the solvents examined. Given

FIG. 3. Energy distributions of the host NMA molecule in (a) acetone, (b) 1,4-
dioxane, and (c) chloroform.

TABLE II. Binding free energies for the NMA systems obtained through PMF, ER, and
ER-OR methods. The errors are provided at the standard error.

ΔG○ (kcal mol−1)

Solvent PMF ER ER-OR

Acetone 0.8 ± 0.1 0.61 ± 0.02 0.60 ± 0.02
1,4-dioxane 0.1 ± 0.1 0.52 ± 0.03 0.52 ± 0.03
Chloroform −0.36 ± 0.07 0.04 ± 0.03 0.03 ± 0.04

that the energy distributions in the solution and reference systems
[ρB

sol,H(ε) and ρB
ref,H(ε)] overlap well, it is reasonable for the ER-based

methods to yield the identical ΔG○ values, regardless of the intro-
duction of the overlapped state. The values of ΔG○ evaluated in this
work are listed in Table II, and the correlation plots of the binding
free energies obtained from the ER-OR method, ΔG○ER−OR, against
those from the PMF, ΔG○PMF, are shown in Fig. 4. The PMF method
estimates that ΔG○ decreases in the order of acetone >1,4-dioxane
>chloroform. This ordering is consistent with the experimental find-
ings that the binding constant for the self-association of NMA
increases as solvent polarity decreases.42 It is seen that the ER and
ER-OR methods reproduce the ΔG○ ordering predicted from the
PMF method. Furthermore, the deviation from the PMF method
is within 0.5 kcal mol−1 in all the solvents. Since the NMA dimer
has the shallow free-energy minimum in the PMF, ΔG○ is sensi-
tive to the variation in the bound-complex criteria (Fig. S2 of the
supplementary material). However, we confirm that both the ER and
PMF methods exhibit the similar behaviors against the variation,
and the ΔG○ ordering is not altered.

B. β-cyclodextrin (CD)–aspirin system
1. Structure and energy distribution of CD

We first assess the impact of binding on the structural popula-
tion of CD. Figure 5(a) illustrates the distribution of the minimum

FIG. 4. Correlation plots of the binding free energies obtained from the ER-OR
method, ΔG○ER−OR, against those from the PMF, ΔG○PMF. The error bars are not
shown in the figure because the standard errors are smaller than 0.1 kcal mol−1

in all the solvent systems.
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FIG. 5. Structural difference of CD between apo- and holo-forms, and energy distributions of CD. (a) Minimum-distance distribution between the cavity center and carbon
atoms in CD. (b) and (c) Energy distributions of CD in the solution system, ρB

sol,H(ε), and the reference system, ρB
ref,H(ε), for complex P (b) and complex S (c). The cavity

center of CD is defined as the center of mass for the ether oxygen atoms.

distance between the cavity center of CD and its carbon atoms,
denoted as P(d). The cavity center is defined as the center of mass
for the ether oxygen atoms in CD. For the holo-forms of CD in
complexes P and S, peaks in P(d) at d = 4.5 Å and 4 Å, respec-
tively, indicate open conformations where the internal cavity of
CD is accessible to the guest molecule. In addition to these open
conformations, the apo-form exhibits a sharp peak at d = 2 Å,
reflecting closed conformations where the center of CD is occupied
by its own atoms. In such conformations, one of the sugar rings in
CD rotates so that its plane is closer to the cavity center. The open
and closed conformations in the apo-form are also reported by
Tang and Chang41 as well as by Harris et al.70 The localization of
P(d) to the distribution corresponding to the open conformations
upon binding indicates that the structural fluctuations of CD are
suppressed by aspirin.

The energy distributions of CD in the solution (ρB
sol,H(ε))

and reference systems (ρB
ref,H(ε)) for P and S are shown in

Figs. 5(b) and 5(c), respectively. The peak of ρB
sol,H(ε) is located at

ε ∼ −25 kcal mol−1 for P and ε ∼ −31.5 kcal mol−1 for S. Further-
more, the tail of ρB

sol,H(ε) extends further into the negative region
for S than for P. This indicates that the direct interaction between
aspirin and CD is stronger for S than for P. In the case of the refer-
ence system, the difference in ρB

ref,H(ε) between P and S is found to be
negligibly small. The peak position of ρB

ref,H(ε) is ε ∼ −10 kcal mol−1,
and it is shifted in the positive direction from that of ρB

sol,H(ε) (−25
and −31.5 kcal mol−1 for P and S, respectively). As shown in the
profiles of P(d) [Fig. 5(a)], the accessible d-region in the holo-form
(solution system) is fully covered by that in the apo-form (reference
system). However, a wide non-overlapping region between ρB

sol,H(ε)
and ρB

ref,H(ε) is present. This suggests the presence of a difference
in the CD structure between the apo- and holo-forms that is not
captured by P(d) [Fig. 5(a)].

2. Binding free energy
We summarize the binding free energies, ΔG○, evaluated using

the BAR, ER, and ER-OR methods in Fig. 6(a) and Table III.

According to the results from the BAR method, the thermody-
namic stabilities of complexes P and S are nearly comparable to
each other. In the case of the ER method, the stability of P is pre-
dicted to be higher than that of S. The values of ΔG○ for S obtained
from the ER method differ by more than 2 kcal mol−1 from those
obtained using the BAR method. Meanwhile, the ER-OR method
reproduces the result revealed by the BAR method that the values
of ΔG○ for P and S are similar to each other. The improvement
achieved by the ER-OR method indicates that the introduction of
the OR state into the ER method is beneficial for robust free-energy
calculations, when the non-overlapping ε-region [ρB

sol,H(ε) ≠ 0
and ρB

ref,H(ε) = 0] is too broad and the interpolation/extrapolation
scheme employed in the ER method does not work properly. The
most time-consuming part of the ΔG○ calculation for both the ER-
OR and BAR methods is the MD simulations for the B state. The
convergence of the computed ΔG○ with respect to the simulation
timescale is much faster with the ER-OR method than with the
BAR method (Fig. S4 of the supplementary material). It is also
found that sufficiently long equilibration (≥120 ns in this system)
is required to obtain the reliable estimates of ΔG○ using the BAR
method. According to Table I, the computational cost of these simu-
lations required in the ER-OR method is orders-of-magnitude lower
than in BAR given that the error in ER-OR is smaller by a factor
of ∼2. Introducing a sophisticated scheme of applying the restraint
potentials in the BAR simulation, such as the virtual bond algorithm
(VBA),18,19 could accelerate the convergence while maintaining the
robustness.

To clarify the driving force of the binding, we elucidate the
importance of the interaction energy between aspirin and the sur-
rounding environments on ΔG○. According to the endpoint DFT
theory, one can decompose the solvation free energy of aspirin,
ΔμX

G (X = B or D) [Eqs. (10) and (11)], into the ensemble average
of the interaction energy between aspirin and its surrounding envi-
ronments in the solution system at state X, UX, and the residual part,
ΔμX

res. Thus, ΔG○ can be expressed from Eq. (14) as

ΔG○ = ΔU + ΔGres, (38)
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FIG. 6. Binding free energy, ΔG○, and the decomposition analysis based on the
interaction energy. (a) ΔG○ evaluated through the BAR, ER, and ER-OR methods.
(b) Decomposition of ΔG○ into the interaction-energy (ΔU) and other (ΔGres)

contributions using Eq. (38). In this analysis, the values of ΔG○ obtained from
the ER-OR methods are used. (c) Decomposition of ΔU into the interaction-
energy components for each species α [α = H(CD) or V(water)]. The errors
are provided at the standard error.

TABLE III. Binding free energies for the CD–aspirin system obtained through BAR,
ER, and ER-OR methods. The errors are provided at the standard error.

ΔG○ (kcal mol−1)

Bound complex BAR ER ER-OR

P −4.2 ± 0.2 −3.14 ± 0.09 −5.2 ± 0.1
S −4.1 ± 0.2 −2.2 ± 0.1 −5.03 ± 0.09

where

ΔU = UB −UD, (39)

ΔGres = ΔμB
res − ΔμD

res + ΔG○corr. (40)

Note that ΔGres consists of the contribution from the pair free-
energy components, the many-body entropic contributions, and the
standard-state correction. Figure 6(b) shows the decomposition of
ΔG○ using Eq. (38). In this analysis, the values of ΔG○ obtained from
the ER-OR methods are used. In both bound complexes, it is found

that the binding is facilitated by ΔU and suppressed by ΔGres and
that the trend of ∣ΔU∣ > ΔGres leads to a negative ΔG○. The value of
ΔU for S is decreased from that for P, but this decrease is almost can-
celed out by the increase of ΔGres, resulting in comparable stability
of P and S. Since the distribution of P(d) for S is sharper than that
for P [Fig. 6(a)], the entropic penalty due to the restriction of the CD
structure in S may account for the larger value of ΔGres for S.

ΔU is decomposed into the van der Waals and elec-
trostatic interaction-energy components of aspirin with species
α [α = H(CD) or V(water)], denoted as ΔUvdW,α and ΔUelec,α,
respectively. The analysis based on this decomposition is presented
in Fig. 6(c). Regardless of the complex types, the attractive inter-
action between aspirin and CD, ΔUH, primarily contributes to
ΔU through the van der Waals component, ΔUvdW,α. This observa-
tion is consistent with the well-known binding mechanism in which
the CD cavity provides a hydrophobic environment, enabling guest
molecules to be captured through the hydrophobic interactions with
CD.71 The contribution of the interaction energy between aspirin
and water, ΔUV, tends to inhibit binding, reflecting the dehydration
penalty. It is observed that both ΔUvdW,V and ΔUelec,V contribute
almost equally to this penalty.

V. CONCLUSION
In this study, we developed a methodology to compute the

binding free energies based on the energy representation (ER) the-
ory. The ER theory enables us to calculate the free-energy difference
between the two systems of interest, referred to as the solution and
reference systems. Unlike other free-energy methods, there is no
need to conduct the MD simulations for the intermediate states
connecting the solution and reference systems, leading to the reduc-
tion in the computational cost. In applications to the calculation of
the binding free energy for the host–guest systems (ΔG○), however,
the applicability of the ER theory was limited to the host molecules
whose structures in the holo-form resemble those in the apo-form.
In the present method, this problematic structural difference was
identified through the distributions on the host–guest interaction
energy (energy distributions) for the solution and reference systems.
By introducing a solution state involving the overlapped distribu-
tions with the reference (OR state), we achieved a robust binding
free-energy calculation for such host molecules. The original method
is referred to as the ER method, while the present method is referred
to as the ER-OR method. It is noteworthy that, since this state is a
subset of the target solution state, introducing the additional state
into the ER method brings no extra computational costs compared
to the ER method.

The present method (ER-OR) was first applied to the self-
association of N-methylacetamide (NMA) in different solvents
(acetone, 1,4-dioxane, and chloroform). It was found that ΔG○

decreases in the order of acetone >1,4-dioxane >chloroform, which
aligns with the experimental observations. Since the energy dis-
tribution for the guest NMA in the solution and in the reference
system overlapped well, the ΔG○ values evaluated through the ER
and ER-OR methods were virtually identical. The comparison of
the obtained ΔG○ values with those from the exact method revealed
that the differences in ΔG○ between the two methods are within
0.5 kcal mol−1 in all the solvents.
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The binding of aspirin to β-cyclodextrin (CD) in water was
selected as the second target. In this system, there are two distinct
bound complexes, primary (P) and secondary (S) complexes, and
the CD structure in the holo-form is significantly different from that
in the apo-form. For the bound state, the energy distribution of CD
for the solution system was found to be not overlapped well with
those for the reference system due to the difference in the CD struc-
tures between the holo- and apo-forms. As a result, the differences in
ΔG○ between the ER and ER-OR methods were larger than
1 kcal mol−1 for both P and S. The ER-OR method reproduced the
result revealed by the BAR method that the thermodynamic stabil-
ities of P and S are similar to each other, indicating an increase in
reliability with the introduction of the OR state.

The present method works when both of the bound and dis-
sociated structures are provided. Still, it can be employed with any
schemes of structure prediction. For instance, AlphaFold 2/372,73 is
a choice for preparing a structure that is not known in advance. The
combination of the machine learning (ML)-based schemes of struc-
ture prediction and an all-atom scheme for free-energy evaluation,
such as the present method, will be a promising direction.

Since the computational cost is lower in the present method
compared to the other free-energy calculation methods, its applica-
tion to the complex host–guest binding systems appears promising.
For instance, peptide compounds that bind to their target exhibit the
high flexibility.74 In the present method, the simulations are required
only for the endpoint (solution and reference) states, allowing for
the incorporation of advanced sampling techniques to treat such
high flexibility, despite their high computational costs. On the other
hand, challenges still remain in the theoretical treatment of the host
conformations. In the present method, we assumed the existence of
an overlapped region in the energy distributions between the solu-
tion and reference systems. However, such a region may be absent in
proteins (hosts) that exhibit global conformational changes through
the induced-fit mechanism.75 Introducing an additional state, in
which the host molecule has structures close to those at the bound
state but does not bind the guest, into the thermodynamic cycle for
ΔG○ might be useful for overcoming this challenge. We believe
that the present method and its extensions would be beneficial
for unveiling binding mechanisms in various host–guest binding
systems.

SUPPLEMENTARY MATERIAL

The supplementary material contains the protocols for com-
puting binding free energy through the ER-based methods, the
dependency of ΔG○ on the definition of the bound state for the NMA
systems, the definition of the primary (P) and secondary (P) poses
in the CD–aspirin system, and the convergence of ΔG○ with the
trajectory length.
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